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Abstract 
 

A low-energy adaptive clustering hierarchy (LEACH) protocol is a low-power adaptive 
cluster routing protocol which was proposed by MIT’s Chandrakasan for sensor networks. In 
the LEACH protocol, the selection mode of cluster-head nodes is a random selection of cycles, 
which may result in uneven distribution of nodal energy and reduce the lifetime of the entire 
network. Hence, we propose a new selection method to enhance the lifetime of network, in this 
selection function, the energy consumed between nodes in the clusters and the power 
consumed by the transfer between the cluster head and the base station are considered at the 
same time. Meanwhile, the improved FTBA algorithm integrating the curve strategy is 
proposed to enhance local and global search capabilities. Then we combine the improved BA 
with LEACH, and use the intelligent algorithm to select the cluster head. Experiment results 
show that the improved BA has stronger optimization ability than other optimization 
algorithms, which the method we proposed (FTBA-TC-LEACH) is superior than the LEACH 
and LEACH with standard BA (SBA-LEACH). The FTBA-TC-LEACH can obviously reduce 
network energy consumption and enhance the lifetime of wireless sensor networks (WSNs). 
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1. Introduction 

As a prerequisite for the development of the Internet of Things (IoT), technologies related to 
object recognition and information acquisition are of paramount importance. Sensor 
technology is therefore indispensable. WSNs constitute an important part of IoT, which is 
often used for special purposes such as location, early warning systems, and emergency rescue 
[1]. These sensors must be able to collect [2], process, and transmit information. Desired 
information can be collected and detected by deploying sufficient sensors in an area to be 
monitored. WSNs are becoming widely used given IoT proliferation, such as in smart cities, 
intelligent transportation, military defense, modern agriculture, health care, and environmental 
monitoring applications [2-4]. 

Due to the limited energy of sensor nodes, extending their use as much as possible is 
important when studying WSNs. Routing protocol technology greatly affects the network life 
cycle [5]. Hierarchical routing is an efficient technique to reduce energy consumption via data 
aggregation and fusion by using a method to decrease the number of transmissions to the base 
station [6]. The LEACH  is the first and most well-known hierarchical routing protocol [7]. In 
a typical hierarchical routing algorithm, the clustering idea in LEACH has been referenced in 
many subsequent routing protocols, including hierarchical routing protocols such as the 
threshold sensitive energy efficient sensor network protocol [7, 8] and power-efficient 
gathering in sensor information systems [9]. The clustering method reduces network energy 
consumption and improves network lifetime. The core concept of the LEACH is based on 
rounds, and the basic idea of the protocol is to randomly select a cluster-head node cyclically 
and distribute the network energy load evenly among sensor nodes [10]. This approach 
enhances energy consumption because transmissions are only managed by cluster-head nodes 
rather than all sensor nodes. However, the LEACH protocol does not consider current node 
energy, and the selection of random cluster-heads can easily result in uneven energy 
consumption among network nodes, which shortens the network life cycle. A monitoring blind 
spot can then form in the rear stage of the network and affect overall network performance [11, 
12]. 

Many LEACH improvements have been implemented[13], many of which reduce energy 
consumption in the LEACH protocol; others consider the energy consumption balance. Most 
earlier improvements were based on head node selection. For example, LI Yan proposed a new 
modified protocol using a cluster-head multi-hop algorithm based on LEACH in which an 
optimal path forms between cluster-heads leading to the base station [14]. A simulated 
annealing algorithm has also been used to select a cluster-head node when implementing the 
LEACH protocol in WSNs, demonstrating much better performance compared with the 
original protocol [15]. An improved routing protocol named ANT-LEACH was proposed by 
WANG Lin, who adopted the strategy of combining an ant colony optimization algorithm and 
the routing process of cluster-head nodes [16].  HAN Dong-xue put forth a PSO-based double 
cluster-heads clustering algorithm; the master cluster-head and vice cluster-head assume 
different roles, where the master cluster-head completes data collection and date integration 
while the vice cluster-head is involved in communication with the base station [17]. 
    Despite these achievements, most methods are based on a predefined searching pattern or 
deterministic optimization algorithms. To identify a better energy-saving solution, superior 
optimization of cluster-head node selection is required. Cluster-head node selection is a 
complex optimization problem that should consider the node location and node residual 
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energy. A biological heuristic algorithm is an effective method for solving this optimization 
problem, such as via standard particle swarm optimization (PSO) [18-21], ant colony 
optimization [22-27], cuckoo search (CS) [28-32], and artificial bee colony algorithm (ABC) 
[33-38]. 

In 2010, University of Cambridge scholar YANG proposed a new intelligent optimization 
algorithm, the bat algorithm (BA), by simulating the echolocation behavior of bats [39-42]. 
The algorithm is a population-based stochastic optimization algorithm of which bat 
individuals are the basic units. The movement of the entire population produces an 
evolutionary process from disorder to order in the problem-solving space, thereby obtaining 
the optimal solution. Li and Zhou [43] proposed a complex-valued BA where each bat is coded 
with a complex number. Cai and Wang [44] presented a fast BA with triangle-flipping strategy 
(FTBA), which increased the global search ability of the algorithm. This paper continues to 
improve FTBA coupled with another curve strategy to enhance local optimization. 

In this paper, an FTBA-TC-LEACH routing algorithm based on BA is proposed, and a new 
cluster-head selection mode is adopted to solve the problem of uneven cluster-head 
distribution in LEACH, which causes non-uniform energy consumption. The rest of this paper 
is organized as follows: in Section 2, we review the background of the LEACH protocol and 
propose improved cluster-head selection. Section 3 introduces the modified BA and uses it for 
cluster-head optimization. Section 4, we verify the proposed improvements through 
simulation experiments. Section 5 presents conclusions and a brief overview of our future 
work. 

2. Background 

2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH) 
The LEACH protocol is a typical hierarchical routing protocol algorithm that is a commonly 
used clustering routing protocol; therefore, LEACH was taken as the research object given 
high representativeness. Assumed preconditions of the LEACH protocol are as follows: 

(1) All sensor nodes are the same, and the radio signal in each direction consumes the same 
energy; the initial energy of each node is equal, the energy is limited, and each node can 
perceive its remaining energy. The node has power control to change the transmit power and 
control the transfer distance, and each node has sufficient computing power; 

(2) all nodes can communicate directly with each other, which also applies to nodes and the 
base station; 

(3) the sink nodes are fixed and far from the entire WSN. Energy consumption of the sink 
nodes is not considered in this study, as they are assumed to have sufficient energy supply; and 

(4) the nodes are stationary. 
The WSN is assumed to be 

 1 2{ , , , }vS Sensor Sensor Sensor=   (1) 

The behavior of each sensor iSensor  in the LEACH protocol can be described as in Eq. (2): 

 ( , , , )iSensor Time Head Table Communication=  (2) 

In the iSensor , 
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Time indicates a stable time slice, during which iSensor  is in accordance with the current 
state; if it exceeds the time segment, then the sensor will consider adjusting the current state; 

Head indicates if the sensor is a cluster-head node; 
Table : If iSensor  is cluster-head node, then Table  is used to indicate position information 

of the remaining sensors in the cluster; 
Communication : If iSensor  is cluster-head node, then Communication  reflects 

communication between the sensor and the base  station and other sensors in the cluster; if 
iSensor  is not a cluster-head node, it only indicates communication between the sensor and 

corresponding cluster-head node. 
The LEACH protocol cycles through a cluster reconstruction process wherein each phase of 

the cycle can be described as a round. Each round is divided into two phases: establishment 
phase of the cluster (setup phase) and stable phase of the transmitted data (ready phase). To 
conserve resource overhead, the ready phase lasts longer than the setup phase. Fig. 1 shows the 
LEACH protocol operation cycle chart. 

cycle timecycle

frame

...

Head Time Table Communication+ +

 
Fig. 1. LEACH protocol operation cycle diagram 

2.2 Original Cluster-head Node Selection in LEACH 
In the setup phase, cluster-head node selection is based on the total number of cluster-head 
nodes required in the network and the number of times each node has become the cluster-head 
node so far. Options are that each sensor node randomly selects a value in [0, 1]; if the selected 
value is less than a certain threshold ( )T n , then the sensor node will be a cluster-head node. 
The calculation method of ( )T n  is as follows: 
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In Eq. (4), P  denotes a percentage of the cluster-head node, l  denotes the cluster-head 
nodes needed in the network, and k  denotes the total number of sensor nodes. In Eq. (3), r is 
the current number of rounds; G  is a set; 1 / P  round has not been selected as a cluster-head 
node in the past; and mod is the modulo operator. After selecting the cluster-head node, the 
entire network is informed by broadcast. 

In the ready phase, sensor nodes transmit gathered data to the cluster-head node. The 
cluster-head node collects data from all nodes in the cluster and then transmits it to the base 
station. 
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2.3 Improved Selection of Cluster-head Nodes 
To ensure that each sensor node works as long as possible, after each cluster-head operating 
time Time , the cluster-head must be reselected, and the remaining sensors can be classified 
according to the cluster-head so each class (i.e., each cluster) contains only one cluster-head. 
Therefore, the choice of the cluster-head node will directly affect the performance of the 
algorithm. Cluster-head nodes tend to be randomly generated; however, this method can easily 
lead to the following adverse consequences: 

(1) Intra-cluster nodes become unevenly distributed near the cluster-head node (i.e., the 
distance variance between cluster nodes and the cluster-head node is larger), resulting in 
greater energy consumption; and 

(2) a long distance from the cluster-head node to the base station will affect the lifetime of 
the cluster-head. 

To avoid these defects, we introduce an intelligent optimization algorithm into cluster-head 
selection so the two defects can be reduced as much as possible to minimize energy 
consumption. In other words, we use an intelligent optimization algorithm to optimize the 
objective function of cluster jC  as follows: 

 min ( ) (1 )D j D jf std C Dα α= ⋅ + − ⋅  (5) 
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In Eq. (5), (0,1)Dα ∈  is the weight, set at 0.8 in this experiment; and jD  is the Euclidean 
distance from the base station to the cluster-head node of cluster jC . If jL  indicates the 
number of sensors contained in cluster jC , then jkD  represents Euclidean distance between 
the k  sensor and the cluster-head in cluster jC , and ( )jstd C  represents the distance variance 
within the cluster jC . ( )jstd C  is explained in Eq. (6). 

In addition, to avoid premature energy depletion at some nodes, the cluster-head position is 
guaranteed to be larger than the average energy ( )jE Ave  within the cluster. The average 
energy is calculated by Eq. (7), where k  is the number of nodes in cluster jC , and ( )jiE C  is 
the residual energy of node i  in cluster jC . 

In the following parts, we use the modified intelligence algorithm to solve the identified 
optimization problems; the fitness function is shown above. 

3. Proposed FTBA-TC-LEACH Routing Algorithm 

3.1 Standard Bat Algorithm 
BA is a heuristic intelligent algorithm that simulates the principle of echolocation used in bat 
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predation. BA has passed standard test functions and achieved good results for solving 
continuity optimization problems [45]. The single-objective unconstrained optimization 
problem is considered in this paper as Eq. (8): 

 1 2min ( ) , [ ( , , ..., , ..., ) ]k Df x x x x E= ∈x x  (8) 

Suppose there are n virtual bats, and the thi bat: ( ) 1,  2,  3,  ...,  i N=  is represented as Eq. 
(9): 

 ( ), ( ), ( ), ( ), ( )i it t fr t A t r t< >i i ix v  (9) 

where 1 2( ) ( ( ), ( ),..., ( ),..., ( ))i i ik iDt x t x t x t x t=ix  and 1 2( ) ( ( ), ( ),..., ( ),..., ( ))i i ik iDt v t v t v t v t=iv  
are the position and velocity of the thi  bat in generation t , respectively, with frequency 

( )ifr t , loudness ( )A ti , and emission rate ( )ir t  as the three required parameters. 
In the next generation, the velocity is updated as follows:  

 ( 1) ( ) ( ( ) ( )) ( ),ik ik ik k iv t v t x t p t fr t+ = + − ⋅  (10) 

where 1 2( ) ( ( ), ( ),..., ( ),..., ( ))k Dt p t p t p t p t=p  is the best position found thus far by the entire 
swarm. Eq. (10) can be viewed as a combination of the inertia ( )ikv t  and the influence of ( )tp . 
The frequency ( )ifr t  is calculated as follows: 

 min max min 1( ) ( ) ,ifr t fr fr fr rand= + − ⋅  (11) 

where maxfr  and minfr  are the maximum and minimum frequency values, respectively, 
and 1rand  is a random number uniformly distributed within [0,1]. 

To reflect the bat decision, the position changes with some randomness. Let 2rand  be a 
random number uniformly distributed within [0, 1]; if 2 ( )irand r t<  is satisfied, then the thi  
bat will execute the following global search pattern: 

 ( 1) ( ) ( 1).ik ik ikx t x t v t′ + = + +  (12) 

Otherwise, the following local search pattern is adopted: 

 ( 1) ( ) ( ),ik k ikx t p t A tε′ + = + ⋅  (13) 

where ikε  is a random number generated by a uniform distribution within [–1, 1], ( )A t  is the 
average loudness of all bats, and 

 1
( )

( )
n

ii
A t

A t
n

== ∑  (14) 

After the 1 2( 1) ( ( 1), ( 1),..., ( 1),..., ( 1))i i ik iDt x t x t x t x t′ ′ ′ ′ ′+ = + + + +ikx  is obtained by Eq. (12) 
and Eq. (13), the new ( 1)t +ix  can be updated as follows: 
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(15) 

where 3rand  is a random number generated by uniform distribution within [0 , 1]. Similar to 
CS, Eq. (15) implies that the position is updated only when the following two conditions are 
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met: (1) a better position is obtained; and (2) the probability 3 ( )irand A t<  is satisfied. If the 
position of the thi  bat is updated, then the corresponding loudness and emission rate 

( 1)r t +i are replaced as follows: 

 ( 1) ( ),i iA t A tα+ =  (16) 
 ( 1) (0) (1 ),t

ir t r e γ−+ = ⋅ −  (17) 

where 0α >  and 0γ >  are two predefined parameters, and (0)A  and (0)r  are two initial 
values for the loudness and emission rate, respectively. 

The pseudo code of the standard BA is listed in Algorithm 1: 

Algorithm 1: Standard bat algorithm 

Begin 
For each bat, initialize the position, velocity, and parameters; 
While (stop criterion is met) 

Randomly generate the frequency for each bat with Eq. (11) 
Update the velocity for each bat with Eq. (10); 
If 2 ( )irand r t<  

Update the temp position for the corresponding bat with Eq. (12); 
Else 

Update the temp position for the corresponding bat with Eq. (13); 
End 
Evaluate its quality/fitness; 
Re-update the position for the corresponding bat with Eq. (15); 
If the position is updated 

Update the loudness and emission rate with Eq. (16) and Eq. (17), 
respectively; 

End 
Rank the bats and save the best position; 

End 
Output the best position; 

End 

3.2 Curve Strategy with BA 
The local search of the BA is a perturbation strategy, and in the position update of generation 

1t + , if bat i  is selected for the local search, it will produce the following perturbation near 
the global optimal value: 

 ( 1) ( ) ( )'
ik k ikx t p t A tε+ = +  (18) 

where ikε  is a random vector that satisfies the uniform distribution between (-1 , 1), and 
( )A t  is the average loudness of all bats at time t .0 
This strategy considers using a perturbation parameter maxxτ ⋅  to replace the mean loudness 
( )A t  and allows the parameter ( )tτ  to decrease linearly as the evolution algebra increases, 

thus modifying Eq. (18) to 

 max( 1) ( ) ( )it t t xτ′ + = + ⋅ ⋅ix p ε  (19) 
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Because iε  obeys the random vector that satisfies the uniform distribution in  (-1, 1), the 
support set of the disturbed individual will be centered on the group Optimal ( )tp . The region 
of the radius max( )t xτ  is searched, and the parameter ( )tτ  decreases linearly with an increase 
in the evolution algebra, after which the radius of the search region can be reduced gradually to 
improve the local search performance of the algorithm. 

Eq. (20) describes the descending strategy of disturbance parameter ( )tτ : 

 1 2max min
max

max

( ) [1 ( ( 1)) ]
( 1)

k kt t
LG

τ τ
τ τ

τ
−

= ⋅ − ⋅ −
⋅ −

 (20) 

When 1=1k  and 2 =1k  , the formula is 

 max min
max

max

( ) [1 ( ( 1))]
( 1)

t t
LG

τ τ
τ τ

τ
−

= ⋅ − ⋅ −
⋅ −

 (21) 

In Eq. (20), t  represents evolutionary generation, LG  represents the largest evolution 
algebra, and the values of 1k  and 2k  determine different downward trends. Fig. 2 shows the 
curves produced by different combinations of 1k  and 2k  when the evolutionary algebra t  
equals 3000, maxτ  takes 30%, and the lower bound minτ  takes 0.01%. 
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Fig. 2. Various curves of ( )tτ  variation. 

Will different downward trends exert different effects on the algorithm? For example, if the 
decline in the early stage is slower and that in the later stage is slower, or slower in the early 
stage and faster in the later stage, can the performance of the algorithm be further improved? 
From this perspective, we discuss several declining curves of different parameters in this 
section. 

Fig. 2 shows that the combination of 1k  and 2k  can roughly produce four curves: when 

1 1k = , 2 1k = , it is a linear descending line; when 1 1k = , 2 2,3,...k = , it is a concave curve; 
when 1 2,3,...k = , 2 1k =  , it is a convex curve; and when 1 2,3,...k = , 2 2,3,...k =  , it is a  
front convex back concave curve. In addition to the linearly declining line, the remaining three 
curves are a few more representative typical curves introduced in this paper. In the subsequent 
argument selection, we discuss the value of 1 1k =  and 2 1k = . To demonstrate convenience, 
the algorithm is called BA with curve parameter (BA-CP). The process is illustrated in 
Algorithm 2. 
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The curve-decrease strategy algorithm is proposed based on the linear decline strategy. In 
the experimental section, we determine which curves perform better when [0.01%, 30%]τ ∈ . 

In the next part, we combine the curve strategy with FTBA and propose FTBA-TC. Then, 
we modify LEACH with the new algorithm. 

Algorithm 2: Bat algorithm with curve parameter 

Begin 
For each bat, initialize (0)ix , (0)iv , (0)r , maxτ , minτ , 1k , 2k and (0)ifr ; 

While (stop criterion is met) 
 Calculate the fitness value of each bat, and remember that (0)p  is the best 

position for group performance; set 0t = , 
( ( )) min{ ( (0)) | 1, 2,..., }f t f i n= =ip x ; 

Update the velocity for each bat in the 1t +  generation; 
If 1 ( )irand r t<  

Update the new position ( 1)t′ +ix  for corresponding bat with Eq. (12); 
Else 

Update the new position ( 1)t′ +ix  for corresponding bat with Eq. (19) and 
Eq. (20); 

End 
Evaluate its quality/fitness for the new position of bat at ( 1)i t′ +x ; 
If ( ( 1)) ( ( ))i if t f t′ ′+ <x x  

Update the new position ( 1) ( 1)i it t′ ′+ = +x x , and update the ( )ifr t ; 
End 
Re-update the position for the corresponding bat with ( 1)t +p ; 

End 
Output the best position ( 1)t +p ; 

End 

3.3 Proposed FTBA-TC-LEACH 
FTBA was proposed by Cai to effectively improve the global search performance. In this part, 
we will combine the curve strategy with FTBA and the proposed fast BA with triangle flip and 
curve strategy (FTBA-TC).  

In BA, when a better position is found, the position is updated to a more preferable one; 
when a better position is not found, the bats are suspended. Following this rule, Cui proposed a 
multiple triangle-flipping strategy to enhance the performance. 

(1) BA with directing triangle-flipping strategy (BA-DTFS); 
(2) BA with directing triangle-flipping strategy for all bats without conditions 

(BA-DTFS1); 
(3) BA with random triangle-flipping strategy (BA-RTFS); 
(4) BA with random triangle-flipping strategy for all bats without conditions (BA-RTFS1); 

and 
(5) BA with hybrid triangle-flipping strategy (BA-HTFS). 
Simulation results show that the BA-HTFS was superior, so we will use it as FTBA. In 

FTBA, the improved equations are shown below: 

 ( 1) ( ( ) ( )) ( )it t t fr t+ = − ⋅i m uv x x  (22) 
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 ( 1) ( ( ) ( )) ( )it t t fr t+ = − ⋅i mv p x  (23) 
 gk min max min( 1) ( )x t x x x rand+ = + − ⋅  (24) 

In the eauation (22), the ( )tmx  and ( )tux  are the locations of two randomly selected 
individuals in the population, the ( )ifr t  is the frequency of generation t , ( 1)t +iv  means the 
velocity of the next generation. The equation has 50% probability that the algorithm can 
improve performance, while the other half of the probability is used to improve the algorithm 
to jump out of the local extremum point. As for equation (23), ( )tp  is the the population 
previous best position, and other parameters are defined in the same way as equation (22). This 
equation is used to strengthen the local search capability in later stage. And equation (24), 
rand  is a random number that satisfies a uniform distribution between (0,1), maxx  and minx  
are the maximum and minimum values of the defined domain. ( 1)gkx t +   indicates the location 
of the next generation of k  dimensions in the g  bat. The equation (24) can have a certain 
probability to jump out of the local optimal. 

Algorithm 3 presents the process of FTBA-TC. 

Algorithm 3: Fast bat algorithm with triangle flip and curve strategy 

Begin 
For each bat, initialize (0)ix , (0)iv , (0)r , maxτ , minτ , 1k , 2k and (0)fri ; 

While (stop criterion is met) 
 Calculate the fitness value of each bat, and remember that (0)p  is the best 

position for group performance; set 0t = , 
( ( )) min{ ( (0)) | 1, 2,..., }f t f i n= =ip x ; 

If 0.258t LG< ⋅  
 For each bat, randomly select  ( )tmx , ( )tux and update the 1t +  

generation’s velocity in Eq. (22). 
Else 
 Update the 1t +  generation’s velocity in Eq. (23). 
End 
If 1 ( )irand r t<  
 Update the new position ( 1)i t′ +x  for corresponding bat with Eq. (12); 
Else 
 Update the new position ( 1)i t′ +x  for corresponding bat with Eq. (20); 
End 
For the bat in the best position for group history, let the position be 
randomly selected according to Eq. (24); 
Evaluate its quality/fitness for new position of the bat at ( 1)i t′ +x ; 
If ( ( 1)) ( ( ))i if t f t′ ′+ <x x  

 Update the new position ( 1) ( 1)i it t′+ = +x x  and update the ( )ifr t ; 
End 
Re-update the position for the corresponding bat with ( 1)t +p ; 

End 
Output the best position ( 1)t +p ; 

End 
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During selection, the temporary cluster-head is generated first, the average residual energy 
in clusters is calculated, and then the modified BA is used to find the optimal position in the 
cluster. If the temporary node’s energy is more than the average energy, the node becomes the 
official head node and broadcasts the identity message; if the node energy is lower than the 
average energy, the algorithm waits for an official node. This process loops until all clusters 
are complete, and then the protocol enters the ready phase. 

We replace the original selection algorithm with the modified BA in the protocol and use 
the intelligent algorithm to select the best position of the cluster-head node. The post-fusion 
protocol can find the cluster-head node accurately in the cluster; simulation results in the final 
section indicate effectiveness. 

And Fig. 3 shows the algorithm flow of the LEACH protocol combined with the intelligent 
optimization algorithm. 

Base station obtains nodes location

Node selects subordinate cluster-head node

Temporary cluster-
head node?

Broadcast their own 
temporary cluster-head node 

identity

Using bat algorithm to find the optimal 
position in the cluster

                            ?
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location?

Becomes a formal cluster 
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messages and time schedules

Optimize all clusters?
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 r=rmax ?

End
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Accept time schedules 
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N

Y

Add temporary cluster-head 
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Start

( ) ( )ji jE C E Ave>  

Fig. 3. LEACH protocol flow chart with intelligent optimization algorithm. 

4. Simulation Results and Analysis 
In this section, we verify the effectiveness of the proposed algorithm via the following 
experiments: (1) effectiveness of FTBA-TC on numerical optimization, and (2) effectiveness 
of FTBA-TC-LEACH. All experiments were implemented in MATLAB.  
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4.1 Tuning Performance 
To verify the performance of FTBA-TC, we compared the algorithm with others to solve the 
CEC 2013 dataset [46]. The experimental index and parameter settings are listed in Table 1. 
Among them, the population size, dimensions, independent operating times, fitness value 
evaluation times, search domain, and other parameters were set according to the requirements 
of the CEC2013 test set. The nonparametric tests we adopted included two methods, the 
Friedman test and Wilcoxon test. The Friedman test is used to detect differences in treatments 
across multiple test attempts, and the Wilcoxon test detects whether this algorithm was 
significantly different from others. 

Table 1. Parameter settings for bat algorithm. 

Search domain [ 100, 100]D−  
Frequency [0.0, 5.0] 

Initial (0)iA  0.95 
Initial (0)ir  0.9 

α  0.99 
γ  0.9 

Dimension D  30 
Independent operation times 51 

Fitness value evaluation times 300000 
Population size 100 

The experimental environment is as follows, where the test function set and parameters were 
identical. For convenient analysis, we labelled the concave curve as CP1, the convex curve as 
CP2, and the front convex back concave curve as CP3. 1k  and 2k values  are shown in Table 
2. 

 (1) Experiment 1: Performance comparison of three curves. 
First, consider the values of 1k  and 2k  to determine which curve performance is superior. 

Table 2 shows the results of the Friedman test for these four settings; the performance of CP1 
was best. The Wilcoxon test results in Table 3 reveal a significant difference between CP1 and 
the other three settings; hence, the performance of the concave-type search curve was 
excellent. 

Table 2. Initial value test results of 1k  and 2k . 

Strategy Curve type ( 1k , 2k ) Ranking 
CP1 Concave ( 1 , 2 ) 1.59 
CP2 Convex ( 2 , 1 ) 3.43 
CP3 Pre-convex posterior concave ( 2, 2 ) 2.38 
LP6 Linear ( 1 , 1 ) 2.61 

 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 13, NO. 5, May 2019                                  2481 

Table 3. Wilcoxon test results. 

CP1 vs. p-value 
CP2 0.000 
CP3 0.001 
LP6 0.014 

 (2) Experiment 2: Parameter selection of concave curve. 
The above experiments show that the concave curve improves the average performance of 

the algorithm, and the concave curve is affected by parameter 2k . Fig. 4 demonstrates the 
influence of four 2k  values on the concave curve; therefore, this experiment addresses how to 
select the value of 2k . As the different concave curves are mainly embodied in the selection of 

2k , we define the following strategies according to the value of 2k : CP1-2, CP1-3, CP1-4, 
CP1-5, CP1-6, and CP1-7. The settings for these strategies appear in Table 4. 

Table 4 presents the Friedman test of these strategies, ranked from small to large: CP1-4 < 
CP1-3 < CP1-5 < CP1-2 < CP1-6 < CP1-7. The performance of CP1-4 was therefore better. 
According to the Friedman test results in Table 4, the rankings show that CP1-4 was superior. 
As indicated in the righthand column, significant differences were found  between CP1-4 and 
CP1-6 and CP1-7 in the Wilcoxon test. Results show that performance of the CP1-4 algorithm 
to be optimal when the 1 1k = and 2 4k = . 
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Fig. 4. Different shapes of concave curves. 

Table 4. Different combinations and Friedman and Wilcoxon tests of 1k  and 2k . 

Strategies ( 1k  , 2k ) Friedman ranking p-value of Wilcoxon 
CP1_2 ( 1 , 2 ) 3.34 0.872 
CP1_3 ( 1 , 3 ) 3.18 0.376 
CP1_4 ( 1 , 4 ) 2.71 - 
CP1_5 ( 1 , 5 ) 3.21 0.248 
CP1_6 ( 1 , 6 ) 3.96 0.001 
CP1_7 ( 1 , 7 ) 4.59 0.000 

4.3 Effectiveness of FTBA-TC on Numerical Optimization 
The experiments were conducted in two parts: first, we compared the performance of the 
following three algorithms to verify whether FTBA-TC improved FTBA performance. 
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(1) For FTBA, we set 0.258Threshold = ; 
(2) for BA with curve strategy (CP1-4), we set 1 1k =  and 2 4k = ; and 
(3) FTBA-TC. 
 
Table 5 shows the average error of these algorithms; w/t/l indicates that the performance of 

FTBA-TC was better. Table 6 presents the Friedman test for these algorithms, ranked as 
FTBA-TC < CP1-4 < FTBA, confirming that the FTBA-TC performance of these three 
algorithms was superior. The Wilcoxon test results in Table 7 indicate significant differences 
between FTBA-TC and the other two algorithms. 

Table 5. 30-dimension mean comparison results. 

Function FTBA CP1-4 FTBA-TC 
F1 9.63E-05 6.51E-10 1.07E-10 
F2 4.22E+04 4.04E+06 7.03E+04 
F3 7.75E+06 

 
 
 
 
 
 
 
 

2.10E+08 1.26E+07 
F4 8.90E-02 1.63E+04 1.43E-01 
F5 1.11E-03 7.44E-03 1.84E-03 
F6 6.72E+00 4.27E+01 3.05E+01 
F7 1.06E+02 7.24E+01 3.05E+01 
F8 2.09E+01 2.09E+01 2.09E+01 
F9 2.98E+01 2.02E+01 1.56E+01 

F10 7.79E-02 4.00E-02 4.94E-02 
F11 3.45E+02 1.35E+02 6.81E+01 
F12 3.52E+02 1.31E+02 6.41E+01 
F13 3.58E+02 2.19E+02 1.26E+02 
F14 4.27E+03 3.43E+03 2.95E+03 
F15 4.44E+03 3.32E+03 3.09E+03 
F16 3.50E-01 3.66E-01 1.78E-01 
F17 1.72E+02 1.66E+02 9.09E+01 
F18 1.41E+02 1.54E+02 9.05E+01 
F19 7.14E+00 6.29E+00 3.99E+00 
F20 1.26E+01 1.28E+01 1.04E+01 
F21 3.33E+02 3.09E+02 3.17E+02 
F22 5.49E+03 3.97E+03 3.19E+03 
F23 5.55E+03 3.95E+03 3.25E+03 
F24 2.95E+02 2.56E+02 2.32E+02 
F25 3.27E+02 2.88E+02 2.71E+02 
F26 2.04E+02 2.00E+02 2.00E+02 
F27 1.13E+03 8.67E+02 7.06E+02 
F28 2.25E+03 4.09E+02 3.53E+02 
w/t/l 22/1/5 24/2/2  

 

 

 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 13, NO. 5, May 2019                                  2483 

Table 6. Friedman test results. 

Algorithms Ranking 
FTBA 2.50 
CP1-4 2.20 

FTBA-TC 1.30 

 

Table 7. Wilcoxon test results. 

FTBA-TC vs. p-value 
FTBA 0.004 
CP1-4 0.000 

 

Second, to further test the performance of the FTBA-TC algorithm, we compared it to the 
following four algorithms: 

(1) PSO [47]; 
(2) PSO with time-varying accelerator coefficient (TVAC) [48]; 
(3) CS [49]; 
(4) Multi-strategy ensemble artificial bee colony algorithm (MEABC) [34]. 
Table 8 lists the average error in the CEC2013 test set for these five algorithms. From the 

w/t/l perspective, the deviation of seven functions in PSO was less than that of FTBA-TC, and 
the deviation of the other 19 functions was greater than that of FTBA-TC. TVAC included 20 
functions whose deviations were greater than FTBA-TC; CS had 22 functions worse than 
FTBA-TC; and even for MEABC, 15 functions of deviations were inferior to FTBA-TC. It can 
be seen from table that many test functions are one or more orders of magnitude better than 
other algorithms. In conclusion, the average performance of FTBA-TC was superior to the 
other four algorithms. 

Table 9 presents the Friedman test of five algorithms, ranked as FTBA-TC < MEABC < 
TVAC < CS < PSO, suggesting that the average performance of the FTBA-TC algorithm was 
superior to others. The average performance of PSO algorithm was worse than the other 
algorithms; the Wilcoxon test results in Table 10 highlight significant differences between 
FTBA-TC and the other algorithms except MEABC. 

Table 8. 30-dimension mean comparison results. 

Function PSO TVAC CS MEABC FTBA-TC 
F1 0.00E+00 0.00E+00 3.90E-03 0.00E+00 1.07E-10 
F2 1.86E+07 1.01E+07 3.21E+02 1.23E+06 7.03E+04 
F3 4.77E+09 3.16E+08 3.66E+08 1.40E+08 1.26E+07 
F4 1.95E+04 2.17E+03 2.17E+00 8.35E+04 1.43E-01 
F5 5.73E-06 0.00E+00 4.72E-02 0.00E+00 1.84E-03 
F6 2.50E+02 1.72E+02 1.50E+01 1.01E+01 3.05E+01 
F7 9.98E+01 7.98E+01 8.69E+01 9.23E+01 3.05E+01 
F8 2.09E+01 2.09E+01 2.10E+01 2.09E+01 2.09E+01 
F9 2.83E+01 2.71E+01 3.09E+01 2.88E+01 1.56E+01 
F10 2.50E+01 1.29E+01 1.06E-01 5.57E+00 4.94E-02 
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F11 3.62E+01 1.99E+01 1.20E+02 0.00E+00 6.81E+01 
F12 1.23E+02 1.14E+02 1.80E+02 2.07E+02 6.41E+01 
F13 2.14E+02 1.88E+02 2.20E+02 2.29E+02 1.26E+02 
F14 9.04E+02 9.39E+02 2.72E+03 1.37E+01 2.95E+03 
F15 6.92E+03 3.74E+03 4.08E+03 3.41E+02 3.09E+03 
F16 2.35E+00 1.91E+00 2.05E+00 1.44E+00 1.78E-01 
F17 6.86E+01 4.67E+01 1.84E+02 3.04E+01 9.09E+01 
F18 2.31E+02 1.02E+02 2.03E+02 1.80E+02 9.05E+01 
F19 1.61E+01 1.07E+01 1.05E+01 3.94E-01 3.99E+00 
F20 1.29E+01 1.19E+01 1.38E+01 1.56E+01 1.04E+01 
F21 3.34E+02 3.69E+02 2.13E+02 2.10E+02 3.17E+02 
F22 7.26E+02 8.21E+02 3.33E+03 1.78E+01 3.19E+03 
F23 7.41E+03 4.41E+03 5.07E+03 5.16E+03 3.25E+03 
F24 2.82E+02 2.77E+02 2.70E+02 2.81E+02 2.32E+02 
F25 3.26E+02 3.26E+02 3.18E+02 2.74E+02 2.71E+02 
F26 2.00E+02 2.00E+02 2.00E+02 2.01E+02 2.00E+02 
F27 9.35E+02 8.74E+02 1.01E+03 4.02E+02 7.06E+02 
F28 3.21E+02 3.98E+02 3.33E+02 3.00E+02 3.53E+02 
w/t/l 19/2/7 20/2/6 22/1/5 15/1/12  

 

Table 9. Friedman test results. 

Algorithm Rankings 
PSO 3.77 

TVAC 2.89 
CS 3.59 

MEABC 2.57 
FTBA-TC 2.18 

 

Table 10. Wilcoxon test results. 

FTBA-TC vs. p-value 
PSO 0.009 

TVAC 0.007 
CS 0.014 

MEABC 0.581 
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Fig. 5. The time cost of standard BA and FTBA-TC. 
As can be seen from the above Fig. 5, the improved BA consumes a little more time than the 

standard BA, but the accuracy is higher than the original BA and works better, so this 
improvement is worthwhile. 

4.4 Effectiveness of FTBA-TC-LEACH 
To verify our improved LEACH protocol, we used the following algorithms for comparison: 

(1) Standard LEACH protocol; 
(2) LEACH protocol combined with standard BA (SBA-LEACH); and 
(3) LEACH protocol combined with fast BA with triangle flip and curve strategy 

(FTBA-TC-LEACH). 

Table 11. Parameter setting of simulation experiment. 

Parameter Value 
Number of nodes 100 

Initial energy of node 0.5J 
Maximum number of cycles 2000 

data pack 4000bits 
Energy consumption for sending and receiving unit data 50nJ/bit 

Fusion unit data consumes energy 5nJ/bit 
Node becomes cluster-head node probability 0.05 

The simulation environment was 100 100m m× , in which sensor nodes were randomly 
distributed and the base station was at ( 50 , 50 ). Assume the base station has unlimited energy 
and does not consider communication conflicts or communication delay between nodes. 
Specific simulation parameters are shown in Table 11. 

Fig. 6 presents a comparison of the LEACH protocol, SBA-LEACH protocol, and 
FTBA-TC-LEACH protocol life cycle based on survival node numbers. Starting from the 
800th generation, the survival point of the LEACH protocol began to decline sharply and was 
lowest, occurring mainly in the 800th–1300th generations. After 1300 generations, the survival 
point declined by less than the SBA-LEACH protocol and FTBA-TC-LEACH protocol. Since 
the 1800s, the degree of decline increased dramatically; hence, the LEACH protocol was 
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deemed inferior to the other two protocols in terms of survival points. Compared with the 
SBA-LEACH protocol and FTBA-TC-LEACH protocol, the difference in the survival point 
of the FTBA-TC-LEACH protocol was greater than the SBA-LEACH protocol starting from 
the 1400th generation. 

Fig. 7 indicates that the residual energy of the LEACH protocol, SBA-LEACH protocol, 
and FTBA-TC-LEACH protocol demonstrated little difference before 1400 generations, but 
as the algebra continued to increase, the energy of the LEACH protocol was consumed rapidly. 
The rate of decline was much faster than in the SBA-LEACH protocol and FTBA-TC-LEACH 
protocol; the same was true for the SBA-LEACH protocol. As can be seen from Table 12, 
after 2000 generations, the number of nodes remaining in the FTBA-TC-LEACH protocol was 
highest, nearly twice that of the LEACH protocol and greater than the SBA-LEACH by 
approximately 37.5%. The total residual energy of the FTBA-TC-LEACH protocol was 1.63 
times that of the LEACH protocol and 1.41 times that of the SBA-LEACH protocol; therefore, 
the performance of the FTBA-TC-LEACH protocol was superior. 

Table 12. Comparison results of three protocols. 

Algorithm LEACH SBA-LEACH FTBA-TC- 
LEACH 

Number of surviving nodes 6 8 11 
Total remaining energy of 

the node 1.0350 1.2013 1.6879 

 

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Time / Round

0

10

20

30

40

50

60

70

80

90

100

N
um

be
r o

f S
ur

vi
vi

ng
 N

od
es

 / 
n

LEACH

SBA-LEACH

FTBA-TC-LEACH

 

Fig. 6. Comparison of life cycle. 
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Fig. 7. Comparison of node residual energy. 

5. Conclusion and Future Work 
LEACH is a well-known algorithm used in WSNs to reduce system energy costs. In this paper, 
we improved the cluster-head node selection in LEACH. Because the cluster-head node is 
selected randomly, the cluster-head node may be far from the base station and the remaining 
energy may be poorly distributed in the system, leading to premature node death. To solve this 
problem, we modified the BA to optimize cluster-head node selection and proposed a curve 
strategy with FTBA (FTBA-TC). FTBA-TC enhanced the local search ability based on FTBA 
and improved the global and local search capacity of BA. Three different curve shapes and six 
different parameter combinations were tested using experiments. The simulation of the 
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FTBA-TC was superior to the otsher algorithms, namely PSO, TVAC, CS, and MEABC. Then, 
the algorithm was applied to the LEACH protocol. Experiments compared standard LEACH, 
SBA-LEACH, and FTBA-TC-LEACH, the latter of which was most effective. 

Using BA to solve pertinent WSN problems is important. Node localization is a key 
technology in WSNs, and least square algorithm has low localization precision. WANG 
Zhanbei [50] used the BA to solve this problem. To solve the node location error in WSNs, 
SHANG Junna [51] proposed a new multi-agent bat algorithm with favorable local searching 
ability. In our future work, we will use a modified BA for relevant problem optimization. 
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