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Abstract 18 

Gully erosion threatens land sustainability. Gullies trigger considerable erosion, damaging 19 

agricultural land, infrastructure and urban areas; thus, predicting and modelling gully 20 

susceptibility is of utmost concern. In particular, such a model is urgently required in semiarid 21 

areas where soil loss from gullies is high. Three predictive models are evaluated to assess gully 22 

erosion susceptibility mapping (GESM) in Semnan Province, Iran. The index of entropy (IOE), 23 

frequency ratio (FR) and certainty factor (CF) models are combined with remote sensing and 24 

geographic information system techniques to predict gully erosion. The collation of data from 25 

geographic resources identified 287 gullies in the study area. These areas were then randomly 26 

divided into 2 groups for calibration (70% or 201 gullies) and validation (30% or 86 gullies). 27 

Pairwise linear dependency amongst geoenvironmental factors was also assessed. A total of 16 28 

factors were screened for modelling. Four performance metrics, namely, true skill statistic (TSS), 29 

area under the receiver operating characteristic (AUROC) curve, seed cell area index (SCAI) and 30 

modified SCAI (mSCAI), were used to evaluate the prediction accuracy and robustness of each 31 

model using validation datasets. Bootstrapped replicates were considered in estimating the 32 

accuracy and robustness of each model by varying gully/no-gully samples. The IOE results 33 

indicated that elevation, lithology and slope angle promoted favourable conditions for gully 34 
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erosion in the study area. The results showed that the IOE model performed better than the FR 35 

and CF models for all three validation datasets (AUROCmean = 0.874 and TSSmean = 0.855). This 36 

finding was also confirmed in terms of stability and robustness (RTSS = 0.024 and RAUROC = 37 

0.023). The SCAI and mSCAI results showed that all the models exhibited acceptable accuracy, 38 

but IOE demonstrated superior performance. Accordingly, IOE was used as the reference model 39 

for the study area, indicating that 19.75% and 9.44% of the study area are included in the 40 

predicted high and very high susceptibility classes, respectively. Considering the accuracy of 41 

GESM, IOE is a reliable tool for decision-making, management and land use planning within the 42 

region. 43 

Keywords: Gully erosion susceptibility; Statistical model; Index of entropy; GIS; Semnan 44 

Province; Iran 45 
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 59 

1. Introduction 60 

A review of scientific papers shows that approximately 58% of land degradation worldwide is 61 

due to soil erosion (Arekhi and Niazi, 2010). Most of land degradation events began after World 62 

War II, reducing production by 17% and causing extensive environmental damage. Therefore, 63 

erosion prevention is considered one of the most important issues in natural resource 64 

conservation (Hengl, 2006). Gully erosion, which is a destructive form of soil erosion in arid and 65 

semiarid regions (Arabameri et al., 2018d), threatens land sustainability. This phenomenon is due 66 

to the high erosion rates triggered by gullies, and it results in damage to agricultural land, 67 

infrastructure and urban areas. Gully susceptibility should be urgently predicted and modelled, 68 

particularly in semiarid areas where soil loss is high and extreme when gullies develop. The 69 

awareness of gully erosion risk in a watershed will enable the identification of critical areas and 70 

the prioritisation of management and conservation programmes. Awareness is achieved by 71 

adopting complex numerical models to calculate the two-phase, water- and soil-transport 72 

balance. These models include OpenLISEM (Bout et al., 2018) and SIMWE (Fernandez et al., 73 

2017). The limited availability of spatially distributed physical parameters (i.e. input data) 74 

hinders the feasibility and reliability of deterministic models due to inherited uncertainties. The 75 

lack of consistency in space and time of soil erosion measurements increases the difficulty of 76 

achieving a meaningful assessment and validation of results.   77 

The alternatives to deterministic approaches, at least in the early stages of most research, are 78 

spatial-based predictive models. These models are used to estimate the potential proneness of 79 

areal units to gullying on the basis of the analysis of existing gullies. These models also provide 80 

insights into the preparation of quantitative soil erosion maps (Dabral et al., 2008). 81 

Given the spatial extent of most basins in Iran, implementing erosion prevention measures 82 

over the entire watershed is difficult and economically infeasible. To tailor preventive and 83 

protective actions, locations that will most likely experience gully formation should be identified 84 

and prioritised. Appropriate and effective management plans can only be implemented after 85 

identifying locations with high erosion potential (Naderi et al., 2008).  86 

Several methods have been developed for gully erosion susceptibility mapping (GESM) using 87 

spatial predictive models. In contrast with deterministic models, the major advantage of these 88 
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approaches is that they produce relevant information for decision makers and require less 89 

complex data (Wang et al., 2003). Most of the required data can be compiled by combining 90 

remote sensing (RS) data and geographic information system (GIS) software. Data management 91 

and computation in GIS can generate gully erosion maps with low costs and acceptable accuracy 92 

even for extensive areas (Shi et al., 2004). GIS enables rapid and intuitive representation and 93 

analysis of spatial data and can generally incorporate information layers from diverse sources 94 

(Sharma and Mahajan, 2018).  95 

Given its functional agility, GIS has been successfully adopted in numerous environmental 96 

risk assessments. The development and inclusion of internal, reproducible routines via ‘model 97 

builder’ techniques can visually transform scripts, such as Python codes, and codes can be stored 98 

and run. Consequently, input and output can be controlled consistently, along with data 99 

processing, modelling and validation tasks within a single work pipeline (Sharma and Mahajan, 100 

2018). 101 

In addition, increasing computational capacity has resulted in the development of a wide array 102 

of models for identifying areas susceptible to gully erosion. These models can be classified into 103 

three groups: (i) joint multi-criteria decision-making and analytic hierarchy process (AHP) 104 

models (Arabameri et al., 2018c); (ii) bivariate and multivariate statistical models, including 105 

frequency ratio (FR) (Rahmati et al., 2016; Meliho et al., 2018), information value (Conforti et 106 

al., 2011; Arabameri et al., 2019b), conditional probability (Mojaddadi et al., 2017), evidential 107 

belief function (Arabameri et al., 2018a), certainty factor (CF) (Azareh et al., 2019), index of 108 

entropy (IOE) (Aghdam et al., 2016; Youssef et al., 2015), logistic regression (Kornejady et al., 109 

2015; Arabameri et al., 2018a) and weight of evidence (Dube et al., 2014); and (iii) machine 110 

learning models, such as maximum entropy (Zakerinejad and Maerker, 2014; Kornejady et al., 111 

2017), multivariate adaptive regression spline (Gomez-Gutierrez et al., 2015), artificial neural 112 

network (Pradhan and Lee, 2010; Zare et al., 2013), adaptive neuro-fuzzy inference system 113 

(Dehnavi et al., 2015; Mojaddadi et al., 2017), boosted regression tree (Amiri et al., 2019), 114 

random forest (RF) (Arabameri et al., 2018b), linear discriminant analysis (LDA) (Arabameri 115 

and Pourghasemi, 2019), support vector machine (SVM) (Pourghasemi et al., 2017), bagging 116 

best-first decision tree (Hosseinalizadeh et al., 2019) and classification and regression trees 117 

(Arabameri et al., 2018b). 118 
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In Iran, gully erosion is a serious environmental issue that threatens local economies 119 

(Arabameri et al., 2019a). In the arid and semiarid Isfahan Watershed, gully erosion has been 120 

reported to damage agricultural lands, roads, power transmission grids, railway lines, irrigation 121 

and water supply channels, extraction facilities and mineral and oil and gas refineries. Gullying 122 

affects arterial road networks within cities, industrial facilities, forests, pastures, dams, natural 123 

and artificial lakes, farms and residential areas, and thus, its prevention and mitigation are 124 

extremely important to local communities. Accordingly, the current study aims to assess the 125 

potential proximal causes of gully erosion and susceptibility to gully erosion to provide 126 

information to local agencies that develop comprehensive management plans. Considering the 127 

numerous models available in the literature, comparative studies are becoming increasingly 128 

popular to identify the standard or best model on the basis of predictive performance. Improved 129 

predictive models (gully erosion susceptibility models in this case) can significantly reduce costs 130 

and help direct effort towards the most susceptible locations. To accomplish this objective, the 131 

effectiveness of three statistical models, namely, IOE, CF and FR, is assessed to develop a 132 

GESM for the Ardib Watershed. 133 

The major disadvantage of data mining methods is their inability to calculate the spatial 134 

relationship between conditioning factors and gully locations. Bivariate statistical models, such 135 

as IOE, can address this issue and calculate the relative weights of conditioning factors on the 136 

occurrence of gully erosion. 137 

 138 

2. Material and Methods 139 

 140 

2.1 Study area 141 

 142 

The Ardib Watershed (area = 4209 km
2
) lies at 54° 55′ 08″ N and 55° 42′ 31″ N and 32° 52′ 143 

13″ E and 33° 38′ 23″ E (Fig. 1). The area is mostly flat, with elevations ranging from 644 144 

metres above sea level (m.a.s.l.) to 2291 m.a.s.l., with an average of 935 m. The maximum slope 145 

is 72.70°, with an average of 4.35°. The climate is arid, and the average annual rainfall and 146 

temperature are 85.30 mm and 18.93 °C, respectively (IRIMO, 2012). Limestone, sandstone, 147 

marl, shale and red conglomerate are the most common lithotypes (GSI, 1997). Low- (36.54%) 148 

and moderate-quality pasture (13.37%) and bare lands (9.34%) are the land uses that cover the 149 
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largest areas of the region. Soil is primarily entisols and aridisols (Soil Survey Staff, 2014). 150 

These environmental characteristics render the area extremely susceptible to gully erosion. 151 

Erodible soil is frequently ignored and even abandoned. Infrequent rainfall events enhance the 152 

problem of gully erosion susceptibility, but heavy rainfall becomes the norm once precipitation 153 

occurs. For example, a single precipitation event in these areas can occasionally account for 60% 154 

of the annual rainfall in only less than a few hours. The study area is situated in the Sanandaj–155 

Sirjan geological structural zone of Iran (Alavi, 1994). The structural geology of this area is 156 

similar to that of Zagros, and this area is also called the Inner Zagros (Stocklin, 1968). The rock 157 

units are composed of sediment sequences related to the Mesozoic strata in the Ardib Basin. 158 

These units have undergone metamorphism in the low greenschist facies. The effects of 159 

metamorphism are weak in terms of schistosity on shaley and marly units and in terms of 160 

recrystallisation on carbonate units. A series of major and minor faults has been observed in the 161 

rock units of the region. The most important faults are thrust faults, which occur in the northern 162 

and eastern basins. These faults have been formed by the drift of Middle Cretaceous rock units. 163 

The direction of these faults is northwest–southeast, and the fault plane is towards the northeast. 164 

Regional geomorphology and geology strongly control the development of gully occurrences in 165 

the study area. Geomorphologically, the study area consists of 44% piedmont landscape, 166 

including fluvial, alluvial fans and continuous fans (Bahada), old bahada and piedmont plains; 167 

22% mountain landscape, including discontinuous alpine landforms; and 34% alluvium plain 168 

landscape, including alluvial and river terraces. 169 

 170 

2.2 Methodology 171 

 172 

This study involved three major steps (Fig. 2): (i) database preparation, (ii) GESM calculation 173 

and mapping and (iii) result validation. The first step comprised several nested subphases. A 174 

gully erosion inventory was conducted. The locations of gully erosion were divided into training 175 

and validation sets. The values of gully erosion conditioning factors were determined using 176 

satellite imagery, preexisting thematic maps and a digital elevation model (DEM).  177 

Several steps were used to pre-process the DEM using ArcHydro: (i) identification and filling 178 

of the sinks of the Advanced Land Observing Satellite DEM (ALOS DEM). If the DEM contains 179 

flat area, mostly produced by the method of filling sinks, one can not use the simple aspect based 180 
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on the flow model, therefore, in this research we used from (Planchon and Darboux, 2002) 181 

method of filling sinks which produced no flat areas to handle the flat area problem, (ii) 182 

calculation of the flow direction using the filled DEM, iii) determination of the flow 183 

accumulation using the D8 algorithm (O’Callaghan and Mark, 1984). This algorithm is simple 184 

and traditional, therefore it is the most commonly used cell-based runoff model. To generate the 185 

stream network from the D8 model, we must define a threshold value serving as a minimum 186 

value when selecting cells with catchment areas for streams, (iv) estimation of the appropriate 187 

threshold to extract the stream network, (v) determination of the threshold (500 cells) for 188 

extracting the stream network, (vi) calculation of the stream order using flow direction, (vii) 189 

conversion of grid stream files to vector features and (viii) delineation of the drainage basin 190 

using flow direction. FR, IOE and CF were tested as probabilistic models. The area under the 191 

receiver operating characteristic (AUROC) curve, true skill statistic (TSS), seed cell area index 192 

(SCAI) and modified SCAI (mSCAI) metrics were used to assess model performance using 193 

validation datasets. 194 

 195 

2.3 Data preparation 196 

 197 

GESM necessitates building a map that shows the spatial distribution of the gullies 198 

(Arabameri et al., 2019a). Our gully erosion inventory map was digitised from the archive of the 199 

Isfahan Agricultural and Natural Resources, Research and Education Centre 200 

(http://esfahan.areeo.ac.ir/). To complete and validate this inventory, Google Earth images were 201 

visually interpreted and extensive field surveys were conducted in the study area. A total of 287 202 

gully head cuts were identified (Fig. 1), and these areas were randomly divided into two groups 203 

to support calibration (70% or 201 gullies) and validation (30% or 86 gullies) (Arabameri et al., 204 

2019b). Using the two occurrence subsets for reference, an equal number of absence cases (i.e. 205 

locations without gully erosion) was merged with the respective subset. In spatial modelling, 206 

approximately equal proportions of gully-present (1) and gully-absent (0) pixels (Conoscenti et 207 

al., 2014; Pourghasemi et al., 2017; Arabameri et al., 2019b) should be generally obtained. 208 

Hence, 287 gully-present pixels were randomly selected to be used along with the 287 gully-209 

absent pixels (Conoscenti et al., 2014; Angileri et al., 2016). 210 
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This step ensures that the final probability distribution will be bounded between 0 and 1, 211 

simplifying the interpretation of the susceptibility map (Camilo et al., 2017) because the upper 212 

probability boundary will not achieve extremely small values, such as that in unbalanced datasets 213 

(Lombardo and Mai, 2018). This operation was repeated six times to account for the variability 214 

in data (Fig. 3). A single replicate may perform satisfactorily because of the randomisation 215 

procedure. However, several replicates can reconfirm the predictive power of a model. 216 

Theoretically, the larger the bootstrap sample, the higher the confidence in the robustness 217 

(limited variance amongst replicates) of the model. The specific computational requirements of 218 

models may prohibit many replicates, and few replicates are computed when the computational 219 

burden is heavy (Lombardo et al., 2018b). Hundreds or even thousands of bootstrapped 220 

replicates can be frequently created (Lombardo et al., 2018a), particularly when models are run 221 

quickly. The area under receiver operating characteristic (AUROC) and TSS values of each 222 

replicate were calculated. Then, the mean of each replicate was considered for validation. 223 

Several identified gullies in the study area are shown in Fig. 4.  224 

From the characteristics of the study area, the scale of the analyses and the multi-collinearity 225 

test results, 16 gully erosion conditioning factors (GECFs) were included to assess their 226 

relationships to the spatial distribution of gullies, namely, elevation (Fig. 5a), slope (Fig. 5b), 227 

aspect (Fig. 5c), plan curvature (Fig. 5d), topographic wetness index (TWI - Fig. 5e), stream 228 

power index (SPI - Fig. 5f), convergence index (CI - Fig. 5j), slope length (LS - Fig. 5h), 229 

drainage density (Fig. 5i), distance to stream (Fig. 5g), distance to road (Fig. 5k), distance to 230 

fault (Fig. 5i), normalised difference vegetation index (NDVI - Fig. 5m), land use and land cover 231 

(LULC - Fig. 5n), soil type (Fig. 5o) and lithology (Fig. 5p).  232 

The ALOS DEM with a resolution of 12.5 m downloaded from the Alaska Satellite Facility 233 

Distributed Active Archive Centre was used to extract the topographical and hydrological data of 234 

map elevation, slope, slope aspect, plan curvature, LS, TWI, SPI, CI, distance to stream and 235 

drainage density (Arabameri et al., 2019b, 2019c). The reproduction of the complex morphology 236 

and features depends on accuracy and gridding techniques (Boreggio et al., 2018; Wu et al., 237 

2019). The quality of reproduction influences the value of several topographical and 238 

hydrological GECFs. Therefore, an ALOS DEM with a vertical accuracy of 0.3 m was used in 239 

this research. Similar to the accuracy assessment procedures implemented by Gesch et al. (2012), 240 

the vertical accuracies of the ALOS DEM were assessed by comparing ALOS DEM elevations 241 



9 
 

with those of the ground control points (GCPs). At each point, DEM elevations were extracted 242 

using ArcGIS 10.5 software. Then, the differences in elevation were computed by subtracting the 243 

GCP elevation from its corresponding DEM elevation. These differences are the measured errors 244 

in the ALOS DEM. For a particular DEM, positive errors represent locations where the DEM 245 

was above the GCP elevation, and negative errors occur at locations where the DEM was below 246 

the control point elevation. From these measured errors, the mean error and the root-mean-square 247 

error for each DEM were calculated, including the standard deviations of the mean errors. The 248 

mean error (or bias) indicates if a DEM has an overall vertical offset (either positive or negative) 249 

from the true ground level (Gesch et al., 2012). Lastly, the accuracy assessment results were 250 

analysed. The details regarding how the ALOS DEM was produced using interferometric 251 

synthetic aperture radar (InSAR) were discussed by Zhou et al. (2005) and Zhang et al. (2012). 252 

The most important step in InSAR for DEM generation is phase measurement, followed by the 253 

transformation of phase to height (Zhou et al., 2005).  254 

The simple difference method (Jones, 1998) was applied to extract the slope angles of the 255 

study area using equations 1-3: 256 

                                           (1) 257 

   
     

  
                                                       (2) 258 

   
     

  
                                                       (3) 259 

where   to    are cells of the 3 × 3 moving window and   is the grid resolution, which is 260 

equal to 12.5 meters in this study. 261 

Slope aspect is defined as the direction of the slope (Zhou and Liu, 2004). In this study, the 262 

slope aspects of the study area were extracted from the DEM by applying equation 4 (Zhou and 263 

Liu, 2004): 264 

                   
  

  
     

  

    
                 (4) 265 

Plan curvature is defined as curvature in a horizontal plane. In addition, a plan curvature can 266 

be defined as the hypothetical line, which crosses a specific cell on the contour line. Plan 267 

curvature is derived using the following equation (Evans, 1979): 268 
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                       (5) 269 

Convergence index is a terrain parameter, which show the structure of the relief as a set of 270 

convergent areas (channels) and divergent areas (ridges). It represents the agreement of the 271 

aspect direction of surrounding cells with the theoretical matrix direction. The values range from 272 

-100 (max divergent, real peaks and ridges) by 0 (planar areas) to 100 (max convergent, real pits 273 

and channels). If there is maximum agreement with divergent matrix the convergence index is (0 274 

- 90) × 10/9 = -100. If there is ideal sink (maximum convergence) the convergence index is (180 275 

-90) × 10/9 = 100. 276 

TWI, SPI and LS can be obtained using the following equations (Moore and Burch, 1986; 277 

Moore et al., 1991): 278 

                ,                           (6) 279 

 280 

            ,                                (7) 281 

 282 

    
           

       

   

              
   

,       (8) 283 

 284 

where AS is the specific catchment area of the basin (m
2
/m), β is the slope steepness (°), fa is the 285 

flow accumulation and σ is the slope (°). 286 

A Landsat 8 operational land imager and thermal infrared sensor (OLI/TIRS) scene collected 287 

on July 21, 2018 (Path 162/Row 34) with a spatial resolution of 30 m and 15 m for the visual and 288 

panchromatic bands, respectively (https://earthexplorer.usgs.gov/), was used to compute NDVI 289 

through Eq. 9: 290 

          
     ,                 (9) 291 

where IR and R denote the infrared and red portions, respectively, of the electromagnetic 292 

spectrum. 293 

A 1:50,000-scale topographic map obtained from the National Geographic Organisation of 294 

Iran (www.ngo-org.ir) was used to digitise the road network. Stream networks in the study area 295 

https://earthexplorer.usgs.gov/
http://www.ngo-org.ir/
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were extracted from ALOS DEM with a spatial resolution of 12.5 m. A detailed explanation of 296 

the calculation of the drainage network from DEM can be found in Youssef and Pradhan (2010) 297 

and Lin and Oguchi (2004). General DEM sinks were identified and filled for determination of 298 

flow direction and flow accumulation. The critical threshold is the minimum upstream drainage 299 

required to initiate a stream. By analysing three different threshold values, we can see that if the 300 

values we choose is too small, errors can be detected even along streams that are correctly 301 

determined. These errors can be eliminated by increasing the threshold values, but after this 302 

modification, the number of determined streams will be decreased. There is no general rule to 303 

establish threshold values (Kiss, 2004). Among other things the optimal scale of threshold may 304 

depend on the scale of the model or the morphological and geological characteristics (e.g. 305 

drainage density, relief energy etc.) of the area. In the present study, a threshold of greater than 306 

500 was used to generate drainage.The Landsat 7 Enhanced Thematic Mapper Plus (ETM+) 307 

image with a spatial resolution of 30 m (Path/Row: 162/34; observation day: May 25, 2002; 308 

https://earthexplorer.usgs.gov/), was used in ENVI4.7 software to produce the fault map of the 309 

Ardib Watershed (Ali and Pirasteh, 2004). Photogeological techniques for structural studies have 310 

been implemented in different parts of the world (Ramasamy, 1985; Iqbaluddin and Ali, 1986; 311 

Ramsay and Hubber, 1987; Rangzan, 1993). 312 

ALOS DEM was imported to ENVI 4.7 and overlaid on the ETM+ image to create 3D surface 313 

views, increasing the enhancement of structural features, such as faults, for easy recognition and 314 

interpretation. Major and minor faults and fractures were accurately identified using the image 315 

visualisation process. To illustrate the images, a series of spatial filters was used. The filters used 316 

in this study were high-pass and sun angle filters. The Euclidean distance and line density tools 317 

in ArcGIS 10.5 were used to prepare distances to roads, streams and fault and drainage density. 318 

The lithology layer was developed by digitising the geological map (Bayazeh sheet at 319 

1:100,000 scale) obtained from the Geological Society of Iran (GSI; http://www.gsi.ir/; 1997). 320 

The lithology map was prepared from an available 1:100,000-scale geological map. The Ardib 321 

Watershed contains various geological formations (Table 1). The spatial distribution of the 322 

lithology units in the study area is shown in Fig. 5p. 323 

A soil type map (1:100,000) was obtained from the Isfahan Agricultural and Natural 324 

Resources Research Centre and classified into six categories. The LULC map of the study area 325 

http://www.gsi.ir/
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was generated using Landsat 8 OLI/TIRS images (Path 162/Row 34). To create the LULC map, 326 

supervised classification using the maximum likelihood algorithm was applied. A total of 456 327 

GCPs were selected for validation using the kappa index. The obtained kappa coefficient for the 328 

prepared map was 0.907, indicating its high accuracy.  329 

All the data layers for the GECFs used for GESM were converted into raster coverage and 330 

reprojected onto a common projection with a resolution of 12.5 m × 12.5 m to correspond to the 331 

DEM. The GECFs and their sources, scales and classes for gully erosion modelling are presented 332 

in Table 2. 333 

2.4 Models 334 

 335 

2.4.1 IOE 336 

 337 

Entropy modelling, which was first presented by Shannon (1948), is one of the approaches 338 

that can address irregularities and uncertainties in a given numerical system (Yufeng and 339 

Fengxiant, 2009). The following equations were used to determine the location and likelihood of 340 

gully erosion and to calculate the relative importance of each effective factor for predicting gully 341 

erosion (Youssef et al., 2015): 342 

      
  

   
  
   

;                                                                     (10) 343 

           
  
                     ;                           (11) 344 

                                         ;                    (12) 345 

   
          

       
                                                        (13) 346 

                        ;                                         (14) 347 

where (Pij) is the probability density; Hj and Hjmax represent the entropy and maximum entropy 348 

values, respectively; Ij is the information value; Sj is the number of categories and Wj represents 349 

the resultant weight value for each factor. The range of Wj is between 0 and 1. After computing 350 

the final weight of each factor and their classes, these values were applied to their respective 351 
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raster layer. Lastly, the values were summed to produce a final GESM using Eq. 15, which is a 352 

direct operation in ArcGIS that is solved using the weighted sum tool (Haghizadeh et al., 2017). 353 

             
 
   ,        (15) 354 

where Wj and Pj are the final weight and probability density, respectively, of the jth feature. 355 

2.4.2 FR 356 

 357 

The FR model is a simple probabilistic model that calculates the relationship between a 358 

dependent (gully erosion probability) and independent variables (conditioning factors) (Oh et al., 359 

2011; Wang and Li, 2017). The FR model is defined by Rahmati et al. (2016) as follows: 360 

   
   

   
 ,           (16) 361 

where A is the number of pixels with gully erosion for each factor, B is the total gully inventory 362 

in the study area, C is the number of pixels in each class of factors and D is the number of total 363 

pixels in the study area. The results of each factor are combined in a GIS environment to obtain 364 

the gully erosion sensitivity index. 365 

                                     ;           (17) 366 

where GEI is the gully erosion index and I is the number of factors. If the FR weight is greater 367 

than 1, then a positive correlation exists between the dependent and independent variables. 368 

Values less than 1 indicate a weak correlation relationship (Razavizadeh et al., 2017). 369 

2.4.3 CF  370 

 371 

CF can solve the layer integration problem (Heckerman, 1986; Lan et al., 2004). In this 372 

model, the thematic layers of the conditioning factors are integrated into the gully inventory map 373 

in GIS. The CF values for each layer are calculated to produce a susceptibility map. The layers 374 

are integrated in accordance with the standard integration equation to determine the final CF and 375 

sensitivity classes (Arabameri et al., 2019a). The CF model is calculated as follows: 376 

 377 
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  ,         (18) 378 

 379 

where    is the conditional probability of the gully erosion occurring within class a and    is the 380 

prior probability related to the occurrence of gully erosion in all the independent variable classes. 381 

Thereafter, each independent variable is analysed in pairs using Eq. 18. During this stage, three 382 

modes emerged based on the positive and negative values of the pixel value in the two raster 383 

layers. 384 

 385 

   

                                                      
   

              
                             

                                                      

     (19) 386 

 387 

where X and Y are the two investigated independent variables. Lastly, the raster layer of the Z 388 

index is obtained using the intersection and computation of all their pixels. By using the raster 389 

calculator and the CON conditional function, analysis can be conducted on any of the variables 390 

in pairs. Then, the layer obtained from the Z index is analysed using the third raster layer. The 391 

conditional calculations for the pixels of all the raster layers of the independent variables are 392 

performed. 393 

2.5. Multicollinearity analysis (MCA) 394 

Before using the geoenvironmental factors and their combinations in gully erosion susceptibility 395 

map preparation based on the models, the conditional independence amongst the data used 396 

should be examined. If the data are conditionally independent, then these data can be used in the 397 

models. MCA indicates the amount of correlation amongst the GECFs (independent variables) 398 

(Arabameri et al., 2018a). Tolerance (TOL) and the variance inflation factor (VIF) are popular 399 

and efficient indices for MCA (Cama et al. 2017) that do not have standardised thresholds. 400 

However, the intervals of ≤5 or 10 for VIF and ≤0.1 or 0.2 for TOL are widely used by 401 

researchers to imply that no collinearity is present and that gully conditioning factors are 402 

independent (O’brien, 2007). 403 

 404 
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2.6 Analysis of data accuracy and robustness 405 

 406 

The data used for modelling are not used for validation; thus, the gully dataset is divided into 407 

two groups for calibration (70%) and validation (30%) purposes (Arabameri et al., 2019a). The 408 

AUROC, TSS, SCAI and mSCAI models are used for validation. Eqs. 20 to 23 are used to 409 

calculate AUROC and TSS (Fukuda et al., 2013). 410 

 411 
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 417 

where true positive (TP) and true negative (TN) are the number of pixels that are correctly 418 

classified and false positive (FP) and false negative (FN) are the numbers of pixels that are 419 

erroneously classified. The TP rate (TPR) indicates the proportion of gully pixels that are 420 

correctly classified as gully occurrences. The FP rate (FPR) reflects the proportion of non-gully 421 

pixels that are incorrectly classified as gully. 422 

The AUROC value is between 0.5 and 1; a high value indicates a strong model, whereas a low 423 

value signifies a weak model (Hong et al., 2017). The AUROC values can be classified into four 424 

classes of accuracy: poor (AUROC = 0.6 to 0.7), fair (AUROC = 0.7 to 0.8), good (AUROC = 425 

0.8 to 0.9) and excellent (AUROC= 0.9 to 1) (Fressard et al., 2014). For TSS, a high value 426 

signifies a strong model (Fukuda et al., 2013). 427 

SCAI was used to evaluate the classification accuracy of the models. This index represents the 428 

ratio computed between the percentage of the area in each gully susceptibility class and the 429 

percentage of the gullies occurring in that class (Yilmaz, 2009). High SCAI values in the very 430 

low susceptibility class and low values in the very high susceptibility class indicate accurate 431 
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classification. To obtain a satisfactory model comparison, the areas of the susceptibility classes 432 

were weighted with respect to the corresponding densities of gullies in the validation set using 433 

mSCAI. 434 

 435 

      
 

 
,         (24) 436 

 437 

where A is the aerial extent of the susceptibility classes (%) and B is the gully of the validation 438 

set in each susceptibility class (%). mSCAI was introduced by Suzen and Doyuran (2004). In 439 

accordance with mSCAI, the best model should detect gullying without classifying large areas of 440 

the map as unstable to reflect the typically low density of the event. Moreover, the model should 441 

possess the highest percentage of gullies in areas classified as highly and very highly susceptible. 442 

 443 

To compare the susceptibility models based on the location of major differences, two of the 444 

obtained maps were overlaid. When the two maps classified a pixel under the same susceptibility 445 

class, spatial agreement was considered ‘correct’. When the classification of a pixel in the two 446 

maps differed by only one susceptibility class, the agreement was considered ‘acceptable’; a 447 

larger difference was tagged as ‘unacceptable’ or ‘mismatch’ (Lucà et al., 2011). 448 

 449 

Model robustness can be calculated and checked by analysing the changes in model accuracy 450 

when input data are changed (Cama et al., 2017; Pourghasemi et al., 2017; Rahmati et al., 2019). 451 

The robustness of a model is determined by randomly changing the validation datasets and 452 

differentiating the maximum and minimum accuracy values on the basis of each evaluation 453 

criterion (Conoscenti et al., 2014). 454 

 455 

                                                               (25) 456 

 457 

                                                                            (26) 458 

 459 

where RTSS and RAUROC are the robustness measures of a model based on the TSS and AUROC 460 

criteria, respectively. TSSmax and AUROCmax are the maximum accuracy values, and TSSmin and 461 

AUOCmin are the minimum accuracy values. 462 
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 463 

3. Results 464 

 465 

3.1 Independence analysis of the conditioning factors 466 

 467 

The results of the multicollinearity test (Table 3) show that amongst the 19 conditioning 468 

factors initially selected in this study, 3 factors, namely, rainfall (TOL = 0.032 and VIF = 31.63), 469 

catchment area (TOL = 0.028 and VIF = 35.65) and soil texture (TOL = 0.022 and VIF = 45.23), 470 

were collinear. Consequently, these factors were excluded in the modelling phase, leaving 16 471 

conditioning factors to predict gully erosion susceptibility. 472 

 473 

3.2 GESM 474 

 475 

The spatial associations between each conditioning factor and the gullies identified in the 476 

inventory are summarised in Table 4 for FR and CF and those for IOE are displayed in Fig. 6. 477 

Elevation (class 802–954 m, CF = 1.93 and FR = 2.93), slope (class 5°–10°, CF = 0.68 and FR = 478 

2.28), aspect (southeast facing class, CF = 0.84 and FR = 1.84) and planar curvature (concave 479 

class, CF = 0.04 and FR = 1.04) are strongly correlated and positively contribute to gully 480 

formation. Similarly, TWI, SPI, CI and LS, with respective classes of >11.7, 13.1–15.8, −12.1–481 

11.3 and >22.9 m, contributed to gully susceptibility (CF: 0.30, 0.51, 0.39 and 0.61 and FR: 1.43, 482 

2.05, 1.49 and 2.58, respectively).  483 

Our methods considered potential nonlinearities between gullies and conditioning factors. A 484 

linear model would have produced a single weight for the entire factor distribution, but 485 

reclassifying into several classes increases flexibility. Therefore, only the classes that are 486 

strongly associated with erosion susceptibility were reported, i.e. whether these classes belong to 487 

one or multiple cases.  488 

Strong pairwise influences were found between gullying and drainage density (0.89–489 

1.34 km/km
2
), distance to stream (<100 m), distance to the road (1000–1500 m) and distance to 490 

fault (<500 m). The four classes indicated that factor influence on the final model is minimal 491 

(<0.89 km/km
2
, CF = −0.49 and FR = 0.51; 300–400 m, CF = −0.48 and FR = 0.68; >2500 m, 492 

CF = −0.83 and FR = 0.55; 1500–2000 m, CF = −0.85 and FR = 0.15, respectively).  493 
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For NDVI, LULC, soil type and lithology, only the following classes were significant: 0.044–494 

0.12, poor pasture, aridisols and C group geology units (including limestone, sandstone, marl, 495 

shale and red conglomerate), with associated CF (0.50, 1.05, 0.38 and 1, respectively) and FR 496 

(1.50, 2.05, 1.38 and 3.53, respectively).  497 

The factors that exert the greatest impact on gully formation based on the IOE modelling 498 

process were elevation (1.61), lithology (0.441) and slope angle (0.424). These factors were 499 

followed by distance to road (0.358), NDVI (0.318), drainage density (0.209), LULC (0.196), 500 

soil type (0.177), distance to fault (0.155), LS (0.066), slope aspect (0.060), SPI (0.033), 501 

convergence index (0.028), distance to stream (0.017) and plan curvature (0.011). 502 

The values of the resulting GESMs obtained using the three methods differed: IOE (0.960–503 

6.55), FR (8.55–29.45) and CF (−0.654–0.871). To make these results comparable, each raster 504 

map was binned into five classes using the natural break method, i.e. from very low to very high 505 

susceptibility (Fig. 7). Each model distinctly depicted spatial proneness to gully erosion (Table 506 

5). FR classified 24.29% of the area under very low susceptibility, 44.65% under low 507 

susceptibility, 14.35% under moderate susceptibility, 14.46% under high susceptibility and 508 

2.25% under very high susceptibility. The CF model assigned 21.8%, 35%, 22.81%, 15.29% and 509 

5.11%, for the respective categories, and IOE predicted 15.42%, 26.46%, 28.92%, 19.75% and 510 

9.44%, respectively.   511 

 512 

3.3 Evaluation of the GESM 513 

 514 

The estimated bootstrapped predictive metrics for each replicate in validation datasets are 515 

presented in Table 6 and Fig. 8. From the AUROC values, IOE ranged from 0.865 to 0.894 516 

(mean = 0.874), FR ranged from 0.859 to 0.883 (mean = 0.868) and CF ranged from 0.853 to 517 

0.879 (mean = 0.865). The TSS values of the IOE, FR and CF models ranged from 0.855 to 518 

0.830, 0.811 to 0.879 and 0.870 to 0.861, respectively, with respective means of 0.864, 0.851 and 519 

0.84. The AUROC and TSS metrics suggest that all the models exhibit satisfactory performance. 520 

IOE achieved the highest accuracy amongst the three. Moreover, the results of SCAI (Table 7) 521 

consistently indicated a reasonable classification accuracy.  522 

The obtained mSCAI values (Fig. 9) indicate that the susceptibility map developed using the 523 

IOE model is more accurate than the other bivariate models. This model correctly located 524 
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approximately 88.37% of the gullies in the zones with very high and high susceptibility even 525 

though the cumulative areal extent is only approximately 29.1% of the map. 526 

The comparison of the models based on spatial agreement show that the CF–RF model (Fig. 527 

10), with 48% correct, 37% acceptable and 15% unacceptable results, demonstrated the least 528 

variation amongst the models. By contrast, the CF–IOE model, with 21% correct, 32% 529 

acceptable and 47% unacceptable results exhibited the largest variation in the entire area. 530 

Robustness was estimated on the basis of AUROC and TSS (Fig. 11). All the models 531 

maintained stability during the validation step, and only slight variations were observed. The 532 

IOE model consistently produced analogous predictive results despite random changes in the 533 

dataset. Furthermore, IOE exhibited the lowest RTSS (0.024) and RAUROC (0.023), suggesting 534 

higher robustness compared with the FR and CF models (RTSS of 0.04 and 0.05 and RAUROC of 535 

0.024 and 0.026). However, the variations are small, particularly in terms of AUROC. 536 

 537 

4. Discussion 538 

 539 

Geomorphic hazards are caused by imbalances in geomorphological systems; such 540 

imbalances result from external natural and human factors. Gully erosion is an example of a 541 

geomorphic hazard wherein a change in equilibrium occurs between topographical and 542 

hydrological parameters. Although the process is complex, the causes of gully erosion can be 543 

inferred using deterministic and statistical spatial models. Discovering cause-and-effect 544 

relationships is the key to identifying appropriate prevention and management techniques for 545 

gully development.  546 

In this study, a probabilistic model (FR) and two statistical models (IOE and CF) were tested 547 

for GESM. Each model exhibits several advantages and disadvantages and demonstrates varying 548 

performance under different physiographic conditions. Therefore, a comparative evaluation can 549 

help identify the best model for each region’s conditions amongst the three. Simplicity, effective 550 

result interpretation and easy determination of the relationships between independent and 551 

dependent variables are amongst the advantages of the FR and CF methods. However, both 552 

methods cannot analyse the relationships between variables and the relative significance of the 553 

contributing factors (Lee and Pradhan, 2007; Yilmaz, 2009; Pradhan, 2010). The use of an 554 

entropy model to develop susceptibility classifications for the gully erosion process is relatively 555 
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new but has been gaining popularity in the fields of geoscience and geomorphology (Zare et al., 556 

2013; Fanos and Pradhan, 2019). This model does not require assumptions about the appropriate 557 

distribution of explanatory variables, and thus, several properties can be used and tested 558 

(Pourghasemi et al., 2012; Haghizadeh et al., 2017). Moreover, this method examines the 559 

statistical relationships between independent and dependent variables and provides metrics for 560 

the significance of the variables (Yufeng and Fengxiant, 2009). 561 

The analysis shows that low elevations and areas with a small slope are more susceptible to 562 

gully erosion. This result can be ascribed to the concentration and stagnation of surface runoff 563 

and the coexistence of evaporation deposits (e.g. gypsum and salt), which are erosion-sensitive 564 

formations. This finding has been highlighted by many other contributions in which morphologic 565 

and geologic properties are assigned as determinants of the highest gully erosion susceptibility 566 

locations (Frankl et al., 2013; Rahmati et al., 2016; Arabameri et al., 2018b, c).  567 

Other results suggest that distance to streams and roads, drainage density and NDVI are 568 

significant factors that promote favourable conditions for gullying. Areas that are close to 569 

streams and roads and have sparse vegetation and high drainage density exhibit a high potential 570 

for gully formation. These results are consistent with the findings of Nyssen et al. (2002), 571 

Campo‐Bescós et al. (2013) and Azareh et al. (2019). Furthermore, limestone, sandstone, marl, 572 

shale and red conglomerate geology units are also associated with gullying. Although these 573 

conclusions are reflected in the model, these features are generally believed to promote gully 574 

erosion and have been previously identified in the study area (Palazón et al., 2014; Gessesse et 575 

al., 2015; Rafaello and Reis. 2016; Arabameri et al., 2018b, and Azareh et al., 2019).   576 

Predictor importance assessment using the IOE model suggests that the simple combination of 577 

elevation, lithology and slope degree can explain the location of most of the gullies in the area. 578 

This statement may seem like an oversimplification, but the results are in line with the most 579 

recent findings in this research field (Arabameri et al., 2018c; Hosseinalizadeh et al., 2019; 580 

Arabameri and Pourghasemi, 2019). Hosseinalizadeh et al. (2019) used unmanned aerial vehicle 581 

data and four best-first decision classifier ensembles for the spatial modelling of gully head cuts 582 

in Golestan Province in Iran. They reported that land use, slope degree and slope length are the 583 

major gully drivers. Arabameri et al. (2018c) tested three data-driven models and an AHP-based 584 

technique for GESM in the Toroud Watershed in Semnan Province, Iran. They found that LULC, 585 

lithology and elevation factors control gully occurrence. Arabameri and Pourghasemi (2019) 586 
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used quadratic discriminant analysis (QDA) and LDA models for gully erosion modelling in 587 

Shahroud Basin, Semnan Province, Iran. On the basis of the QDA results, LULC, drainage 588 

density and elevation models are the most important predictors of gully occurrence. 589 

Prediction accuracy and robustness can be evaluated in the present study by using AUROC 590 

and TSS. The analyses indicated that the IOE model outperformed the two other models in terms 591 

of raw performance and robustness across bootstrapped replicates. This result is in line with the 592 

findings of Pourghasemi et al. (2012, 2013), Devkota et al. (2013), Wang et al. (2015), Chen et 593 

al. (2018) and Mohammady et al. (2012). Wang et al. (2015) used CF and IOE models for 594 

landslide susceptibility assessment in Qianyang County, Baoji City, China. The IOE model 595 

demonstrated higher predictive accuracy than the CF model. Chen et al. (2018) compared SVM 596 

with different kernel functions and IOE for landslide susceptibility mapping in Shangzhou 597 

District, China using 14 conditioning factors. They discovered that the IOE model exhibits the 598 

most satisfactory performance. The findings of the present study are consistent with the results 599 

reported in the literature. 600 

 601 

5. Conclusions 602 

 603 

The identification of effective factors in the initiation and development of gully erosion and 604 

mapping the distribution of sensitivity are prerequisites for understanding gully erosion and 605 

selecting the most appropriate control and damage reduction measures. The primary objective of 606 

this research was to compare and evaluate the IOE, FR and CF models and to identify the most 607 

important gully formation conditioning factors using these models. IOE indicated that elevation, 608 

lithology and slope angle can substantially explain gully erosion susceptibility patterns. 609 

Validation using 30% of the field-developed gully erosion location datasets showed that the IOE 610 

model performed better than FR and CF in terms of performance and robustness. Therefore, the 611 

IOE model was used as the reference model. IOE showed that 19.75% and 9.44% of the study 612 

area is under high and very high susceptibility classes, respectively. After examining the 613 

locations where high and very high probabilities were predicted and considering the identified 614 

important conditioning factors, several standard actions can be proposed to mitigate gullying in 615 

the area. These actions include the following: (i) executing engineering and water management 616 

measures to control and direct runoff; (ii) preventing runoff concentrations using flood diversion 617 
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structures and the construction of gabions upstream; (iii) implementing management plans, such 618 

as restricting sheep herd size based on scientifically determined carrying capacities, and 619 

following vegetation management to protect locations that are susceptible to gullying and (iv) 620 

managing streams to reduce slope and slow down runoff. The GESM presented in this study can 621 

serve as a useful decision-making tool for managers, decision makers, engineers, urban planners 622 

and land use developers. A similar methodology can be used in other regions with similar 623 

physiographic and topographical features. 624 
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Highlights 

 

 Spatial gully erosion assessment was performed at the Ardib River Watershed 

 Three predictive models were tested to assess gully-erosion-susceptibility mapping 

 Models are combined with remote sensing (RS) and (GIS) to predict gully development 

 Index of entropy (IOE) was found as the most accurate model 

 Almost 1/3 of the watershed showed high or very high susceptibility to gully 

 

*Highlights (for review)



Table 1. Lithology of study area 

Group Unit Description Age 

A 

E1c Pale-red, polygenic conglomerate and sandstone Paleocene-Eocene 

Ed.avs Dacitic to Andesitic volcanosediment Eocene 

Egr Granite Eocene 

B 

Jub Sandstone, siltstone, Pectinid limestone, marl, gypsum (Bidou Series) Late Jurassic 

Jugr Upper Jurassic granite including Shir Kuh Granite and Shah Kuh Granite Late Jurassic 

Jurb Sandstone, siltstone, and fine grained conglomerate (Garedu red beds) Late Jurassic 

C 

K2lm Pale - red marl, gypsiferous marl and limestone Late Cretaceous 

K2l2 Thick - bedded to massive limestone (maastrichtian) Late Cretaceous 

Kdzsh Marl, shale, sandstone and limestone (Darreh - Zanjir Fm) Cretaceous 

K2m,l Marl, shale and detritic limestone Late Cretaceous 

Ktl 
Thin to meddium bedded argillaceous limestone and thick bedded to massive, grey 

orbitolina bearing limestone (Taft Fm) 
Early Cretaceous 

Kns Red sandstone and conglomeratic sandstone Early Cretaceous 

Kbsh 
Dark grey slightly phyllitized shale with intercalations of sandstone and limestone 

(Biabanak Shale) 
Cretaceous 

K1c Red conglomerate and sandstone Cretaceous 

K2d.asv Dacitic to andesitic subvolcanic rocks Late Cretaceous 

D 
Murm Ligth - red to brown marl and gypsiferous marl with sandstone intercalations Miocene 

mb Marble Triassic 

E 

Pj 
Massive to thick - bedded, dark - grey, partly reef type limestone and a thick yellow 

dolomite band in the upper part  
Permian 

pCmt2 Low - grade, regional metamorphic rocks (Green Schist Facies) Pre-Cambrian 

Plc Polymictic conglomerate and sandstone Pliocene 

pCgn Gneiss, granite gneiss and locally including migmatite Pre-Cambrian 

P Undifferentiated Permian rocks Permian 

Pel Medium to thick - bedded limestone Paleocene-Eocene 

Pz Undifferentiated lower Paleozoic rocks Early Paleozoic 

pCdi Precambrian diorite Pre-Cambrian 

F 

Qft2 Low level piedmont fan and valley terrace deposits Quaternary 

Qsf Salt flat Quaternary 

Qs,d Unconsolidated  wind-blown sand deposits including sand dunes Quaternary 

Qft1 High level piedmont fan and valley terrace deposits Quaternary 

Qsl salt lake Quaternary 

G TRJs Dark grey shale and sandstone  Triassic-Jurassic 
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Table 2. Techniques used for the construction of various thematic data layers. 

No Factor 
Data used & 

Scale 

Sources of 

Data Types 
Classes 

Classification 

Method 
References 

1 
Elevation 

(m) 

ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey 

1. <802, 2. 802-954, 3. 954-

1122, 4. 1122-1300, 5. 1300-

1549, 6. >1549 

Natural break 
Arabameri et al., 

2018e 

2 Slope (˚) 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey 

1. <5, 2. 5-10, 3. 10-15, 4. 15-

20, 5. 20-30, 6. >30 
Manual Luca et al., 2011 

3 Aspect 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. F, 2. N, 3. NE, 4. E, 5. SE, 6. 

S, 7. SW, 8.W, 9. NW 
Azimuth 

Arabameri et al., 

2019d 

4 

Plan 

curvature 

(m -1) 

ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. Concave, 2. Flat, 3. Convex Manual 
Arabameri et al., 

2019d 

5 CI 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. <-38.8, 2. -38.8 - -12.1, 3. -

12.1 – 11.3, 4. 11.3 – 38, 5. >38 
Natural break 

Arabameri et al., 

2018e 

6 TWI 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. <5.6, 2. 5.6-8.1, 3. 8.1-11.7, 

4. >11.7 
Natural break 

Arabameri et al., 

2019d 

7 SPI 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. <8, 2. 8-9.5, 3. 9.5-11.1, 4. 

11.1-13.1, 5. 13.1 - 15.8, 6. 

>15.8 

Natural break 
Conforti et al., 

2011 

8 LS (m) 
ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. <7, 2. 7 – 10, 3. 10 – 13.5, 4.  

13.5 – 17.5, 5. 17.5 – 22.9, 6. 

>22.9 

Natural break 
Arabameri et al., 

2018e 

9 Lithology 

Reference 

geological 

map 

1: 50,000 

Geological 

Survey of India 

1. A, 2. B, 3. C, 4. D, 5. E, 6. F, 

7. G 
Lithology type - 

10 Soil 

Reference 

district soil 

map 

1: 100,000 

Isfahan 

Agricultural and 

Natural 

Resources 

Research Centre

 

1. Dune Lands, 2. Playa, 3. 

Rocky Lands/Entisols, 4. Salt 

Flats, 5. Aridisols, 6. 

Entisols/Aridisols 

Soil type - 

11 
Distance to 

river (m) 

ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey

 

1. <100, 2. 100 – 200, 3. 200 – 

300, 4. 300 – 400, 5. >400 
Manual 

Arabameri et al., 

2018c 

12 

Drainage 

density 

(km/km2) 

ALOS DEM 

12.5 m × 12.5 

U.S Geological 

Survey 

1. <0.89, 2. 0.89 – 1.34, 3. 1.34 

– 1.9, 4. >1.9 
Natural break 

Rahmati et al., 

2016 

13 
Distance to 

fault (m) 

Landsat-7 

ETM+ image 

30 m × 30 

U.S Geological 

Survey

 

1. <500, 2. 500 – 1000, 3. 1000 

– 1500, 4. 1500 – 2000, 5. > 

2500 

Manual 
Tien Bui et al., 

2019 

14 LULC 

Landsat 8 

OLI/TIRS 

30 m × 30 

U.S Geological 

Survey

 

1. Agriculture (A), 2. Bareland 

(B), 3. Saltland-poor-pasture 

(C), 4. Sanddune (D), 5. 

Wetland (E), 6. Midrange (F), 

7. Poor-pasture (G), 8. Saltlake 

(H), 9. Saltland (I), 10. Urban 

(G), 11. Wetland (k), 12. 

Woodland (L) 

Land use type - 

15 NDVI 

Landsat 8 

OLI/TIRS 

30 m × 30 

U.S Geological 

Survey

 

1. <0.044, 2. 0.044 – 0.12, 3. 

>0.12 
Natural break 

Arabameri et al., 

2018e 

16 
Distance to 

road (m) 

Reference 

Topomap 

1: 50,000 

National 

Geographic 

Organization of 

Iran 

1. <500, 2. 500 – 1000, 3. 1000 

– 1500, 4. 1500 – 2000, 5. > 

2500 

Manual 
Arabameri et al., 

2019a 



Table 3. Multi-collinearity among conditioning factors 

Factors 
Multicollinearity 

TOL VIF 

Soil type 0.405 2.46 

LU/LC 0.582 1.71 

Slope aspect 0.339 2.95 

Convergence index 0.724 1.38 

Elevation 0.986 1.11 

Distance to stream 0.826 1.21 

Distance to fault 0.447 2.24 

Distance to road 0.524 1.9 

Drainage density 0.612 1.63 

LS 0.490 2.1 

SPI 0.211 4.23 

TWI 0.25 4.1 

Lithology 0.574 1.74 

NDVI 0.838 1.19 

Plan curvature 0.695 1.43 

Slope 0.339 2.95 

Rainfall 0.032 31.64 

Soil texture 0.022 45.23 

Catchment area 0.028 35.65 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 4. Spatial relationship between gully erosion conditioning factors and gully locations using 

frequency ratio (FR), certainty factor (CF), and index of entropy (IOE). 

Factors 
Classes Pixels in domain gullies 

CF 
FR and IOE models 

Count % Count % FR Ij Mean Pij Wj 

E
le

v
at

io
n

 (
m

) <802 2074755 44.35 38 17.92 -0.60 0.40 

1.74 0.93 1.61 

802-954 896820 19.17 119 56.13 1.93 2.93 

954-1122 624848 13.36 28 13.21 -0.01 0.99 

1122-1300 633063 13.53 17 8.02 -0.41 0.59 

1300-1549 340011 7.27 10 4.72 -0.35 0.65 

>1549 108301 2.32 0 0.00 -1.00 0.00 

S
lo

p
e 

(°
) 

<5 3743855 80.03 168 79.25 -0.01 0.99 

0.68 0.63 0.43 

5-10 387657 8.29 40 18.87 0.68 2.28 

10-15 181868 3.89 4 1.89 -0.51 0.49 

15-20 118930 2.54 0 0.00 -1.00 0.00 

20-30 147808 3.16 0 0.00 -1.00 0.00 

>30 97680 2.09 0 0.00 -1.00 0.00 

A
sp

ec
t 

F 185508 3.97 1 0.47 -0.88 0.12 

0.07 0.93 0.07 

N 688408 14.72 23 10.85 -0.26 0.74 

NE 761867 16.29 22 10.38 -0.36 0.64 

E 734753 15.71 52 24.53 0.56 1.56 

SE 540958 11.56 45 21.23 0.84 1.84 

S 406712 8.69 9 4.25 -0.51 0.49 

SW 352979 7.55 16 7.55 0.00 1.00 

W 433236 9.26 22 10.38 0.12 1.12 

NW 573377 12.26 22 10.38 -0.15 0.85 

P
la

n
 

C
u

rv
at

u

re
 

(1
0
0

/m
) Concave 1480721 31.65 70 33.02 0.04 1.04 

0.00 1.00 0.00 Flat 1681964 35.96 74 34.91 -0.03 0.97 

Convex 1515111 32.39 68 32.08 -0.01 0.99 

T
W

I 

<5.6 1272339 27.20 60 28.30 0.04 1.04 

0.02 1.07 0.02 
5.6-8.1 2219028 47.44 102 48.11 0.01 1.01 

8.1-11.7 923908 19.75 33 15.57 -0.27 0.79 

>11.7 262523 5.61 17 8.02 0.30 1.43 

S
P

I 

<8 1389365 29.70 55 25.94 -0.14 0.87 

0.03 1.16 0.03 

8-9.5 1522973 32.56 71 33.49 0.03 1.03 

9.5-11.1 1099249 23.50 47 22.17 -0.06 0.94 

11.1-13.1 469987 10.05 23 10.85 0.07 1.08 

13.1 - 15.8 151017 3.23 14 6.60 0.51 2.05 

>15.8 45206 0.97 2 0.94 -0.02 0.98 

C
o

n
v

er
g

en
ce

 

<-38.8 491199 10.51 12 5.66 -0.46 0.54 

0.03 0.92 0.03 

-38.8 - -12.1 1077232 23.05 43 20.28 -0.12 0.88 

-12.1 – 11.3 1540618 32.96 97 45.75 0.39 1.39 

11.3 – 38 1053204 22.53 35 16.51 -0.27 0.73 

>38 511753 10.95 25 11.79 0.08 1.08 

L
S

 (
m

) 

<7 1212314 25.92 46 21.70 -0.19 0.84 

0.05 1.26 0.07 

7 – 10 1530683 32.72 68 32.08 -0.02 0.98 

10 – 13.5 1038302 22.20 47 22.17 0.00 1.00 

 13.5 – 17.5 550711 11.77 29 13.68 0.14 1.16 

17.5 – 22.9 260403 5.57 12 5.66 0.02 1.02 

>22.9 85384 1.83 10 4.72 0.61 2.58 

D
ea

in
ag

e 

d
en

si
ty

 

(k
m

/k
m

2
) <0.89 1000973 21.40 23 10.85 -0.49 0.51 

0.29 0.72 0.21 
0.89 – 1.34 1917446 40.99 140 66.04 0.61 1.61 

1.34 – 1.9 1409790 30.14 49 23.11 -0.23 0.77 

>1.9 349589 7.47 0 0.00 -1.00 0.00 

D
is

 t
o

 s
tr

ea
m

 

(m
) 

<100 1127741 24.11 62 29.25 0.18 1.21 

0.01 0.96 0.01 

100 – 200 886137 18.94 34 16.04 -0.18 0.85 

200 – 300 773765 16.54 35 16.51 0.00 1.00 

300 - 400 521331 11.14 16 7.55 -0.48 0.68 

>400 1368823 29.26 65 30.66 0.05 1.05 

D
is

 

to
 

ro
ad

 

(m
) <500 138959 2.97 24 11.32 0.74 3.81 

0.10 3.76 0.36 
500 – 1000 132004 2.82 31 14.62 0.81 5.18 



1000 – 1500 129203 2.76 34 16.04 0.83 5.81 

1500 – 2000 128206 2.74 20 9.43 0.71 3.44 

> 2500 4149426 88.70 103 48.58 -0.83 0.55 
D

is
 t

o
 f

au
lt

 

(m
) 

<500 179354 3.83 15 7.08 0.85 1.85 

0.15 1.01 0.16 

500 – 1000 174402 3.73 13 6.13 0.64 1.64 

1000 – 1500 160714 3.44 3 1.42 -0.59 0.41 

1500 – 2000 149649 3.20 1 0.47 -0.85 0.15 

> 2500 4013679 85.80 180 84.91 -0.01 0.99 

N
D

V
I <0.044 2550134 54.52 68 32.08 -0.41 0.59 

0.46 0.69 0.32 0.044 – 0.12 2124332 45.42 144 67.92 0.50 1.50 

>0.12 2756 0.06 0 0.00 -1.00 0.00 

L
U

/L
C

 

Agriculture (A) 6123 0.13 0 0.00 -1.00 0.00 

0.42 0.46 0.20 

Bareland (B) 437295 9.35 10 4.72 -0.50 0.50 

Saltland-poor-pasture (C) 777200 16.61 31 14.62 -0.12 0.88 

Sanddune (D) 460743 9.85 0 0.00 -1.00 0.00 

Wetland (E) 50158 1.07 0 0.00 -1.00 0.00 

Midrange (F) 625869 13.38 5 2.36 -0.82 0.18 

Poor-pasture (G) 1709386 36.54 159 75.00 1.05 2.05 

Saltlake (H) 216997 4.64 0 0.00 -1.00 0.00 

Saltland (I) 71688 1.53 6 2.83 0.85 1.85 

Urban (G) 640 0.01 0 0.00 -1.00 0.00 

Wetland (k) 135854 2.90 0 0.00 -1.00 0.00 

Woodland (L) 185844 3.97 1 0.47 -0.88 0.12 

S
o

il
 t

y
p

e 

Dune Lands 472039 10.09 0 0.00 -1.00 0.00 

0.28 0.64 0.18 

Playa 297806 6.37 8 3.77 -0.41 0.59 

Rocky Lands/Entisols 1506557 32.21 94 44.34 0.35 1.35 

Salt Flats 830784 17.76 19 8.96 -0.50 0.50 

Aridisols 1492614 31.91 91 42.92 0.38 1.38 

Entisols/Aridisols 77998 1.67 0 0.00 -1.00 0.00 

L
it

h
o
lo

g
y
 

A 40648 0.87 0 0.00 -1.00 0.00 

0.75 0.58 0.44 

B 108225 2.31 0 0.00 -1.00 0.00 

C 957383 20.47 153 72.17 1.00 3.53 

D 166115 3.55 1 0.47 -0.87 0.13 

E 419510 8.97 0 0.00 -1.00 0.00 

F 2955028 63.17 58 27.36 -0.57 0.43 

G 30889 0.66 0 0.00 -1.00 0.00 

 

 

 

 

 

 

 

 

 

 

 



Table 5. Percentage of susceptibility classes along with seed cell area index (SCAI) 

 
Value 

Pixels in domain Gullies 
SCAI 

Count % Count % 

 

FR 

 

 

 

Very Low 1135939 24.29 5 1.68 14.43 

Low 2088424. 44.65 60 20.20 2.21 

Moderate 671346 14.35 15 5.05 2.84 

High 676182 14.46 67 22.56 0.64 

Very High 105232 2.25 150 50.51 0.04 

 

 

CF 

 

 

Very Low 1019405 21.80 2 0.67 32.37 

Low 1636833 35.00 47 15.82 2.21 

Moderate 1066969 22.81 23 7.74 2.95 

High 714980 15.29 53 17.85 0.86 

Very High 238936 5.11 172 57.91 0.09 

 

IOE 

 

 

 

Very Low 721185 15.42 1 0.34 45.80 

Low 1237659 26.46 16 5.39 4.91 

Moderate 1352819 28.92 41 13.80 2.10 

High 923752 19.75 40 13.47 1.47 

Very High 441708 9.44 199 67.00 0.14 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table 6. Values of ROC and TSS in six sample points and their average 

Validation Models 1 2 3 4 5 6 Mean 

ROC 

IOE 0.877 0.894 0.876 0.865 0.866 0.871 0.874 

FR 0.865 0.883 0.874 0.859 0.865 0.863 0.868 

CF 0.872 0.879 0.871 0.853 0.858 0.859 0.865 

TSS 

IOE 0.855 0.879 0.870 0.864 0.855 0.863 0.864 

FR 0.830 0.870 0.856 0.852 0.842 0.859 0.851 

CF 0.811 0.861 0.839 0.853 0.829 0.85 0.84 

 

 

 

 



Fig 1. Location of study area in Iran 

 

 

 

 

 

 

 

 

 

 

Figure



Fig 2. Flowchart of research 



 

 

 

 

Fig 3. Six set of sample points for calculation of mean of ROC 

 

 

 



 

Fig 4. Field photograph showing gullies in the study area (South of Ardib) 

 

 

 

 

 

 

 

 

 

 



 

 

Fig 5. Gully erosion conditioning factors. 

 

 

 

 

 



 

 

 

 

 

Fig 6. Relative importance of conditioning factors using index of entropy model 
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Fig 7. Gully erosion susceptibility map using different models. a) Frequency ration, b) index of 

entropy, c) certainty factor 

 

 

 

 

 

 



 

 

Fig 8. Roc curve for six different sample points. a) sample 1, b) sample 2, c) sample 3, d) sample 

4, e) sample 5, f) sample 6. 

 

 

 

 

 

 

 

 



 

Fig 9. mSCAI values for susceptibility classes of the three developed maps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0 

5 

10 

Very Low Low Moderate High Very High 

m
SC

A
I 

Susceptibility class 

FR CF IOE 



 

 

Fig 10. Degree of spatial agreement between the four susceptibility maps 

 

 

 

 

 

 

 

 

 

 

0 

20 

40 

60 

80 

100 

CF-FR CF-IOE FR-IOE 

Sp
at

ia
l a

gr
ee

m
en

t 

Correct Acceptable Unacceptable 



 

Fig 11. Robustness of the applied models in validation steps 
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