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ABSTRACT

The inevitable deterioration and damage of bridge infrastructures due to repeated and
excess traffic loading, environmental erosion and ageing are of great concern worldwide.
Bridge structural health monitoring (SHM) is critical to obtain structural health
information and early warning for potential damage. Most of the current SHM strategies
measure vibration responses from sensors installed at different locations on the bridge.
This direct approach poses several challenges, such as the high cost of the installation and
maintenance of sensors, the need for extensive data processing and the insufficient spatial
information. To seek a more economical and flexible way to monitor bridges, an indirect
approach that measures responses of a passing vehicle has recently drawn great attention.
This strategy involves the use of instrumented vehicles as a moving sensory system to
capture bridge dynamic information via vehicle-bridge interaction (VBI). Sensors are
installed on the vehicle axles or body. However, the responses from sensors on a moving
vehicle are nonstationary, noisy and significantly affected by the surface roughness of the
bridge. Therefore, most of the classical output-only system identification approaches
based on the assumption of white noise excitation may fail to extract accurate structural

dynamic properties.

This research aims to establish a framework for bridge SHM using vehicle-based mobile
sensory systems. Indirect structural identification methods that consider the intrinsic
nonstationary characteristics of VBI responses are proposed to extract the bridge dynamic
parameters from vehicle acceleration responses. Firstly, a Short-time Stochastic Subspace
Identification (STSSI) strategy was proposed to identify bridge modal frequencies and
mode shapes. This method combines conventional SSI with a rescale procedure to

estimate the bridge modal parameters using the responses of two instrumented vehicles.
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Secondly, based on the sequential implementation of singular spectrum analysis (SSA)
and blind source separation (BSS), a method named drive-by blind modal identification
with singular spectrum analysis (SSA-BSS) was proposed to extract the response
components from a single set of vehicle vibration responses. The bridge frequencies can

be identified from the obtained bridge related components.

Numerical and experimental results clearly demonstrated the feasibility and effectiveness
of the proposed methods for indirect identification of bridge modal frequencies and mode
shapes. To gain insight on the time-dependent features of VBI system, a time-frequency
(TF) analysis method called Synchroextracting transform (SET) was used to analyse the
vehicle and bridge responses in TF domain. The instantaneous frequencies (IFs) of the
system revealed the time-varying characteristics of the VBI system. Besides the indirect
bridge modal identification, a two-step drive-by bridge damage detection strategy using
vehicle axle responses was proposed. Dual Kalman filter (DKF) was applied to identify
the interaction forces between vehicle and bridge. With the interaction forces, a sensitivity
analysis was performed with regularization technique to identify the bridge damage. The
proposed two-step damage detection method effectively identified the location and extent
of the damages using vehicle axle responses, which demonstrated its great potential for
drive-by bridge damage detection. Moreover, the SSA-BSS and the TF analysis strategy

were successfully applied to analyse the responses from an in-situ VBI system.

In summary, an indirect bridge SHM technique using vehicle-based moving sensing
system was developed in this study. Bridge modal identification and damage detection
were conducted successfully using vehicle responses. Results further demonstrated that
it can be a convenient and cost-effective alternative or a promising complement to

conventional bridge SHM.
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CHAPTER 1 INTRODUCTION

1.1 Research background and motivation

Bridge infrastructures play an increasingly important role in modern transportation
systems. They are inevitably degraded due to the effect of excess loading, environmental
erosion, ageing and other stresses during their designed service life. According to the
Australia Infrastructure Report Card (Engineers Australia, 2010), a large proportion of
bridge infrastructure in New South Wales is in average to poor conditions. Those in the
USA are in similar conditions. According to the ASCE recent Infrastructure Report Card
(American Society of Civil Engineers, 2017), 40% of bridges in the USA are more than
50 years old and 9.1% of them are structurally deficient. Recent catastrophic collapse of
bridges around the world, such as that of the Minnesota River Bridge (USA) in 2007, the
Washington State Bridge (USA) in 2013, and Genoa Bridge (Italy) in 2018, to name a
few, highlights the necessity and significance of monitoring the health condition of

bridges.

Many studies have been conducted on bridge structural health monitoring (SHM) in the
last few decades. Traditional visual-based bridge inspection methods are not adequate for
bridge SHM and maintenance management due to the high variation and low resolution
of the methods (Malekjafarian et al., 2015). Hence, vibration-based SHM methods were
developed to identify structural dynamic parameters, which are widely used for structural
condition assessment of bridges. Most of the current vibration-based bridge SHM
approaches record the vibration responses of an instrumented bridge (Zhu and Law, 2015).
Sensors are directly installed on different locations of the bridge structure to monitor its

dynamic responses. The approach using these responses for SHM is referred to as direct
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methods. Since the locations of existing damages or possible damage occurrence are not
known, the inclusion of more spatial information can greatly enhance the accuracy of
health assessment. Generally, the sensor network for the direct approach is fixed on the
bridge structure, and response from each sensor contains spatial information at the
measured point only. A large number of sensors is therefore needed in pursuit of the
detailed spatial information. This poses a number of challenges, such as involuntary
damage of the installed equipment, high installation and maintenance cost of sensors, and
extensive data processing and management (Law and Zhu 2009). Clearly, there is an
urgent need to improve current practices and explore a more cost-effective means for

bridge SHM.

Research using vehicle responses for structural health monitoring became an attractive
topic recently with the aim for a quick scan on the health status of a large volume of
bridges. Indirect bridge SHM strategy utilising an instrumented vehicle as a moving
sensory system has the potential to meet this purpose. Instead of recording the dynamic
response of the bridge, the dynamic responses of the vehicle are measured during its
passage over the bridge deck. These measurements contain VBI information from which
vital bridge-related dynamic information can contribute to the bridge condition
assessment (Yang et al. , 2004). Bridge SHM using vehicle responses has certain merits
over responses directly measured from the bridge structures. Firstly, the instrumented
vehicle serves as a moving sensor and/or a moving exciter, which is flexible and
convenient. Secondly, the installation and maintenance of the vehicle sensory system is
more rapid and cost-effective than that of fixed sensors on bridge. Thirdly, and most
importantly, the moving sensors can collect data at different locations — this is equivalent
to having a dense array of sensors along the bridge deck with each collecting data close

to the excitationpoint for a short duration. This means that rich spatial data can be
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obtained using relatively less sensors. Moreover, by using local responses collected from
a moving sensor, the local damage can be more quickly and accurately identified due to

higher local sensitivity.

Despite its attractive features, there are key issues in vehicle-based bridge monitoring
systems. The dynamic responses from the moving vehicle are sensitive to the bridge
surface roughness which would induce the vehicle frequency components dominantly in
the response spectrum (Yang et al. 2012a). In other words, the frequency spectrum is
smeared which is not good for the identification of bridge dynamic parameters and
damage detection. This is one of the main challenges for the successful extraction of
bridge modal parameters in practice to eliminate or reduce the effect of road surface
roughness (Hester and Gonzalez, 2017). Additionally, the responses from the moving
vehicle are intrinsically nonstationary and noisy. Most of the classical output-only system
identification approaches are based on the assumption of white noise excitation and they
may fail to extract accurate structural dynamic parameters from the vehicle response (Zhu
and Law, 2015). To date, research on the indirect bridge damage detection including the

localization and severity identification with vehicle responses is rare.

1.2 Research objectives

This research aims to develop a rapid, accurate and cost-effective bridge SHM approach
for dynamic parameter identification and damage detection. To overcome the
shortcomings of direct bridge monitoring systems involving fixed sensor networks and
the limitations of current direct approach, an indirect approach that uses responses of
passing vehicles is developed in this thesis. Wireless sensors are installed on the vehicle

to form a wireless sensory system. Compared to conventional approaches, the proposed
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system requires fewer sensors and provides richer spatial data vital to bridge condition

assessment.

The following objectives will be pursued in this research:

1) Develop an indirect approach for extracting the bridge dynamic parameters from
vehicle responses;

2) Study the time-varying characteristics of the VBI system,;

3) Develop an approach for bridge damage detection using a passing instrumented

vehicle.

1.3 Significance of the study

The project is to develop indirect bridge structural health monitoring approach for
accurate, rapid, and cost-effective assessments of a large population of bridges using the
data collected from a passing vehicle equipped with sensors. Owing to the fact that ageing
bridge infrastructures are still in service in Australia and around the world, the proposed
approach will make a significant contribution to monitor the structural conditions and in
protecting the structure and human lives, as well as developing an economic infrastructure

asset management scheme. Outcomes of the project include:

e Several novel indirect bridge modal identification methods are proposed to
identify bridge modal parameters from responses of passing vehicles. The
nonstationary features of the vehicle-bridge interaction are taken into account.

e A new time-frequency analysis technique is adopted to study the time-varying
characteristics of the vehicle-bridge interaction system. The vehicle and bridge

instantaneous frequencies are extracted for analysis.
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e A new two-step drive-by bridge damage identification method is proposed. The
interaction forces are estimated from axle responses of a passing vehicle. The

location and severity of bridge damages are subsequently identified.

1.4  Structure of the thesis
This thesis is organized into nine chapters. Chapter 1 introduces the background,

motivation and objectives of the research.

Chapter 2 presents a comprehensive review of previous research work on the vibration-
based bridge SHM methods. The review is conducted in different perspectives of the
direct and indirect methods in the bridge modal identification and damage detection.
Research on VBI and its influence on the time-varying characteristic of the system are

also reviewed.

In Chapter 3, short-time stochastic subspace identification (STSSI) is proposed for
indirect bridge modal identification using two instrumented vehicles. One vehicle is
moving over the bridge and the other one remains stationary as reference sensor. White-
noise support excitation is included in the vehicle-bridge system to simulate the presence
of multiple operational excitations. Vehicle responses are divided into several segments
and each response segment is assumed stationary due to the relative short measuring time.
The combination of SSI and a rescaling procedure estimates the bridge modal frequencies

and mode shapes from the response segments.

In Chapter 4, a model vehicle with one sensor is assumed moving over the bridge. The
drive-by blind modal identification with singular spectrum analysis (SSA-BSS) is

proposed to decompose vehicle response and extract bridge-related components. The
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method can reduce the effect of bridge surface roughness and measurement noise to

enhance the identification accuracy on the bridge modal frequencies.

In Chapter 5, a time-frequency analysis technique called SET is used to study the time-
dependent features of the VBI system. A multi-ridge detection algorithm is used to extract
the IFs of the system. Effects of the system parameters on time-varying characteristics

are investigated.

Chapter 6 presents the experimental verification of the proposed methods in Chapters 3
and 4. The time-dependent features of the VBI process discussed in Chapter 5 are also
studied experimentally. A VBI test bed is built in the laboratory. A two-span continuous
steel beam is used to model the bridge. Vehicle models with different configurations are

fabricated. A wireless sensory system is setup for monitoring the responses.

Chapter 7 proposes a two-step drive-by bridge damage detection approach using dual
Kalman filter. The interaction forces between vehicle and bridge are firstly identified.
Sensitivity analysis based on the interaction forces is performed to detect the bridge
damage. Single- and multi-damage cases are considered wherein the damage is defined

as a change in the elemental flexural stiffness of the beam.

In Chapter 8, the method and analytical procedures discussed in Chapters 4 and 5 are
applied to a vehicle-bridge system in the field. Drive-by bridge modal frequency
identification is conducted using the responses of an instrumented vehicle. The time-
varying characteristics of the bridge frequencies due to the interaction with a truck are

studied.

Chapter 9 presents the summary of this research along with concluding remarks.

Recommendations for future study and potential research directions are also discussed.
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CHAPTER 2 LITERATURE REVIEW

2.1 Overview

This chapter critically reviews the vibration-based bridge SHM with emphasis on the
methods based on VBI, which has played an important role in the field of bridge modal
identification and damage detection. First, direct approaches were evaluated. Then, a
survey of indirect approaches with focus on dynamic parameter identification and damage
assessment was performed. Available literature about the vehicle-bridge system
identification using both the vehicle and bridge dynamic responses measured from a
wireless sensory system as well as the time-dependent behaviour of VBI were assessed
in detail. Finally, the key findings of this literature review was summarized and the
technical challenges involved in indirect bridge health assessment approaches were

presented.

2.2 Vibration based bridge structure health monitoring

2.2.1 Vibration based bridge structural damage detection

In the field of SHM, structural damage can be defined as the degradation of its physical
properties, such as mass, stiffness and damping. The changes in these physical properties
are difficult or impossible to directly measure. On the other hand, the dynamic properties
of structures (modal frequency, damping and mode shape) can be extracted with less
effort from vibration measurement. In fact, vibration-based approaches have been applied
for decades in bridge SHM (Doebling et al. , 1998; Carden and Fanning, 2004; Abdeljaber
et al., 2017). Essentially, changes in physical properties due to damage causes variations
in the structural dynamic properties, and consequently structural damage can be predicted
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by measuring the change in dynamic properties (Malekjafarian et al. , 2015). Farrar and
Jauregui (1998a) compared five damage identification methods using experimental modal
data from undamaged and damaged bridges. These methods show varying levels of
success when damage was relatively less. The variability in bridge modal properties and
statistical analysis were discussed in an accompanying numerical study (Farrar and
Jauregui, 1998b). Pines and Aktan (2002) reviewed the developments in the field of SHM
and its application to long-span bridges in the USA. Various SHM technologies were
reviewed and it was envisioned that the cost of the monitoring system were expected to
protect the much greater investment in the bridge construction and user costs. A series of
natural frequencies of the structure in intact and damaged states measured from an on-
line instrumentation system of a cable-stayed bridge were used in a multi-stage scheme
for damage detection (Ko et al., 2002). Based on changes of mode shapes, Huth et al.
(2005) proposed a damage indicator called mode shape area index for a prestressed
concrete bridge. Cruz and Salgado (2009) evaluated the performance of vibration-based
damage detection methods for bridges. The performance of the damage detection methods
were susceptible to noise and the effects of noise to the response of bridges were difficult
to predict. Bedon and Morassi (2014) conducted dynamic testing and parameter
identification of a base-isolated bridge, and highlighted the typical properties of this type
of bridge. The vibration characteristics and damage detection of a suspension bridge were
studied (Wickramasinghe et al., 2016). A mode shape component specific damage index
was proposed to detect and locate damage in the main cables of the suspension bridge. A
comparative study with different vibration-based damage detection methods were
presented (Das et al., 2016). Time series analysis was proved to be effective in the case

of damage detection that even small damages could be detected.
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2.2.2 Output-only bridge modal identification

Various methods have been proposed for bridge modal identification using vibration
responses. Without knowledge or measurement of the input excitation of the structure
under normal operating conditions, output-only modal identification techniques such as
stochastic subspace identification (SSI) (Boonyapinyo and Janesupasaeree, 2010),
frequency domain decomposition (FDD) (Brincker et al., 2001) and random decrement
technique (RDT) (Asmussen et al., 1998) have been extensively applied. The deviations
in modal properties (e.g., frequency changes, mode shape changes and mode shape
curvature changes) relative to the intact structure have been used for damage detection
(Fan and Qiao, 2011). Generally, white noise input is assumed in output-only
identification. Therefore, this approach does not comprise operational variations of
excitations and disregards the correlation between excitation processes at different
locations on the bridge (Chen et al. , 2009). The inclusion of vehicle-bridge interaction
information can reduce the uncertainties and enhance the accuracy of bridge dynamic
parameter identification (Kim et al. , 2011). Extensive studies have been done for
vibration-based bridge SHM and the methods based on VBI are the primary concern of

this thesis.

2.2.3 Importance of vehicle-bridge interaction to bridge structural health
monitoring

Generally, the process of vibration-based structural damage detection consists of
recording structural vibration, extracting modal properties and identifying damages based
on changes in structural dynamic properties. In vibration data recording, the source of
excitation can be generated from a specific vibrating machine (Farrar and Jauregui,

1998a), ambient loading (Zhang, 2007) or operational loading (Zhu and Hao, 2012).
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Among these three excitation sources, operational loading in the form of passing vehicles
has obvious advantages given that it does not require specific or expensive vibration
devices and it provides sufficient excitation forces compared to ambient loads.
Furthermore, it enables the monitoring of target bridges under operating conditions whilst
fulfilling the objectives of design verification, structural maintenance and traffic
management (Sumitoro et al., 2001). Because of these benefits, there has been a dramatic

increase of the interest in VBI-based bridge SHM.

When a vehicle crosses a bridge with an assumption that the wheels remain in contact
with the bridge deck, there is a complex dynamic coupling between the vehicle and the
bridge. The dynamic coupling is referred to as “vehicle-bridge interaction” (Yang and
Lin, 1995). Sensors can be installed on the different locations on the bridge to record
structural vibration responses. Structural dynamic properties can then be extracted for
structural damage detection. This kind of method is referred to as a “direct approach”. To
determine the structural modal parameters, many sensors must be mounted on the entirety
of the bridge structure. This process incurs high cost due to sensor installation and
maintenance. In the VBI system, the vehicle serves as a moving exciter to the bridge
structure and at the same time, it can be instrumented to form a moving sensory system.
Some researchers have proposed to install the sensors on the moving vehicle and to use
the dynamic responses from the vehicle to extract bridge modal properties indirectly
(Yang et al. , 2004; Yang et al. , 2009a; Oshima et al. , 2014; Marulanda, 2016). These
methods are referred to as “indirect approach.” Only a few sensors are needed to equip
the vehicle, and none or a few bridge instrumentation is required. The dynamic responses
from either the bridge structure or the vehicle can be used for structural identification.

The relatively low cost of VBI-based approach makes it an attractive option for bridge
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SHM. VBI-based bridge SHM can be classified into two types, i.e., direct and indirect,

which are discussed in Section 2.3.

23 Bridge structural health monitoring based on VBI

2.3.1 Direct approach

2.3.1.1 Structural health monitoring from bridge responses under traffic excitations

In VBI system, the vehicle moving along the bridge provides equal opportunities for
different locations to be excited. Piombo et al. (2000) studied the interaction between a
three-span supported bridge and a seven degrees of freedom (DOFs) vehicle. The
dynamic responses of the bridge excited by the vehicle were used to obtain the dynamic
properties using wavelet technique. Lee et al. (2002) measured the vertical accelerations
of the bridge deck under traffic conditions. The modal parameters were identified from
the vertical response measurements, and the parameters were utilised to develop a method
to assess damages based on neural networks. Carden and Fanning (2004) reviewed
different methods used for vibration-based structural condition monitoring. The modal
parameter shifts due to localised damage would be not sensitive or measurable for the
damage detection. Marchesiello et al. (2009) applied continuous wavelet transform and a
modified version of the stochastic subspace identification to extract the instantaneous
frequency of a bridge subjected to a crossing train. Lu and Liu (2011) used a response
sensitivity-based finite element model updating approach to identify both the bridge
damages and the vehicle parameters from the bridge dynamic responses. Gokdag (2013)
presented a method to identify cracks in a beam under moving vehicle. The method
utilised the difference of the measured and the calculated responses as the objective
function using the particle swarm optimization technique. Li et al. (2013) reported

improvement in damage detection on bridge infrastructures subjected to moving loads
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numerically and experimentally. The impulse response function of the bridge responses
was calculated and damage detection was conducted based on the response reconstruction.
O’Brien et al. (2015) used a method based on moving load identification to detect
structural damage, and reported that the load was sensitive to the local damages of the
bridge. Matarazzo and Pakzad (2016) introduced structural identification using
expectation maximization (STRIDE), and identified structural modal properties using the
dynamic responses of two actual bridges in ambient vibration conditions. The method
used Kalman filtering and Rauch-Tung-Striebel smoothing equations to produce
estimates of the unobserved states and identified the state-space modal parameters in an
iterative procedure. Multivariate statistical analysis techniques were applied to data for
the monitoring of a long-span arch bridge (Comanducci et al., 2016). The techniques that
were used included dynamic regression models, linear and local principal component
analysis (PCA), and combinations thereof (e.g. the combination of dynamic multiple
linear regressions and local principal component analysis). Bridge acceleration responses
were also used to identify parameters of moving vehicle (Wang et al., 2017). Particle filter
was adopted to estimate bridge pavement roughness using responses of sensor equipped

vehicle and vehicle mass was then estimated using bridge responses.

2.3.1.2 Bridge damage identification using advanced signal processing techniques

This section reviews some of the most extensively used signal processing techniques for
bridge health assessment. Traditionally, the fast Fourier transform (FFT) is used for
parameter identification from measured vibration response time history. FFT converts a
signal from the time domain to a representation in the frequency domain to obtain
structural frequencies. However, the damage information may be masked by different

errors during signal measurement if parameter identification is not properly conducted
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(Zhu and Law, 2016). To improve results, some recent studies used (a) the Hilbert-Huang
transform (HHT) and (b) wavelet analysis to extract useful damage features from the
measured responses. HHT, which was first proposed by Huang et al. (1998), is generally
recognized as an analysis tool for nonlinear and nonstationary signals. Data processing
with HHT consists of two stages: empirical mode decomposition (EMD) and Hilbert
spectral analysis. The EMD decomposes data into a finite set of intrinsic mode functions
(IMFs) usually arranged from high to low frequencies. Huang et al. (2005) adopted this
method for bridge structure health monitoring. Kunwar et al. (2013) applied HHT to
analyse data from sensors installed on the bridge deck. Damages were more easily

identified from sensors located closer to the point of damage.

Wavelet analysis is used to transform signals in time domain to time-frequency domain,
and this technique has been used for bridge damage identification. Zhu and Law (2006)
proposed a method based on wavelet analysis to identify cracks in bridge structures under
a moving load. The continuous wavelet transformation (CWT) of the response
measurements was used for locating the cracks and the damage index, formed from the
wavelet coefficient, indicated the extent of damage. The use of WT-related bridge damage
identification has also been reported by other studies (Hester and Gonzélez, 2012; Hester

and Gonzalez, 2017; Manuel et al., 2013).

2.3.2 Indirect approach

2.3.2.1 The identification of bridge modal properties using vehicle responses
Due to the obvious advantages of indirect bridge SHM methods over conventional direct
methods, recent research has focused on drive-by bridge structural identification. The

method of identifying bridge modal frequency from the dynamic response of a moving
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vehicle was first proposed by Yang et al. (2004). In their study, the vehicle was modelled
as a sprung mass system while the bridge was a simply-supported beam that yielded only
the first mode of vibration. The results ascertained that information about the natural
frequency of the bridge was contained in the vehicle’s dynamic response. Through further
investigation, Yang and Lin (2005) determined that the vehicle response in a VBI system
contained three frequency components, i.e., driving frequency, vehicle frequency, and
bridge frequency. Among these, bridge frequency is relevant to bridge SHM.
Experimental verification and further parametric studies were also conducted by the same
research group (Lin and Yang, 2005; Yang and Chang 2009a), which confirmed the
potential and feasibility of indirect bridge frequency identification. Moving on a rough
bridge deck, vehicle frequency usually appeared as a dominant peak in the Fourier
response spectra of the vehicle response which makes the bridge frequencies invisible.
Yang and Chen (2009b) applied EMD to pre-process the response data of a vehicle
passing over the bridge to generate the IMFs. Then, FFT was used to extract the bridge
frequency. Yang et al. (2012b) applied two connected vehicles and simulated their
dynamic responses as they passed over the bridge. By subtracting the acceleration
frequency spectrum of one vehicle from that of the other, a residual spectrum was
obtained where the vehicle frequency contributed from the road surface roughness had
been basically removed. Yang et al. (2013b) also used three different filtering techniques
to eliminate vehicle frequency and improve the identification of bridge modal frequencies.
Nguyen (2015) investigated the dynamic behaviour of a cracked beam when it was
excited by a moving vehicle and earthquake excitation. The appearance of cracks led to
changes in bridge natural frequency during vibration. The wavelet spectrum was used to
analyse the change in frequency. A modified SSI technique was proposed for the

extraction of bridge modal frequencies using an moving instrumented vehicle (Yang and
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Chen, 2015). A truck-trailer vehicle system with accelerometers installed at the axles of
the trailer was used to detect variations of damping of a bridge due to local damages
(Gonzalez et al. , 2012; Keenahan et al., 2014). Yang et al. (2019) identified bridge
damping ratio using a two-axle moving test vehicle, equipped with uniformly spaced

accelerometers and laser sensors.

A small number of researchers have estimated the bridge mode shapes from vehicle
responses. Techniques such as short-time frequency domain decomposition (FDD) and
Hilbert transform (HT) were adopted to extract bridge mode shapes from the response
measurements of the moving vehicles (Yang et al. , 2014; Malekjafarian and O'Brien,
2017). In short-time FDD, the quality of the estimated mode shape depended on the
singular value at a selected frequency obtained by the peak-picking method
(Malekjafarian and O'Brien, 2014). Of note, in this approach, some prior knowledge of
the modal frequencies was required. A method using a test vehicle consisting of a tractor
and two following trailers was proposed by Kong et al. (2016). The residual response
between the two trailers was obtained in the time domain instead of in the frequency
domain. Fast Fourier transformation (FFT) and short-time Fourier transformation (STFT)
were applied to the residual responses to identify the bridge modal frequencies and mode
shape squares, respectively. However, the extraction of bridge mode shapes was not
satisfactory. This proposed method was recently verified by using the measurement data
of an existing field bridge (Kong et al. , 2017). Two types of test vehicles were proposed
and compared for their capacity in bridge modal identification. Marulanda et al. (2016)
used two sensors — mobile and stationary — to record the acceleration of a simply
supported beam. The frequencies of the beam were easily obtained from the stationary
sensor, and the data from both mobile and stationary sensors were used to identify mode

shapes. The proposed ambient vibration-based modal identification method using mobile
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sensors was based on a matrix formulation of the natural excitation technique (NExT) (Ill,
etal., 1993; James et al. , 1995). However, the effect of the properties of moving sensor
was not studied, and the study did not consider vehicle-induced bridge vibration. Tan et
al. (2019) used vehicle responses to extract the bridge damping ratio and mode shapes by
the Hilbert transform. A low and constant vehicle speed was required for the identification

and higher damping affected the accuracy of the mode shape identification negatively.

Some relatively new indirect bridge SHM techniques have shown potential in structural
damage identification. Generalized pattern search algorithm was successfully applied to
identify bridge stiffness and to obtain modal frequencies from vehicle responses (Li et
al. , 2014). Lederman et al. (2017a) proposed a novel supervised-classification-based
method to monitor rail infrastructure from the acceleration records of the train’s cabin in
its revenue-service. A new feature extracted from vibration signals, signal-energy, was
the most effective, compared to temporal-frequency, spatial-frequency and spatial-
domain for detecting track changes in simulations as well as operational data. They also
proposed a sparse method to analyse vibration data collected from the operational train
(Lederman et al., 2017b). This method detected the magnitude and location of bumps,
which were used as indicators of the state of the tracks. These two methods (i.c.,
supervised-classification and sparse) emerged as promising approaches to help enable
bridge monitoring by using in-service vehicles. Kim et al. (2017) conducted an
experimental verification using moving vehicles as sensors to extract bridge frequencies.
They also studied the changes of spectral distribution pattern due to damages on the

bridge.
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2.3.2.2 Bridge damage detection using the instrumented vehicle as a moving sensor

1) Response-Based Methods

A new method based on wavelet transform was presented for detecting damages in a
multi-cracked beam from vehicle dynamic response (Nguyen and Tran, 2010). The cracks
were identified via small distortions in the dynamic response. The crack locations were
determined from the locations of the peaks in the wavelet transform of dynamic response.
However, roughness was not included in the vehicle-bridge system. Similarly, Khorram
et al. (2012) used the wavelet-based damage detection approach and compared the
effectiveness of determining damage from fixed (sensors installed on the bridge) and
moving (sensors installed on the vehicle) systems. Their results showed that the moving
sensor was more effective than the fixed one. Zhang et al. (2012) installed an
accelerometer on a moving robot equipped with a tapping device to get health information
of the bridge deck basing on extracted mode shape squares. Furthermore, the operating
deflection shape of the bridge was extracted using a moving device (Zhang et al. , 2013),
and its curvature for damage detection was obtained via a pre-filtering based on wavelet
decomposition. Kim et al. (2014) validated the potential of bridge condition assessment
by comparing patterns of dynamic parameters that have been periodically monitored
using a drive-by inspection system. Chen et al. (2014) applied a multiresolution
classification framework with semi-supervised learning on graphs to the indirect bridge
structural health monitoring. Kong et al. (2014) proposed a bridge damage detection
method based on the response transmissibility of moving vehicles in the VBI system. Two
moving sensors were used to record the dynamic response of the sensing vehicles when
the bridge was subjected to traffic excitation. Damage indicators were constructed and
compared based on the transmissibility from both bridge and vehicles. O'Brien et al.

(2017) applied EMD to analyse vehicle speed pseudo-frequency component extracted
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from vehicle response. They pin-pointed damages on the bridge by checking the
difference of Intrinsic Mode Functions (IMFs) of the responses before and after the
occurrence of damage. Zhang et al. (2018) extracted the driving component of the contact-
point response and calculated the instantaneous amplitude squared (IAS) using Hilbert

transform. The IAS peaks were used as the indicators of crack locations.

2) Model-based damage detection method

Of note, it has been observed that variations in bridge responses due to damage were
enlarged by moving loads (Bilello and Bergman, 2004). The sensor on the moving
vehicle collects data at different locations along the structure. This means that damages
in a region passed by the vehicle can be identified with greater accuracy. Bu et al. (2006)
proposed a method to directly use the acceleration time histories of vehicle in a
sensitivity-based model updating method. The damage index, which was defined as the
flexural stiffness reduction, was identified with good accuracy. Furthermore, Li and Au
(2014) presented a multistage damage detection method using the modal strain energy
and the genetic algorithm. O’Brien et al. (2014) developed a drive-by highway bridge
inspection system by analyzing vehicle acceleration responses using moving force
identification technique. The bridge surface roughness and the bridge stiffness were
obtained. This method was further verified by experimental study in laboratory
(McGetrick et al., 2015). Results indicated that an instrumented vehicle had potential to
be an economical approach for periodic checking of stiffness of short- to medium-span
bridges. Zhu et al. (2018) proposed an approach to identify local anomalies in a bride
using an instrumented vehicle as a moving sensory system. Interaction forces were
obtained from the measured axle and body accelerations of the vehicle. Results further
showed that interaction forces were more sensitive to local damages than acceleration

responses from the vehicle. Malekjafarian et al. (2015) and Yang and Yang (2018)
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performed critical reviews of indirect methods for bridge SHM, and the potential of
indirect methods was well illustrated. Some challenges, such as the road profile, the
limited VBI time and environmental effects, needs to be overcome for successful

implementation of drive-by inspection in practice.

2.3.3 Wireless sensory network for vehicle-bridge structural identification

Mobile sensors simultaneously record data in time while moving in space. This feature
allows mobile sensory systems to provide rich spatial information with fewer sensors than
fixed systems. Moreover, the availability of spatial information significantly enhances the
accuracy of structural health assessment. Kim and Kawatani (2008) proposed a simplified
VBI model using a pseudo-static formulation by removing the stationary assumption to
detect changes in bridge element stiffness. The method of Kim and Kawatani (2008) was
later verified in a laboratory study (Chang et al., 2014b). Meanwhile, Chen et al. (2009)
proposed a video-assisted approach to obtain traffic information. Data of passing vehicles
were incorporated with acceleration responses collected from the bridge deck to evaluate
structural properties. Caicedo and Casas (2013) used mobile sensors to collect dynamic
structure properties with enhanced spatial resolution. With this method, mode shapes with
high spatial density were extracted using a reduced number of sensors. Zhu et al. (2010)
developed a novel SHM approach using an specially designed mobile sensing node. The
effectiveness of the mobile sensory network was first validated through damage
identification on a steel frame, and its performance was further assessed through modal
identification of a field pedestrian bridge (Zhu et al. , 2012). The system was proven
capable of structural modal identification by measuring vibrations in discrete points. A
mobile sensing platform using sensor cart was developed for identifying structural

dynamic properties. The Truncated Physical Model was proposed to process mobile
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sensor data and the Structural Identification using Expectation Maximization algorithm

was selected to identify the modal parameters (Horner et al., 2015).

For the implementation of the mobile wireless sensory system in the bridge-vehicle
system identification, Kim et al. (2011) explored the truck-based mobile wireless sensor
network to identify the dynamic interaction between the bridge and vehicle. Wireless
sensors were installed on both the moving truck and bridge to obtain time-synchronized
VBI dynamic data. The dynamic characteristics of the bridge and the time varying
vehicular loading imposed on the bridge were isolated using a two-stage system
identification approach (Kim and Lynch 2012). Bridge dynamic parameters were
identified using the free-vibration responses of the structure in the first stage. In the
second stage, the vehicle and bridge responses measured during interaction were used to

estimate the load matrix of the system.

24 Time-varying behaviour of the vehicle-bridge interaction system

The VBI-based approach enables monitoring and assessment of target bridges under
operational conditions. For the majority of indirect bridge frequency identification, the
frequencies of the vehicle and bridge are assumed constant. However, this assumption is
appropriate only when the VBI effect is negligible. If vehicle mass were substantial
compared to the bridge mass — for instance, in the case of a heavy vehicle passing over a
short-span bridge — system frequency variation due to VBI must be taken into account.
Several experimental investigations (Farrar et al., 1997; Zhang et al., 2002; Kim and
Lynch, 2012) have confirmed that significant variation in bridge frequencies occur due to

vehicular loadings.
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Significant research efforts have been devoted to evaluate the measured instantaneous
bridge frequencies in the VBI system. Li et al. (2003) theoretically studied the natural
frequency of railway girder bridges under vehicular load. Bridge frequency varied
periodically as the vehicle passed over it. Kim et al. (2003) studied the effect of vehicle
mass on the bridge natural frequencies under traffic-induced excitation. A change of 5.4%
in the natural frequencies was noted in the monitored short span bridge with a 3.8%
vehicle-to-bridge mass ratio. Law and Zhu (2004) studied the effect of bridge cracks on
instantaneous frequency under moving vehicular loads. The frequency variations due to
a moving mass and a moving oscillator were compared. The changes were sensitive to
the mass of vehicle as well as the frequency ratio of the vehicle and bridge. Yang et al.
(2013a) presented a theoretical framework with closed-form solutions on the
instantaneous frequencies of the VBI system considering only the first bridge vibration
mode. Both the vehicle and bridge frequencies varied in a roughly half sine wave form
with respect to vehicle location. A larger vehicle/bridge mass ratio yielded larger
frequency deviations. When the vehicle-bridge frequency ratio was close to unity, the
vehicle and bridge frequencies deviated drastically from their natural values. Chang et al.
(2014a) studied the variability in bridge frequency due to a parked vehicle theoretically
and experimentally. The frequency variation should be considered in bridge-related
engineering. Cantero et al. (2017) conducted field tests on the evolution of bridge modal
properties (bridge frequencies and vibration modes) during the passage of truck. They
also assessed the non-stationary and non-linear features of the vehicle responses in a VBI
test bed (Cantero et al., 2019). Despite the abovementioned efforts, the non-stationary
properties of bridge vibration under passing vehicle that results to the time-dependent
system frequencies are not yet fully explored and elucidated in bridge SHM (Xiao et al.,

2017).
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2.5  Summary

This chapter provided an overview of the field of VBI-based bridge SHM. Indirect
methods have potential to provide richer data over direct methods with lower installation
and maintenance cost. Among different approaches, vehicle-based drive-by health
monitoring systems emerged as a cost-efficient way to monitor the bridge infrastructures.
However, vehicle-based monitoring has several key problems. Particularly, the bridge-
vehicle system often exhibits nonstationary features due to the interaction. Also, the
existence of road roughness obfuscates the determination of bridge frequency.
Furthermore, the signals captured from the passing vehicle is naturally noisy, and
inclusive of VBI data that is not necessary for bridge SHM. These limitations due to noise,
roughness, and time-variance of signals must be overcome so that drive-by bridge

inspection can be reliably implemented in practice.
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CHAPTER 3 Indirect bridge modal parameters identification with

short-time stochastic subspace identification

3.1 Overview
This chapter presents indirect bridge modal identification using vehicle responses. A new
method called STSSI is proposed to identify the bridge modal frequencies and mode

shapes.

Stochastic subspace identification is widely used for operational modal analysis to
capture structural dynamic parameters from bridge responses only (Hong et al., 2012).
Meanwhile, Reference-based Covariance-Driven SSI (Ref-SSI) was developed (Peeters
and De Roeck, 1999) to obtain global structural mode shapes. In this approach,
measurements from a large structure are divided into multiple setups with overlapping
reference sensors. Stabilization diagrams are used to separate the true system poles from

the spurious numerical poles.

In this chapter, the reference-based stochastic subspace identification method is combined
with a rescaling procedure to obtain bridge mode shapes from acceleration responses of
a stationary as well as a moving instrumented vehicle. The methodology is as follows:
the stationary vehicle serves as the reference sensor, whereas the moving vehicle serves
as the sensor moving over the deck. External excitations such as ongoing traffic and wind
load are considered as white noise excitations at bridge supports. Measurements from the
two vehicles are divided into segments corresponding to the same number of physical
segments of the deck. The local mode shape values for each bridge segment are obtained

from the corresponding measured data segment. These values are rescaled to get the
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global mode shape vectors. The effectiveness and performance of the proposed strategy

are investigated numerically.

The rest of this chapter is organised as follows: First, the modelling of the VBI system is
presented considering the extra support excitations followed by the derivation of the state
space formulation of the VBI system. Then, the identification of bridge mode shapes from
multiple measurement setups using Ref-SSI is reported. Finally, numerical case studies
are conducted to demonstrate the overall effectiveness and performance of the proposed
strategy. The effect of different vehicle speeds and physical parameters of vehicle on the

identified results are evaluated.

3.2 Vibration of the vehicle-bridge system

3.2.1 Equation of motion of the vehicle

Considering a VBI system as shown in Figure 3.1, the vehicle was modelled as a single-
degree-of-freedom (SDOF) quarter-car model and the bridge deck is simulated as a
simply supported Euler-Bernoulli beam. The vehicle was assumed to move along the
bridge deck at a constant velocity v. The equation of motion for the vehicle can be written

md, (O)+c,d, () +kd ()= le.[d,(e.) - O]+ h Jd, o +r@)]L_, G

where m,,, k,,, ¢, are the mass, stiffness and damping of the vehicle respectively, d,,(t)
is the vertical displacement of the vehicle, dj, (x, t) is the vertical displacement of the
bridge at the contact point x and time ¢, and 7r(x) is the road surface roughness with

r'(x) = dr(x)/dx.
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3.2.2 Equation of motion of the bridge deck
According to the Euler-Bernoulli beam theory, the governing equation for flexural

vibrations of a bridge deck under a moving vehicle can be written as (Yang et al. 2020):

4 2
E]8 d,(x,1) +p8 d,(x,1) +y6dba(;c,t) _

Py o —F(t)o(x—vi) (3.2)

where E is the Young’s modulus of a material, I is the moment of inertia of deck
cross-section, E1 is the flexural rigidity of deck, p is the mass of the material per unit
length, u is the viscous damping parameter,F (t)is the interaction force between the
bridge and vehicle with F(t) = m,g + m,d,(t), where g is the acceleration of

gravity, and § is the Dirac function.

The displacement response of the deck can be expressed with modal superposition

(Clough and Penzien, 2003)

4,50 =Y 40 (3.3)

2 i Y .
where n is the number of modes considered. ¢ (x)= T sm% e R™ is the ith
yo)
vibration mode shape, and 73(?) is the ith modal coordinate. L is the length of the beam.

Substituting Eq. (3.3) into Eq. (3.2) and applying the orthogonality conditions of

vibration modes, Eq. (3.2) becomes

7,(0) + 28,07, + @' 1,(t) =—F () d,(v0) (3.4)

L o\4
where 26.@) =t/ p and o’ = ﬂ(%) .
P
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A bridge deck is subjected, in general, to multiple excitations which may include the
ongoing traffic, ground motion, wind excitation, and others. In this study, these

excitations were modelled as white noise time series applied at the right and left bridge
supports denoted as cfr (¢) and d , (1), respectively. The equation of motion for the ith

vibration mode of the deck subject to a moving vehicle and support excitations can be

written as

7,0 +28,017,(0) + @ 1,(t) =—F ()¢ (vt) + P() (3.5)

where P (1) = —d',mip(l = () dv éi,.(t)Ip%ﬁ-(x) dx

Combining Eq. (3.1) and Eq. (3.5), the equation of motion of the VBI system can be

obtained in matrix form as

Md+Cd+Kd=F (3.6)
in which
[1 0 0 mvd)l(x)]
0 1 0 myp,(x)
M=]: : 0 : , C=
0 0 - 1 mypu(x)
00 0 0 m,
20w, 0 0 0
0 2(20)2 0 0
: : 0 : s
0 0 20, wy, 0
—Cph1(x)  —Cppa(x) —CpPn(x) ¢
[ wf 0 0 0 ]
0 w3 0 0
K= : : . 0 : ,
[ . 0 ' 0 a)Tzl 0 J
—CpP1 () —kyp1(x)  —cppa(X)—kypa(x) —cvgbn(x)—kvqbn(x) k,
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m.(t) [ —¢1mug + Pi(1) ]
4 [Uz_(t)} . _¢2mvg + P,(t)
[nn.(t)J ’ _d)nmvé + Pn(t)
d,(t) k,r(x) + c,vr'(x)

The dynamic response of the vehicle can be calculated as the “measured” data by time-
stepping integration from Eq.(3.6) using the explicit Newmark-B method (Liu et al.,

2014a). The measured data are used to estimate the bridge modal parameters in this study.

3.2.3 Road surface roughness

Bridge surface roughness has great effect on indirect bridge modal identification. To
better simulate the VBI system, road surface roughness is considered and described by a
periodically modulated random process. It is specified by its power spectral density

function (PSD) given by (ISO 8608)

Ga(ns) = Ga(ng) - (ng/ne)™ (3.7)

where ny (= 0.1 cycles/m) is the reference spatial frequency; w is the exponent of the
PSD, and ng is the spatial frequency (cycles/m). The value of G,;(n,) gives an estimate
of the degree of the roughness of the road. This classification is made by assuming a
constant vehicle velocity PSD and taking w equal to 2. Based on this ISO specification,
the road surface roughness in time domain can be simulated by applying the inverse fast

Fourier transformation on G, (ng) (Henchi et al., 1998)

r(x) = Zévzfl /4Gd(ns,i)An cos(2mn;x + 6;) (3.8)

where ng; = iAn is the spatial frequency, An = ﬁ; A is the distance interval between
f

successive ordinates of the surface profile; Nf is the number of data points and 6;1s a set
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of independent random phase angle uniformly distributed between 0 and 2m. Different
classes of road surface are given in the standard, and thus Class A and Class B surface

roughness were considered in the simulation.

33 Formulation of VBI system in state space
The VBI model in state space is introduced in this section (Van Overschee and De Moor,

2012). When written in state space, Eq. (3.5) becomes

a0 [ 0 I, Mm@ [0 dm| [0 0
{ﬁaH— o, —242@1,}{11@} {mvlj[o “’(”)]{av(z)Hm;jg“’ (”)J{P@}

(3.9)
wheren(®) = [m(@®) - m() - na()] € R,
Qt) = [p1(vt) - pi(wt) - Pa(VE)] € RM,
P(t) = [Pi(t) - Pi(t) - Py(t)] € R™, and I is a unit matrix of size n.
Eq. (3.9) can then be written as
X(f) = A X(t) - BL(t)Z(t) + B.g®(vt) + P,(?) (3.10)
where
X( t):{r_l(t)}e B 70 - {c{v(z)}e R, AL { o I, }G Rowean
n() d,(1) —o’l, -2¢ol,

von

0 2 _ x2 _ 0 2nx1
n=| 0 er o= ater 0| <7
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Incorporating an exponential matrix for transformation, Eq. (3.10) can be rewritten in a

discretised recursive form as

X,.,, =AX, -BL,Z, + Bg®, + P, (3.11)
where A =exp(A,-Af), BL, =A.'(A-1)B,L(#), P, = A.'(A-DP,(¢) and A is
the time step interval. The second term on the right-hand side of Eq. (3.11) is the system

input related to dynamic response Z, of the moving vehicle. The third term is the input

related to the mass of the vehicle, and the fourth term is the ambient excitation. This

study simulated a light vehicle with significantly smaller excitation than on-going traffic.
The ambient excitation P, , which may consist of the on-going traffic excitation, was the

dominant factor. The last three terms on the right-hand side in Eq. (11) can then be

approximated by a stochastic process V.

Substituting Eq. (3.3), Eq. (3.1) can be written in the state space as

do| [ o0 1 | [0 0 v (vr) ® (vr)|(m@)

d @) |~k im, —c/m||d®f |c/m kim | ® () 0 ||0@)
N 0 0 r(vt)
k,/m, cyv/m, | r'vt)

(3.12)

or

2(f) =D Z(t) + E ® ()X(t) + ER(f) (3.13)
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. d (1) 0 1 0 0
with Z(t)=<." ,D = R** ,Eq = R*™*,
) {dv(t)} Tk im, —cv/mv}e ¢ [ }

V' (v)) @ ()|

D.0)=| eR** , F, = 0 0 e R*? and
@ (vr) 0 ] C Ak /m, cyvim,

Ry ={ " L g
r'(vt)

Eq. (3.13) can be discretised as

Z,.,=DZ +E® X, +FR, (3.14)

k+1
with D =exp(D, -At), E®, = D;1(D — DE.®.(t) and F=D,'(D-1)F,.

Let Y, =Z, ,—-DZ and E®, = Hj, and the road surface roughness related term, FR , ,

is represented by a random stochastic process W,. The equation of motion for the VBI

system in state space can be written as
X, =AX, +v, (3.152)

Yk = Hka + W (315b)
The bridge modal frequencies can be obtained from the vehicle responses in Eq. (3.15)

using the SSI method.

34 Identification of bridge mode shapes with a stationary and a moving sensor

The application of the Ref-SSI method (Peeters and De Roeck, 1999) requires dynamic
responses at different locations of the structure to provide sufficient spatial information
to identify bridge mode shapes. In this study, the presence of a large group of sensors

along the deck was mimicked using two instrumented vehicles. One vehicle, which was
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located at a pre-selected location on the deck, served as the reference sensor. Another
vehicle moved over the deck with a constant velocity. The bridge length was divided into
N physical segments. Signals from these two vehicles were also divided into N
corresponding segments. The signal from each segment of the deck was assumed to
represent the local dynamic behaviour of the deck. Two signal segments from the two
vehicles form a pair of data record, and consequently there were N pairs of records. All

the observed output were put together as

Y(l,mf) Y(Zaref) Y(j,ref) Y(Naref)
Y = Y(l,mov) Y(Z,mov) o Y(j,mov) Y(N,mov) (3 1 6)

Record 1 Record 2 Record j Record N

where, YUT€f) and YU™moV) are the observed output vectors from the reference and the

moving sensors of the jth segment of the deck, respectively.

Excitation within the duration of each record was assumed stationary within the short

period of measurement. The state space formulation of the system including the deck, the
reference vehicle and the moving vehicle for the j## data record ( j=L..,.N ) can be

written as
Xl(cj-l)-l — KX,((D + VIEJ')
Ylgjﬂ”ef) — H(j,ref)xl(cf) (3.17)
Ylgj,mov) _ H(j,mov)xl(cf)

where X, is the state vector at time instant k£, HY"¢) is the observation matrix from the

reference sensor, HV"*" is the observation matrix from the moving sensor, A is the state

(J.ref)
k

v j,mov)] is the vector
k

transition matrix, V, is the unknown stationary noise and Y/ =(
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of observed output. Due to the stationary assumption, the observation matrix in Eq. (3.17)

becomes time-invariant within each record segment.

The Ref-SSI is then applied to the system in Eq. (3.17) in the following steps:

1) Determine the output covariance matrices between all outputs and references by
R = B[V V') (3.18)
2) Form a block Toeplitz matrix using the covariance matrices
(R ORY e R
ref ref ref
T/ = | Ri1 R w Ry | (3.19)
ref ref ref
l Ry~1 Ry, o Ry J
The block matrix can then be decomposed as
H—
7 = HA |@-1¢ A2 - AG @ =0T (320
HKi—l
where C;ef = (Ai"1G Ai“2G -+ AG G) is the controllability matrix, G =
T .
E[Xy41 Y,Eref ) ]and0; = (H HA -+ HA1)T is the observability matrix.

3) Calculate the observability matrix O; and controllability matrix € :ef by applying

the singular-value decomposition to the block Toeplitz matrix

T

ref _ T _ U U 0 Vl
7 = Usv’ = (U, U,) (0 0) <V£ (3.21)
where U and V are orthonormal matrices and § is a diagonal matrix containing the
singular values in descending order. The zero singular values and corresponding singular

vectors are omitted in Eq. (3.21). Matrix §; is diagonal, containing non-zero singular

values. Matrices U, U,,V, and V, are portions of U and V related to 4, respectively.
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The system order can be determined by inspecting the number of non-zero singular values.
A stabilisation diagram is constructed to eliminate spurious mode due to noise. Inspection

on Egs. (3.20) and (3.21) gives
0, = U,s? (3.222)
=77 (3.22b)
Once 0; and C?ef are obtained, the state matrix A can then be retrieved to obtain the

eigenvalues and eigenvectors (/1_]-,([),1" ;) of the system (Dohler et al., 2010).

The Reference-based SSI method was applied to each data record j (= 1,..., N) to obtain
the local mode shape values at the mid-point of each deck segment. Since the reference
sensor is the same for all records, the observation matrix /7 “¢’ was the same for all

measurement records.

A progressive rescaling procedure was developed to identify the global mode shapes. This
procedure is similar to the normalization procedure in experimental modal analysis of a
structure. After the local mode shape values of each segment are obtained, they are re-
scaled with respect to the reference DOF to form the global mode shape. For example,
when the bridge is divided into five segments as shown in Figure 3.2, data from the two

vehicles is likewise divided into five pairs of data records. For the first data set, the local
mode shape value for the first bridge segment and reference location are @, ; and @, .,

respectively. If the reference sensor is located at the middle of the first segment, the local
mode shape values of the first data set from the moving and reference sensors are
measured at the same time. Therefore, they can be treated as the global mode shape values

with @1 ~ ®,..;. For the second data set, the local mode shape value for the second and

reference segments are obtained as @,, and @, ., respectively. To obtain the global
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. . . L
mode shape of the second segment ®,, a rescaling factor is used with @, = —f(P2,2~

2,ref
The calculated local mode shape value in each segment can be rescaled to the global

values as

(I)ref .
O, =g, (j=23-N) (3.23)

Jjiref

where (I)] is the global mode shape value for the jth segment. The accuracy of this

approach depends on the number of sub-divided segments of the recorded signal.
Therefore, a suitable number of segments must be chosen to balance the required spatial

information for the analysis and the accuracy of the identified global mode shapes.

3.5  Numerical simulations

The numerical example by (Yang and Chen, 2015) was adopted to validate the proposed
method. In this study, damping of the bridge was neglected because it was insignificant
to the forced vibration of the bridge under moving vehicle action (Yang et al., 2014). The
physical properties of the undamped bridge were: L = 30 m,p = 10700 kg/m,I =
0.494 m*,E = 29.43 GPa. The first three modal frequencies of the bridge were 2.03,
8.12 and 18.27 Hz. The properties for the undamped vehicle were: m,, = 100 kg, k,, =
170 kN /m. The modal frequency of the vehicle was 6.50 Hz and its speed was 2 m/s.
Data sampling was 15 seconds at the rate of 1000 Hz. The amplitude of ambient excitation
at the support was 0.02 m/s?. These abovementioned parameters are adopted throughout

the study unless otherwise stated.
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3.5.1 Modal frequency identification using one instrumented vehicle

A previous study (Chang et al., 2010) emphasized that vehicle response is sensitive to
bridge surface roughness. Therefore, Classes A and B road surface roughness were
considered in this study. The vehicles start moving 50 m from the bridge entrance,
wherein the road surface roughness is assumed the same as that of the bridge. The
dynamic responses of the vehicle are given in Figure 3.3(a), and the corresponding spectra
are shown in Figure 3.3(b). The vehicle frequency is noticeably dominating the spectra.
The peak-picking method for FDD was insufficient to obtain the bridge modal
frequencies from the spectra. The stabilization diagram with Class A road roughness from
the SSI analysis shown in Figure 3.4(a) features the first two bridge modal frequencies as
well as the vehicle modal frequency. The third bridge modal frequency was, however, too
small to be distinguished. When the vehicle moves on deck with Class B road roughness,
the stabilization diagram in Figure 3.4(b) shows only the vehicle frequency, and the

bridge frequencies are not present.

3.5.2 Identification of bridge mode shapes using two instrumented vehicles

The acceleration responses from sensors on both vehicles were analysed. The reference
vehicle was located at mid- and quarter-span to capture a large modal amplitude to
identify the first and second mode shapes, respectively. This segmentation scheme was
selected to ensure that the vibration amplitude at the midpoint of each segment is not
equal to zero. This configuration was adopted in this study unless otherwise stated. The
Modal Assurance Criterion (MAC) was used to compare calculated and theoretical mode

shapes.

3.5.2.1 Two vehicles on a smooth road surface
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In the first case, the bridge deck was divided into five and nine segments. The dynamic
responses of the two vehicles and their spectra with the smooth deck are shown in Figure

3.5. The two time histories were likewise divided into five and nine segments, and the
corresponding (I),ef are q)3,ref’(1)5,ref at mid-span, respectively. For the identification of
the second mode shape, the dynamic responses of the two vehicles were divided into six
or ten segments, and the corresponding (I)ref are (I)Z,,ef,q)é‘,,,ef at quarter-span,

respectively.

The Ref-SSI method was applied to each data segment to obtain the local mode shape
value at each bridge segment. The first and second mode shapes, identified after the
rescaling process, are given in Figure 3.6. Excellent agreement was found for the first
mode shape with MAC values equal to 0.998 and 0.999 for the cases with five and nine
segments, respectively. For the second mode shape in Figure 3.6 (b), the agreement
between the theoretical and identified results was slightly poorer. It was, however, noted
that the MAC value increased as the number of segments increased. It may be concluded
that a suitable number of segments must be selected to balance the need of spatial

information and the accuracy of the identified mode shapes in the analysis.

3.5.2.2 Two vehicles on a rough road surface

The effects of Class A and Class B bridge surface roughness were studied using nine and
ten segments for the first and second modes, respectively. The dynamic responses of two
vehicles with Class A surface roughness when the reference vehicle was at mid-span of
the deck are shown in Figure 3.7. The identified first mode shape is given in Figure 3.8(a).

The MAC value slightly decreased with roughness. The identified second mode shape is
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given in Figure 3.8(b), likewise the MAC value slightly decreased with roughness.
However, when a Class B bridge road surface roughness was considered, the MAC values
for the identified first and second mode shapes were 0.7409 and 0.4843, respectively,

indicating poor agreement of calculated and theoretical results.

3.5.2.3 The effect of measurement noise

The realistic vehicle-bridge system with “contaminated” measurements (i.e., noisy) was
studied in closer detail. The VBI system with Class A bridge surface roughness was
studied using nine and ten segments for the first and second modes, respectively. White
noise was added to the calculated acceleration response of the vehicle to simulate the

contaminated measurements as

ach = accéal +Ep ° ]voise ° O‘(aCC(;a,) (3 24)

where dCC, is the calculated acceleration response, E;, is the noise level, N,;, is a

vector consisting of random values with zero mean and unit standard deviation, and
o{accca,) is the standard deviation of the calculated acceleration response. Three noise

levels, i.e, 5%, 10% and 15%, were considered. The corresponding signal-to-noise ratios

were 26, 20 and 16, respectively.

The first and second mode shapes identified from the proposed method are shown in
Figure 3.9 (a) and (b), respectively. Of note, the accuracy of the identified mode shapes
decreased as the noise level increased. When the noise level was less than 10%, the
accuracy of the identified mode shapes was acceptable and the MAC value (0.990) was

at the lowest. When the noise level was 15%, the dynamic information of a few bridge
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segments was masked by the noise effect, and the overall mode shapes cannot be
identified. It may be concluded that the noise effect must be minimized before the

proposed method is applied to enhance accuracy.

3.5.3 The effect of moving speeds and vehicle parameters
Class A road surface roughness and 5% white noise were applied in all numerical studies

in this section unless otherwise stated.

3.5.3.1 Effect of the vehicle speed

Moving speeds of 2, 4 and 6 m/s were studied. The sampling frequency was 1000 Hz for
2 and 4m/s, and 3000 Hz for 6m/s to ensure sufficient number of data in the sub-divisions.
The identified first and second mode shape value for each segment are shown in Figure
3.10 (a) and (b), respectively. When the moving speed was increased to 4m/s, the MAC
values were 0.979 and 0.987 for the first two mode shapes, respectively. When the speed
was 6 m/s, the MAC values were 0.953 and 0.923. All the MAC values were larger than
0.9, and they notably dropped with increasing speed. It may be concluded that a low
vehicle speed may be advantageous to the identification of mode shapes using the

proposed indirect method.

3.5.3.2 Effect of vehicle parameters

Previous studies on this topic have shown the feasibility of the proposed method to obtain
the bridge modal shapes from measured vehicle responses. The effects of vehicle

parameters on the identification are discussed in this section. There are three parameters
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in the SDOF vehicle model, i.e. mass m, , stiffness k, and damping c,. Eq. (3.1) can be

rewritten as

m,d,(6)+c,d,(0) +kd, (@) = f,(0)+ £,(0) (3.25)

where f,(t)=le,[d, (e 0]+ k[d, 0]}, and f.@O)={c[vP @1k [r0), . The

response spectrum of the vehicle can be obtained as
D, (w) =H (W)F,(w) +H (W)F,.(w) (3.26)

m

where H (w)= is the frequency response function of the vehicle.

1-w” +2jEww

@, =,/k,/m, and & = > Y are the vehicle frequency and damping ratio respectively.
mw

F,(w) is the input spectrum due to the bridge vibration and F.(W)is the spectrum due to

the road surface roughness.

Figure 3.11 shows the amplitudes of the frequency response function with three different
damping ratios (0.1, 0.25 and 0.5). The frequency ratio is defined as the ratio between the
excitation frequency and the vehicle modal frequency. For the vehicle to effectively
capture bridge vibration components, it is preferable that the dynamic magnification
factor (DMF) is not less than unity. Figure 3.11 shows that when the frequency ratio is
less than 0.2, the DMF was almost unity and the effects of damping can be neglected.
When the frequency ratio ranged from 0.2 to 1.5, a larger damping ratio notably led to a
smaller dynamic magnification factor. When the frequency ratio was larger than 1.5, the
magnification factors were all less than unity. The effect of damping ratio became

negligible when the frequency ratio continually increased up to 2.0. These results indicate
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that the selection of vehicle parameters should be considered carefully for a good

identification accuracy.

Another study on the effects of vehicle parameters was also conducted. The reference
vehicle was at mid-span and quarter-span the identification of the first and second mode
shapes, respectively. Cases with nine and ten segments were studied. Class A road surface

roughness and 5% noise were considered, and the sampling rate was 1000 Hz.

a) Effect of vehicle mass

Three vehicle masses, i.e., 100, 200 and 500 kg, were studied. Vehicle speed was

maintained at 2.0 m/s. The corresponding mass ratios between the vehicle and the bridge

deck were 3.12x107", 6.23x10™* and 1.56x107, respectively. The frequency ratios
between the fundamental frequency of the deck and the vehicle frequency were 0.31, 0.44
and 0.69 for the first bridge frequency, and 1.24, 1.75 and 2.77 for the second bridge

frequency.

The identified results are presented in Figure 3.12 (a) and (b). The identified first mode
shape from the 100 kg vehicle was closer to the true mode shape than those from 200 and
500 kg vehicles. The MAC values were 0.998, 0.997 and 0.991 for 100, 200 and 500 kg
vehicles, respectively. The MAC value of the first mode shape notably decreased as
vehicle mass increased. This was due to the proximity of the bridge and vehicle modal
frequencies making the identification difficult. Results for the second mode shape were
similar as shown in Figure 3.12 (b) with the corresponding MAC values equal to 0.995,
0.991 and 0.992, respectively. Figure 3.13 clearly shows that the dynamic magnification
factor is reduced when the frequency ratio increases within the range of 0.2 to 1.5.

Furthermore, Eq. (3.9) implies that the effect of the vehicle mass on the total excitation
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term cannot be ignored when it is large. Overall, the results suggest that a lighter vehicle

should be used with the proposed method.

b) Effect of vehicle stiffness

Three values for vehicle stiffness were studied, i.e., 70, 340 and 700 kN/m), while vehicle
mass, damping ratio and moving speed were maintained at 100 kg, 0.10 and 2.0 m/s
respectively. The three vehicle stiffness values corresponded to modal frequencies of 6.50,

9.19 and 13.19 Hz, respectively.

The identified first and second mode shapes are shown in Figure 3.13 (a) and (b),
respectively. The MAC values for the first mode shape were 0.998, 0.996 and 0.999,
respectively, which matched well with the true values. The MAC values for the second
mode shape were 0.995, 0.982 and 0.977. Results show that MAC value decreased when
the vehicle stiffness increased. This is because the vehicle with the high stiffness also
captures the high frequency noise that includes the effect of road surface roughness. This

effect has been shown as the second term in Eq. (3.26).

c) Effect of vehicle damping

Three different damping ratios were studied, i.e., 0.10, 0.25 and 0.40. The vehicle mass,

stiffness and speed were 100 kg, 170 kN/m and 2.0m/s, respectively.

The identified first and second bridge mode shapes are presented in Figure 3.14 (a) and
(b), respectively. The identified results in Figure 3.14(a) were very close to each other
with a high MAC value relative to the theoretical ones. In this study, the frequency ratio
was 0.31, and the effect of the damping ratio was negligible as shown in Figure 3.11. The
identified second bridge mode shape is shown in Figure 3.14 (b). The frequency ratio

corresponding to the second bridge frequency was 1.24 with a magnification factor close
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to unity as shown in Figure 3.11. When the damping ratio is considered, the accuracy of

the identified results decreases with larger damping as discussed in Section 3.5.3.2.

3.6 Summary

The effectiveness of a multiple-setup Reference-based SSI method to identify the bridge
modal parameters using two instrumented vehicles was proposed and numerically
evaluated. In this method, one vehicle remained stationary during the whole procedure as
the reference sensor, while another vehicle measured the dynamic response while moving
over the bridge simultaneously. Numerical results showed that the method was effective
and robust to identify the bridge modal parameters from dynamic responses of two
vehicles. When the bridge surface roughness was Class A and noise was less than 10%,
the bridge mode shapes can be identified with high accuracy. However, when the bridge
has a Class B surface roughness, it was necessary to reduce the effect of the road
roughness prior to the application of the method. Of note, decreasing vehicle speed and

mass enhanced the accuracy of the results.
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Figure 3.7 Dynamic responses of the vehicles when the surface roughness is Class A
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CHAPTER 4 Drive by blind modal identification with Singular

Spectrum Analysis

4.1 Overview

An instrumented vehicle passing over a bridge deck captures dynamic information of the
bridge structure without bridge closure and on-site instrumentation. The vehicle dynamic
response includes components associated with bridge surface roughness as well as
vehicle-bridge vibration. Separating these components and extract the bridge modal
parameters from the vehicle response is a challenging exercise. In this chapter, a novel
drive-by blind modal identification with singular spectrum analysis method called SSA-
BSS is proposed to extract the bridge modal frequencies from the vehicle dynamic
response.

In the last decade, BSS has emerged as a promising tool for the output-only modal
identification (Sadhu et al., 2017). BSS was originally used to recover special source
components from the measured data, and the second-order blind identification (SOBI) is
used to solve the BSS problem (Antoni, 2005). The mathematical equivalence between
the modal expansion theorem and the BSS methods has been previously studied
(Kerschen et al., 2007; Poncelet et al., 2007). The SOBI algorithm produces components
that are mathematically equivalent with structural modal responses from measured data
without any modifications (Zhou and Chelidze, 2007). A framework for output-only blind
modal identification (BMID) was developed basing on the SOBI (McNeill and
Zimmerman, 2008). Structural modal frequencies and damping ratios were estimated
from modal response related components. Recently, BSS has been modified and applied

to non-stationary problems (Hazra et al., 2009; Yang and Nagarajaiah, 2012). These
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studies found that the number of sensors should be equal or greater than the number of
modes. In drive-by bridge modal parameter identification using one instrumented vehicle,
only one sensor is installed on the vehicle and one single channel of measurement is
available. To solve the underdetermined problems in which the number of observations
is less than the number of active components, the sparsity of sources was widely exploited
in time-frequency domain (Zhen et al., 2017). Wang and Hao (2013) further proposed a
structural damage identification method based on compressive sensing (CS). The
application of CS relies on the sparsity of signals in a transform domain. This study took
one step further by proposing to extract the independent components for the bridge modal
frequency identification with one moving sensor in time domain. To overcome the
limitations of previous methods, pre-process method was used to construct multi-channel

datasets from the single channel measurement prior to applying the BMID method.

SSA is a technique that can decompose a set of time-series data into a finite number of
interpretable components in time-domain ordered by their corresponding singular values
(Liu et al., 2014b). The obtained components can be in the form of the trends, oscillation,
noise and other undesired signal components. When a vehicle moves over a rough deck
surface, the spectrum of the vehicle response contains a dominant component related to
vehicular frequency. This component is taken as the “trend” which masks the bridge-
related frequencies in the spectrum (Yang et al., 2013b). Yang et al. (2013b) used SSA
to filter the vehicle response component and improved the visibility of bridge response
components. However, under- or over-filtering may happen depending on the grouping

step in SSA.

This chapter discusses how SSA was applied to decompose vehicle response into a multi-
channel dataset, which was further analysed with BSS method to isolate bridge modal
frequencies. Numerical studies were conducted to verify the proposed method. The
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effects of system parameters, specifically road surface roughness, vehicle mass, vehicle
stiffness and vehicle speed on the effectiveness of the combined process were also

investigated.

4.2 Theoretical background
Recall the equation of motion of vehicle model in Eq. (3.1), the right-hand-side of the

equation can be rewritten as

(O = {co[dy e ) + 01" ()] + ko [dy (e, ) +7(COT)_ (4.1)

With the Duhamel’s integral, the dynamic response of the vehicle can be obtained as

dy(t) = hy () ® f (1) (4.2)

where h,,(t) is impulse response function of the vehicle system and @ is the convolution

operator.

Ignoring the effect of the road surface roughness and the vehicle damping, the vehicle

response can be written as

dv(t) = hv(t) ® {kv [Ziv=1 ¢i(77t) ni(t)]} (43)

which is the convolution of the impulse response function and the bridge response. In
other words, Eq. 4.3 includes both vehicle and bridge response components. The vehicle

response becomes more complicated when vehicle damping and road surface roughness
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are considered, therefore there is a critical need for an effective tool to extract the bridge

response components only.

4.3 Drive by blind modal identification with singular spectrum analysis

The proposed method mainly consists of two steps. The first step is to decompose the
vehicle response into a set of independent time series data. The second step is to extract
the modal responses through the BSS for the identification of the bridge modal
frequencies. Only the dynamic response measurement of the vehicle when crossing the

bridge deck is used in the identification of bridge modal frequencies.

4.3.1 Decomposition of the vehicle response using SSA

In this step, the single-channel vehicle response is decomposed into a multi-channel
dataset using SSA. SSA has two stages, namely decomposition and reconstruction. The
first stage decomposes the time series into a set of elementary matrices based on two
separate steps: embedding and singular value decomposition (SVD). The second stage
extracts the constituting components based on the grouping and diagonal averaging steps.

In this study, two stages of SSA performed as follows:
1) Embedding

A measurement data vector d,,(t) = [dy,dq,d>, ..., dy_1] With length N can be divided
into L lagged vectors X; as {XL- = [d;_1,d;, diyq di+NL—2]T’ i=1,2, ...L}, where N;
is the window length, which is an integer between 1 and N, and L = N — N; + 1. These

L vectors can further be formed into a trajectory matrix X
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do dy - diy

X=Xy X, X, ]=| 0% @ (4.4)

dNL—l dNL o dN—l

where the (i,j)th element of X in Eq. (4.4) is x;; = d;;j_,. Hence, the trajectory

RNLXL

matrix X € is a Hankel matrix.

2) Singular value decomposition

Let S =XXT | which is a N, X N, square matrix. The N, eigenvalues and the
corresponding eigenvectors of matrix S are denoted as A4, 45, ..., Ay, (44 > 4, > -+ >
An,) and Uy, Uy, ..., Uy, respectively. If Ny is the number of positive eigenvalues (N; <
N,), the square root of these eigenvalues, i.e. \/A_l, \/A_ ) e \//1_,\,5 , are referred to as the

singular values of the trajectory matrix X. Extremely small singular values are ignored in

the decomposition process. Ignoring these small values does not affect the accuracy. The

elementary matrix Xg; for a \/4; is

Xy = AUV (4.5)

where V; = XTU;/ \/TL ; and U; and V; are the left and right singular vectors, respectively.

The trajectory matrix X can then be expressed as the summation of the N, elementary

matrices as

X = XS]. + st + -+ XSNS (46)

The trajectory matrix X is then decomposed into NV, elementary matrices of rank 1 with

a norm equal to the singular value.
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3) Grouping

All elementary matrices obtained in the previous step can be arranged into Ng groups
using preset criteria. The grouping criteria depends on the expected function of the SSA,
e.g., denoising, smoothing, harmonic component extracting, and others. The elementary

matrices in the same group are summed up, and Ny resultant matrices,

ie. Xg1,X Xgn,, can be obtained. The original trajectory matrix X can then be
g

gl Ag2y =

expressed as

X=Xg; +Xgp +--+ XgNg 4.7)

The groups can be formed based on the information contained into the singular vectors
(Hassani, 2007). Because the singular values are arranged in a descending order, the first
few elementary matrices contribute more to the trajectory matrix than the others.
Therefore, each major elementary matrix forms one group for the reconstruction in the

proposed method.
4) Skew diagonal averaging

Each resultant matrix in the last step is converted into a new set of time-series data with
the same length as the original dataset. A skew diagonal averaging procedure is adopted

to recover the time series. Let Y be any of the resultant matrixes X,;, with the elements

gl
denoted as vipt=12,..,Ny, j=1,2,.., L ForN, <L, the recovered time series data

d® = [d(()l), dgl), dz(vl)—1] are given by
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(1
k+1ZYm,k—m+2 for0<k<N,—1
m=1
1 &
d’(‘l) =9 N, Z Ym k—m+2 forN, —1<k<L (4.8)
L m=1
1 N—-L+1
N —k Z Ymp-maz forL <k <N -1
m=k—L+2

For N; > L, the length N; should be switched with L in the preceding expressions. There

are Ny sets of time series data {d(l), [=1,2, ...Ng} obtained from d,(t) and the new

data vector d(t) after the SSA becomes d(t) = Zi\’:gl d®.

4.3.2 Blind modal identification with SSA

The multichannel dataset from SSA is used as the input into BSS for modal parameter

identification. Suppose the dataset includes N sets of time series datad = {d(l), [ =

T . . . . .
1,2, ...,Ng} . Each set of time series data d” is a linear mixture of » components {s;,

i = 1,2, ...,n}. The relation between the components and the measured data can be written

as
d = As (4.9)

where A =N, X n mixing matrix, s = {S;,S,,-+,8,} and d={ d, d?, ... d"}7, and

both A and s are unknown.

Assuming that the components s = [s;, S,, - , S, |7 are statistically independent, they can

be determined by the second-order blind identification for the overdetermined case of

(N, >n) as (Belouchrani et al., 1997)
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s = Wd (4.10)

where the de-mixing matrix W is the inverse of the mixing matrix A, and needs to be
estimated. There are two steps in the SOBI algorithm: data whitening and estimation of
the mixing and de-mixing matrices. For the observed data d(t), the time-shifted
covariance matrix can be written as R;(7) = E{d(t)d(t + t)T}. The eigenvalue
decomposition of R,;(0) can be computed as R;(0) = EDE”, where E is the orthogonal
matrix of eigenvectors and D is the diagonal matrix of eigenvalues. The whitening matrix

W,, is then calculated as

W,, = D-Y/2E (4.11)

where the observed data d are whitened to form the whitened data vector which has a
unitary covariance matrix. The whitened data are then computed as z = W,,,d with
E{zz"} =1 (McNeill and Zimmerman, 2008). A matrix ¥ that approximately
diagonalizes several time-shifted covariance matrices can be obtained using the joint
approximate diagonalization (JAD) technique (Belouchrani et al., 1997). The de-mixing

and mixing matrices can then be computed as

wW=vTw,, (4.12a)

A=W;lw (4.12b)

The dynamic responses of the vehicle d,, in Eq. (4.3) can then be expressed as

d, = ®q (4.13)
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where q = vector of vibration modes; and the modal matrix ® is equal to the mixing
matrix A in Eq. (4.12b). The modal responses can be estimated similar to Eq. (4.10) using

BSS as

q=®d, (4.14)

where ®~1 is equal to the de-mixing matrix W in Eq. (4.12a).

McNeill and Zimmerman (2008) proposed a framework for blind modal identification
with application of the SOBI algorithm on an expanded and pre-treated dataset. This helps
to improve the quality of the estimated modal responses. This framework is adopted in
this study for the blind modal identification. The measured data, denoted d,, are
supplemented by 90° phase-shifted data, doy, to double the size of the estimation

problem as

(nx1) (Ngx1)

[So ] _ w(znxany) [do ’ ] (4.15)
(nx1) (Ngx1)
90 d

90

where Sqq =90° phased-shifted components of s,. The modal responses are

q= % [So + So0] (4.16)

For a linear vehicle-bridge system, the dominant vehicle or bridge frequencies in the
Fourier spectrum of the response component can be identified by curve-fitting. For a
nonlinear system, Hilbert transform could be used to estimate the instantaneous frequency

and damping from q(t) (McNeill and Zimmerman, 2008).

82



4.3.3 Drive by blind modal identification

The step-by-step procedure of the proposed method is as follows:

1) The single-channel measurement of the vehicle response d,,(t) is separated into a
multi-channel dataset d = {d(l), [=1,2, ...Ng} using SSA based on Egs. (4.4) to

(4.8). The dataset is denoted as d,.

2) The dataset is phase shifted 90° to get the supplement dataset, dg,. It is combined with

d, to form an expanded set of observed data d(t) = ;0 ]
90

3) The whitening matrix W,, is computed from Eq. (4.11). The whitened data z =
W,,,d(t) . The joint diagonalizer ¥ can be obtained by applying the JAD technique to
the whitened data z = W,,d. Then the de-mixing matrix W and the mixing matrix A

can be obtained from Eq. (4.12).
4) The components s, and sq, are then obtained based on Eq. (4.15).

5) The modal responses q are estimated from Eq. (4.16). The bridge modal frequencies

are obtained from the modal responses.

A flow chart of the proposed method is shown in Figure 4.1.

4.4  Numerical study

Numerical simulations were performed with the following parameters of the bridge
deck: L = 30m,p = 1000kg/m, I = 0.175m* E = 27.5GPa. The first two natural
frequencies of the deck were 3.83 and 15.32 Hz, respectively. The properties for the
vehicle were: m,, = 200kg, k,, = 170 kN /m. The vehicle modal frequency was 4.64 Hz.

Damping of the bridge and vehicle were not considered in this study. The speed of the
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vehicle was constant at 2.0 m/s, and time step was set to 0.001s in the simulation. Class
A road surface roughness was used. Ongoing traffic was modelled as white-noise
excitation at supports of the deck with an amplitude of 0.02m/s*>. The aforementioned
parameters were used for all numerical studies in this paper unless otherwise stated. The
dynamic response of the vehicle and its frequency spectrum are presented in Figure 4.2,

which shows that vehicle frequency is dominant in the spectrum.

4.4.1 Selection of window length

The window length is one of the most important parameters in the SSA technique, and it
has a large effect on the decomposition (Harmouche et al., 2018). There are some
recommendations on the selection of window length (Golyandina, 2010; Hassani et al.,
2011). A larger value of L makes longer-period oscillations to be solved, but too large a
value may involve many eigentriples and miss some important principal components with
high contributions. Although many trial applications and various methods have been
discussed for the selection of optimal values of L, there is still a lack of theoretical
regulation for window length selection. In this chapter, three typical values from small to

large were selected to show the effect of the window length.

The dynamic response of the vehicle contains information about both the vehicle and
bridge, and the first two bridge modes and one vehicle mode are targeted components for
extraction. The unsupervised component grouping method based on hierarchical
clustering is adopted for the automatic selection of the elementary matrices to compose
the desired dataset from the vehicle response (Harmouche et al., 2018). Each elementary

matrix is used as one group and it does not need the grouping selection. In the following
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sections, the time series data with the top 20% of eigenvalues reconstructed from the SSA

are adopted as input to the BSS to estimate the three targeted components.

Three different window lengths, i.e., 100, 500 and 1000, were selected for the study. The
first three time series data and their spectra from the SSA decomposition are presented in
Figure 4.3. The frequency of the first time series data for all window lengths was 4.73 Hz,
which was very close to the vehicle frequency 4.64Hz. The second time series data, from
500 and 1000 window lengths, have only one distinct peak, at 3.73 Hz which was close
to the first bridge mode, at 3.83Hz. The amplitude of the time series data is much larger
from using 1000 window length. Neither the vehicle nor bridge modes were found in the

third time series data in Figure 4.3.

The components decomposed from the BSS are presented in

Figure 4.4. The components corresponding to the vehicle and bridge modal frequencies
were clearly separated for all window lengths, and the larger window length provided
better separation results. The third component in Figure 5 was related to the second bridge
modal frequency, 15.32 Hz, which was more notable than that directly from the SSA
method. The proposed method is less sensitive to the effect of window length, and the
bridge modal frequencies can be better isolated than by simply application of the SSA

only. The window length was selected to be 1000 in the following studies.

4.4.2 Effect of road surface roughness

The road surface roughness has significant effect on the indirect bridge modal
identification. Figure 4.5 shows the vehicle response and its corresponding spectrum
when the road surface roughness is Class B. There was only one peak in Figure 4.5 (b),

at 4.67Hz, which was close to the vehicle mode, 4.64 Hz, and the bridge mode cannot be
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identified from the spectrum. Figure 4.6 shows the first two components from the
proposed method. The first bridge mode can be identified from the peak of the first
component in Figure 4.6 (b), 3.77 Hz, and the vehicle mode was related to the peak of the
second component in Figure 4.6(b), 4.67 Hz. The proposed method has the capability to
separate the components related to the vehicle and first bridge modal frequency even

when the road surface roughness is Class B.

4.4.3 Effect of vehicle mass

Three different vehicle masses, i.e., 200, 500 and 1000 kg, were investigated with the
vehicle speed 2.0 m/s. Other parameters are the same as those stated previously. The
vehicle modal frequencies were 4.64, 2.93 and 2.08 Hz, respectively, for the different
vehicle masses. Figure 4.7 shows the identified first three response components and their
frequency spectra. The frequencies of the first components in Figure 4.7 (a) were 3.77,
2.90 and 2.03 Hz for vehicle masses 200, 500 and 1000 kg, respectively. The latter two
frequencies corresponded to the vehicle frequency. The first frequency corresponded to
the frequency of the first bridge mode. The corresponding vehicle mode at 4.70 Hz was
noted in the second component as shown in Figure 4.7(b). The first bridge modal
frequency was noted in the second components in Figure 4.7 (b) for the 500 and 1000 kg
vehicles as 3.90 and 3.83 Hz, respectively. Figure 4.7 (¢) shows the third response
component; the peak frequency is around 15.27 Hz, corresponding to the second bridge
mode. Comparing the spectrum of the bridge-related components, the spectrum amplitude
increased with the vehicle mass. This may suggest that a heavier testing vehicle may
amplify the bridge vibration, which is beneficial for the drive-by bridge modal frequency

identification.
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4.4.4 Effect of vehicle stiffness

A moderate vehicle mass 500 kg was selected with vehicle stiffness of 340, 680 and 1360
kN/m and speed of 2.0 m/s. The corresponding vehicle modal frequencies were 4.15, 5.87,
and 8.30 Hz, respectively. Figure 4.8 shows the components of the responses and their
spectra with different stiffness values. The peak frequencies were 3.77 and 15.43 Hz as
shown in Figure 4.8 (a) and (¢), and these frequencies related to the first and second bridge
modes. Figure 4.8(b) shows the three frequencies, i.e., 4.33, 5.90 and 8.20 Hz, which
corresponded to the vehicle modes with different stiffness, respectively. These results

show that the vehicle stiffness does not have a large effect on the identified results.

4.4.5 Effect of vehicle speed

The vehicle parameters were selected as m, = 500 kg and k,, = 170 kN /m, with other
parameters the same as stated previously (Section 4.4). The vehicle frequency was 2.90
Hz. Vehicle speeds 2.0, 4.0 and 8.0 m/s were studied. Figure 4.9 presents the decomposed
components and their spectra. Figure 4.9 (a) shows the first component, with a frequency
at around 2.90 Hz for all vehicle speeds. Figure 4.9 (b) and (c) are the second and third
components, with frequencies at 3.87 and 15.27 Hz, respectively. These two frequencies
corresponded to the first and second bridge modal frequencies. Because the frequency
resolution increased with a lower speed as the time record length for the vehicle moving
on the deck is increased, the accuracy of identified frequency can be improved with a
lower vehicle speed. Therefore, a moderate vehicle speed is recommended when

identifying higher-order modal frequencies.
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4.4.6 Effect of measurement noise

Practical measurement is always contaminated with noise. Therefore, in this study, white
noise was added to the calculated acceleration response to simulate the polluted
measurement. The vehicle speed was 4.0 m/s and other parameters were the same as those
in Section 4.4.5. Three different noise levels, i.e., 5, 10 and 20%, were simulated. Figure
4.10 shows the identified results. The identified response components and spectra at
different noise levels were close together indicating that the proposed method is
insensitive to measurement noise. This is mainly due to the fact that only the first 20% of
SSA components were adopted as the input to BSS to obtain the first three targeted
components of BSS. SSA components with low singular values were removed to reduce

the white noise effects.

4.5 Identification of instantaneous frequencies of the VBI system

The vehicle can also be used as an actuator to excite the bridge structure, and the vehicle-
induced vibration is a type of non-stationary process (Kim et al., 2014). Hilbert transform
may be used to extract instantaneous frequencies of the VBI system in the indirect bridge
modal identification. The vehicle parameters were selected as m,, = 1000 kg and k,, =
170 kN /m, and other parameters were the same as those stated previously in Section 4.4.
The natural frequency of the vehicle was 2.08 Hz. The dynamic response and the
spectrum of the vehicle are given in Figure 4.11. There are two peaks in the spectrum; the
first peak corresponded to the vehicle mode at 2.07 Hz, and the second peak was related
to the first bridge mode at 3.87 Hz. The first and second response components are shown
in Figure 4.12(a) and the corresponding instantaneous frequencies obtained from HT are
presented in Figure 4.12(b). The average values of the first and second components were

2.08 and 3.87 Hz, which were the vehicle frequency and the first bridge modal frequency,
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respectively. The oscillations at the beginning and end of the instantaneous frequency
were due to the Gibbs phenomenon with record length of the data. The middle part of the
time history oscillated between 3.79 and 3.98Hz. Because the vehicle speed was 2.0 m/s
and the bridge length was 30 m, the driving frequency was about 0.07 Hz. This
instantaneous frequency was modulated by the driving frequency. The result shows that

the driving frequency could also be identified by the proposed method.

4.6 Summary

A drive-by blind modal identification method with singular spectrum analysis was
developed to extract the bridge modal frequencies from the dynamic response of a passing
vehicle. The proposed method was less sensitive to the window length compared with the
direct SSA. The vehicle and bridge modal frequencies can be separated easily with the
proposed method even with the Class B road surface roughness. The effects of vehicle
parameters on the identification were investigated numerically. Results showed that a
heavier vehicle can amplify the bridge vibration to enhance the drive-by bridge modal
identification and a lower speed can identify the frequency with greater accuracy. The
proposed method was also robust to measurement noise. Further analysis with the HT
showed that the proposed method can be used to identify the instantaneous frequency of

the VBI system.
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Figure 4.1 Flow chart of proposed method
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CHAPTER S Time-varying characteristics of a vehicle-bridge

interaction system

5.1  Overview

The extraction of bridge modal frequencies from bridge or vehicle responses are mostly
conducted based on the assumption that the frequencies of the vehicle and bridge are
constant and/or the responses are stationary during the interaction process. However, the
vehicle and bridge frequencies are time-varying during the VBI process. This is an
important factor that must be investigated for the purpose of bridge SHM especially when

using frequency-based indicators for damage assessment.

Time-frequency analysis is an effective tool to analyse nonstationary signals. The
classical linear methods, such as short time Fourier transform and wavelet transform can
expand a one-dimensional time-series signal into the two-dimensional TF plane. From
the TF plane, the time-varying features can be observed and signal decomposition can be
performed. However, TF representations generated via conventional methods are often
blurry, and it is difficult to provide a precise time frequency description for a time-varying
signal. The Wigner-Ville distribution gives optimal concentration for mono-component
linear frequency modulation, but it produces undesirable cross-terms for non-linear
frequency modulated or multi-component signals (Boashash and Aissa-El-Bey, 2018).
Advanced methods have been developed to improve the performance of conventional
methods in the analysis of time varying signal, e.g., Synchrosqueezing transform (SST)
(Daubechies et al., 2011) and high-order SST (Wang et al., 2014). Recently, a TFA
technique termed SET has be proposed (Yu et al., 2017). It improves the energy

concentration of the TFRs by retaining only the time-frequency information that is most
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related to the time-varying features of the signal. It outperforms the STFT in this aspect.
The measured response from the vehicle has multiple components that are related to
vehicle frequency, bridge frequency and the road surface roughness. The bridge response
is a superposition of several vibration modes. Decomposing the multicomponent signal
into the mono-component mode is an effective way to study the natural phenomena of
their individual behaviours. Each mono-component mode in a well-separated
multicomponent signal can be extracted from the TFR (Meignen et al., 2016) based on

which the IF can be estimated (Thakur and Wu, 2011).

This chapter discusses the variability in the vehicle and bridge frequencies due to VBI
with the TF analysis using the SET. The effects of vehicle properties, moving speed, road
surface roughness and measurement noise on the frequency evolution were studied

numerically.

5.2 Time-varying characteristics of the VBI system

The equation of motion of the VBI system can be expressed in a general form as

MY (t) + CY(t) + KY(t) = F(t) (5.1)

where M, C and K are the mass, damping and stiffness matrices of the system
respectively. Y is the displacement response vector and F is the force vector. The stiffness
matrix of the coupled interaction system is time-dependent according to the location of
the interacting force and the frequencies of the two sub-systems are time-varying.
Considering only the first bridge vibration mode, Yang et al. (2013a) derived the solutions

of the vehicle and bridge instantaneous frequencies, i.e., w,, and w;, as follows:

For w,o > wpo
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where w,,¢ and wy, are the original vehicle and bridge natural frequency, respectively,
and x, is the location of the vehicle on the bridge. Yang et al. (2013a) has reported that

the largest deviation of the vehicle and bridge frequencies occur when the vehicle is close

to mid-span of the bridge deck.

5.3 Extraction of the time-varying characteristics of the VBI system with SET

5.3.1 The SET theory

The STFT of a signal s(t) with respect to the real and even window h is defined as

X, (t,w) = fjooos(r)h(r —te T dr (5.3)
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where h(t — t) denotes the moved window and s(7) is the measured signal. The STFT
expands a 1-D time-series signal into the 2-D TF plane so that the time-frequency
information can be observed. For a purely harmonic signal s,(t) = Ae‘®ot with

frequency w, and invariant amplitude A, the STFT can be expressed as
Xp(t,w) = A * h(w — wy) * el@ot (5.4)

where A(w — w,) is the FT of the window function. In the time and frequency domain,
the window function has a bandwidth, resulting in an energy-blurred spectrogram. Hence,
it is difficult to characterize the time-varying feature of a signal precisely. In this study,
the IF trajectory is adopted to improve the resolution of the time-frequency representation
in the framework of SST. To obtain the IF of the STFT, the derivative of X}, (t, w) with

respect to time is calculated as
0:Xn(t, w) = Xp(t, w) * i * w, (5.5)
A 2-D IF wy(t, w) for any (t, w) and X} (t, w) # 0, can be obtained by

atXh(t,(x))

Wo(t, w) = —i * X (t0)

(5.6)

Yu et al. (2017) proposed to generate a novel TF representation using only the TF

coefficient in the IF trajectory w = w, similar to SST as
Te(t,w) = X, (t,w) * §(w — wy(t, w)) (5.7)
where

1, w=uw,

6(w — wy(t, co)) = {0, w * W, (5.8)

This post-processing procedure extracts the TF coefficient of X, (t, w) only in the IF

trajectory w = w,, and the rest of the TF coefficients are removed. In this study, only the
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largest TF coefficients to generate a novel TFR, such that the effect of noises on the TF

result can be minimized.

5.3.2 Time-frequency representation of response of the VBI system

The response of the VBI system can be expressed as

s(6) = LRoq i (6) = Tioy A (6) * e 0O (5.9)

where @, (t) and its one-order derivative @ (t) are the instantaneous phase and the
instantaneous frequency of the kth component. The STFT of s(t) can be represented with

the first-order approximation as (Meignen et al., 2016)
Xp(t, @) = Tpog Ar(t) * h(w — @i (£))e @k® (5.10)

For a well-separated measured response, the IF of each mode can estimated by

¢'(t,w) = Bioy @ (t) = —i# L) (5.11)
The SET expression can then be written as
Te(t,w) = X, (t,w) * §(w — @' (t, w)) (5.12)
and the signal can be reconstructed approximately by
s(t) = Zi=1 Te(t, 0 (0))/h(0) (5.13)

Each mode can be decomposed with first-order approximation as

si(t) ~ e(t, @i (1) /h(0) (5.14)
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5.3.3 Time-varying characteristics of the VBI system using ridge detection

A popular multi-ridge detection algorithm (Thakur et al., 2013) was employed to
decompose the measured response and to estimate all IF trajectories at the same time.
This technique aims at finding the best frequency curve (denoted as (2;(t)) in the TFR X,
which maximizes the energy with a smoothness constraint through a total variation

penalization term expressed as

argmax

OPde—2[|2 o 4 1
A A R EGI T (5.15)

Q=

where A controls the importance of the smoothness constraint. For multi-component
extraction, this method can be iterated after setting X}, equals to null in the vicinity of the

previously detected ridge (Fourer et al., 2017).

5.3.4 A simply supported beam subjected to white noise excitation

A simply supported beam subjected to a white noise excitation is shown in Figure 5.1.
The beam properties were: L =30m,p =6000kg/m, EI =2.5e10 Nm , and
damping was neglected. White noise excitation was applied at Node 9 vertically, and the
vertical acceleration response at Node 4 was calculated with the Newmark-3 method at
the sampling rate of 100 Hz. Five percent white noise was added to the calculated
acceleration responses to simulate the measured data. Figure 5.2 shows the applied force,
and Figure 5.3 shows the vertical acceleration response at Node 4 and the response
spectrum. Two dominant peaks are found at 3.55 and 13.40 Hz corresponding to the first
two modal frequencies of the beam. The measured data are analysed using STFT and SET
with a window length of 2048, and the TFR of the signal is presented in Figure 5.4 (a)

and (b). Both figures show two straight lines representing the first two beam modal
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frequencies in the time-frequency domain. The solid line in Figure 5.4 (a) indicates a high
energy component. The solid line is notably horizontal, indicating the invariability of the
frequency under given excitation condition. The energy of TFR by SET as shown in
Figure 5.4 (b) is noted more concentrated than that by direct STFT in Figure 5.4 (a).
Therefore, the SET will be used for the time-frequency analysis in the rest of the chapter.
The IF trajectories corresponding to the first two bridge vibration modes are given in
Figure 5.5(a) and the TFR of the mono-component modes are presented in Figure 5.5(b).

Both figures exhibit the stationary features of the responses.

5.4  Numerical study

5.4.1 Time-frequency analysis of vehicle and bridge responses

The VBI system as shown in Figure 3.1 is studied. The bridge properties were the same
as those in Section 5.3.4 but with the inclusion of bridge damping. Rayleigh damping
were assumed with Co=c.1Mpv+o2Kb and o1=0.243, a1=0.0001, where My, Cv and Kb are
the mass, damping and stiffness matrices of the bridge respectively. Four vehicle models
with parameters listed in Table 5.1 were adopted. The vehicle was assumed moving on a
50m approach road before entering the bridge. The response was obtained by solving the
coupled VBI equation using Newmark-3 method with 500Hz sampling rate. Five percent
white noise was added to the calculated acceleration to simulate the measurement with

the signal-to-noise ratio (SNR) equal to 26.

The case with vehicle 1 has a negligible mass ratio between the vehicle and bridge at
0.003. The frequency of the vehicle model is 3.20 Hz. Figure 5.6(a) shows the bridge
response at Node 4, and the response spectrum when the vehicle moves at a speed of 2m/s.

Figure 5.6 (b) shows the vehicle response and the spectrum assuming the bridge surface
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is smooth. The identified first bridge modal frequency from the bridge and vehicle
responses is 3.6 Hz. The responses were inputted to the SET to get the time-frequency
information with window length of 2048. The TFRs for the bridge and vehicle responses
are presented in Figure 5.7 (a) and (b), respectively. The time frequency information
related to first and second bridge modes can be observed in Figure 5.7(a). However, only
the time-frequency information related to first mode is noted from vehicle response in
Figure 5.7(b). Figure 5.7(c) presents the IF trajectories of different modes. No clear

variation in the frequency was observed due to the very small vehicle-bridge mass ratio.

In the second case with vehicle 2, both mass and stiffness were 14 times the values of
Case 1 with the vehicle-bridge mass ratio equals 3.9%. The natural frequencies of the
vehicles 1 and 2 are the same. Similar TF analysis was conducted and the IF trajectories
extracted from the bridge and vehicle responses from the TFRs are shown in Figure 5.8(a).
It contains the time-frequency information related to the first bridge vibration mode and
vehicle vibration mode. Of note, the frequencies of the vehicle and bridge varied in a
roughly half-sinewave form with respect to the location of the moving vehicle. The
frequency related to the first bridge mode increased as the vehicle moved toward the mid-
span of the bridge and decreases when moving away from mid-span. The vehicle
frequency showed an opposite variation trend. For the second bridge vibration mode, no
obvious frequency variation was observed. Therefore, the first bridge vibration mode and
vehicle mode were studied further. Theoretical instantaneous frequencies were calculated
by solving the eigenvalue problem of the equation of motion of the system. Figure 5.8(b)
compares the results identified from the present analysis procedure and theoretical

analysis with good agreement.

Vehicle 3 has the same mass as that of vehicle 2 with stiffness the same as that of vehicle

1. Vehicle 4 has an intermediate mass value. The time-frequency analysis on the bridge
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and vehicle responses yielded IF results as shown in Figure 5.9. The case with vehicle 3
did not feature any obvious frequency variation in both the TFRs. In contrast, the case
with vehicle 4 showed clear frequency variation in the vehicle and bridge frequencies. A
comparison of the above results shows that the time-varying characteristics of a VBI

system are affected not only by the vehicle mass.

|w—wql

The frequency change ratio can be calculated from Eq. 5.2. The maxima of bridge

wo
frequency change ratio and vehicle frequency change ratio in relation to vehicle mass and
vehicle stiffness are plotted in Figure 5.10 (a) and (b). Only Case 2 and Case 4 exhibited
prominent change, i.e., 9.2 and 8.5 % for Case 2 and 3.2 and 3.3% for Case 4, in the
bridge and vehicle frequencies, respectively. In comparison, the changes in Cases 1 and

3 were very small.

5.4.2 Effect of measurement noise

The effects of 10 and 15% noise levels in the measurement were also studied for the IF
extraction with vehicle 2. The IF trajectories considering different measurement noise are
given in Figure 5.11. Results show that the TF analysis results were very robust to the

measurement noise.

5.4.3 Effect of different measurement locations on the bridge
Vertical accelerations collected at 3/20, 7/20 and 11/20 length from left support were
analysed to study the effect of different measurement locations on the frequencies

variation. Vehicle 2 was used and 5% measurement noise was included. The extracted IF
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trajectories of responses at different locations are presented in Figure 5.12. The IF

trajectories were the same from responses at the different measurement points studied.

5.4.4 Effect of vehicle speed

Vehicle 2, which moved at 4 m/s, was used for the study while other parameters are the
same as those for the abovementioned cases (Sections 5.4.1-5.4.3). The time-frequency
analysis results are given in Figure 5.13. Similar trend of frequency variation of the
system can be observed. However, a higher moving speed means a shorter duration of
vehicle-interaction with less measurement data collected which may reduce the resolution
of the TFR. Therefore a lower moving speed of vehicle is recommended to obtain more

accurate TFR of the signal from vehicle response.

5.4.5 Effect of the bridge surface roughness

A smooth bridge deck was adopted while Class A (ISO, 2016) bridge surface roughness
was used in this study. Vehicle speed was 2m/s and 5% measurement noise was included.
The bridge and vehicle responses in time-frequency domain obtained from SET are
shown in Figure 5.14(a) and (b), respectively. The vehicle related frequency was more
dominant with the effect of road roughness. The bridge related frequency from vehicle
response became blurry in the time-frequency domain. By using the mode extraction
technique introduced earlier (Section 5.3.3), the extracted components from vehicle
responses are shown in Figure 5.15(a) and (b). Comparing with the results in Figure
5.14(b) and Figure 5.15 (b), it can be seen that the TFR related to the bridge vibration

mode becomes clearer as shown in the Figure 5.15 (b).
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5.5  Summary

The time-varying characteristics of the VBI system were studied numerically. SET was
adopted to analyse the responses with improved time-frequency resolution. Component
extraction was conducted to obtain the IF trajectories related to components of the vehicle
and bridge. The effects of vehicle parameters, moving speed, road surface roughness and
measurement noise on the instantaneous frequency was investigated. The instantaneous
frequency variation is sensitive to the vehicle/bridge mass ratio. When the vehicle mass
is negligible compared to the bridge mass, the frequency of the system is non-varying.
Both the vehicle and bridge frequency variations can be observed in the instantaneous
frequencies of the responses when the vehicle/bridge mass ratio is large and the
vehicle/bridge frequency ratio is not too small. The time-varying characteristics of the

bridge under the passage of vehicles have a big potential for bridge structural health

monitoring.
f(t)
L2 s 4 s 8 7 s ov o
7%7 Xb(t) El, p 77%77
|

Figure 5.1 A simply supported beam under random force
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Figure 5.6 Vehicle and bridge response in the VBI system and response spectra

118



Frequency [HZ]

Frequency [HZ]

15

10

Time [Sec]

(a) TFR of bridge response

15

10

15

Time [Sec]

(b) TFR of vehicle response

119

15



Frequency [Hz]

-
[e]

-
£

-
N

-
o

©

2" bridge frequency
I Bridge response |
— — —Vehicle response
L 1% bridge frequency i
Driving frequency
0 5 10 15

Time [Sec]

(c) IFs of the response components

Figure 5.7 TFR of the bridge and vehicle responses by SET

Frequency [Hz]

-
0]

-
n

-
N

=y
o

[e)

2" frequency
[ Bridge response
— — —Vehicle response
| 1% bridge frequency
L Vehicle frequency
Driving frequency o
0 5 10 15

Time [Sec]

(a) TFR of bridge and vehicle response

120



Frequency [Hz]

Figure 5

7

Frequency [Hz]

Bridge response
45+ — — — Vehicle response
————— Theoretical

1st

bridge frequency

Vehicle frequency

Time [Sec]

(b) Zoom in and compared with the theoretical values

.8 TFR of the bridge and vehicle responses by SET for Case 2
5
Bridge response
45T — — —Vebhicle response
***** Theoretical
4 1% bridge frequency
I e e
3l
25+F
2 |-
15
] Vehicle frequency
05F
0 1 1 ]
0 5 10 15
Time [Sec]
(a) Case 3

121



6
Bridge response
551 — — —Vehicle response
————— Theoretical
5t
45  Vehicle frequency
gd 4 T "'--—'—-—-_7_»_-_»‘A_A"\\i,q_~fj\;"
> --—
R
G 35F ——T=
3
g t
g 3 15! bridge frequency
25
2 |
151
1 : ' '
0 5 10 15
Time [Sec]

(b) Case 4

Figure 5.9 TFR of the bridge and vehicle responses by SET for Case 3 and Case 4

Bridge frequency change ratio versus vehicle mass and stiffness

Vehicle Case 2
/ Vehicle C 4
7 ehicle Case
o 0.15 W
® 700
© )
747
> Y: 2.823e+06 %&,{%
. ' )
S 014 2:009236 71
< . T
2 i Vehicle Case 3
3 Vehicle Case 1
C
3 7 \
S 0.05 - N ¢ 7000
s M7 / i :
2 "":?:%%?éfﬁll’,’ﬁﬁ/ / \\\\\\\\\\\\\‘\\\\‘g‘\‘\\ Z: 0.003032
< R \\\\\\\\\\\\\\e\\\‘gis:s‘ o
& = AInREEEss
o) N DU
@ 0~ = i \\\\\\\R§§§§§‘§§§§$§§§~‘“ 8000
2555 RIS S——
3 222 Y: 2.02e+05 /IR
= R 6000

) ] 2000  Vehicle mass [kg]
Vehicle stiffness [KNm]

(a) Bridge frequency change ratio

122



Vehicle frequency change ratio versus vehicle mass and stiffness
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Figure 5.15 TFR of extracted modes related to bridge and vehicle frequencies from

vehicle responses

Table 5.1 Properties of vehicle models

Case k, (N/m) my, (kg) |c,(N/m/s)| wyo (Hz) Mass ratio
1 2.02e5 500 390 3.20 0.3%
2 2.82e6 7000 390 3.20 3.9%
3 2.02e5 7000 390 0.86 3.9%
4 2.02e6 3500 390 3.82 1.9%
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CHAPTER 6 Indirect modal parameter identification: laboratory

study

6.1  Overview

In the previous chapters, two indirect bridge modal identification methods were
developed, i.e., STSSI in Chapter 3 and SSA-BSS in Chapter 4. Numerical studies
demonstrated the feasibility and effectiveness of the proposed methods. Chapter 5
presents the time-dependent characteristic of the VBI system numerically. In this chapter,
experimental studies were conducted to validate the proposed methods. A vehicle-bridge
interaction test bed was built in the laboratory. Acceleration responses were measured

with a wireless sensory system for the verification.

6.2 Experimental setup

6.2.1 The bridge model

The bridge model consisted of three rectangular steel beams as shown in Figure 6.1.
Those beams are 100 mm wide and 15mm deep. The main beam in the middle was
continuously simply supported over two spans with 3 m each. Half-round and round steel
bars were used to simulate the pinned and roller supports of the beam, respectively. A
leading beam and a trailing beam was placed in front of and at the rear of the main beam
to allow for acceleration and deceleration of the vehicle. The length of these beams was
3m. Figure 6.2(a) shows a photo of the bridge beam model and Figure 6.2(b) gives the
dimensions of the main beam. The experimental study focused on the interaction between
the vehicle and the main beam. A U-shaped aluminium section was glued along the centre

of the upper surface of the beam as a direction guide for the vehicles.
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6.2.2 The vehicle model

Vehicle models with different configurations including one and two-axle were
manufactured for the study. One-axle vehicle was manufactured to simulate the single
degree of freedom vehicle model used in the analytical program in Chapters 3 and 4. The
two-axle vehicle model had four wheels. The one-axle vehicle was towed by the two-axle
vehicle as they passed over the bridge. The photos of the vehicle models are given in
Figure 6.3. The mass of the one- and two-axle vehicles was 2 and 4 kg, respectively. The

model vehicles were pulled along the guide with an electric motor.

6.2.3 Measurement system

6.2.3.1 Wired measurement system

The PCB352C34 accelerometers from PCB Piezotronics were installed on the main beam
to measure the vertical acceleration. Seven sensors are uniformly installed on each span
of the main beam, resulting in a total of 14 sensors. Figure 6.4(a) shows the
instrumentation on the main beam with wired accelerometers. The accelerometer were
secured on a mounting base, which was attached to a location of the test beam. Figure
6.4(b) shows the installed wired accelerometer on the beam. Laser sensors were installed
along the beam to record the time instants when the vehicles arrive at and exit from the
main beam. These time instants were used to calculate the moving speed of the vehicle.
National Instruments data acquisition system was used. The wired system was mainly

used for the bridge modal testing.
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6.2.3.2 Wireless measurement system

In vehicle-bridge interaction tests, a wireless sensory system was setup with devices from
Beanair Gmbh. BeanDevice AX-3D wireless accelerometer was selected to measure the
dynamic responses. Wireless sensors were installed on top of vehicle axles. Figure 6.4(c)
shows the installation of the wireless sensor on the vehicle model. A wireless sensor was
also attached to the beam as a reference sensor. BeanGateway was used to collect the data
from the wireless sensors. The proposed methods are verified using the data from the

wireless monitoring system.

6.3 Experimental modal testing on the bridge and vehicle

Modal testing was carried out on the vehicle and bridge models with impulse hammer as
the excitation source. For the bridge modal testing, the impulse excitation and the
acceleration responses were measured using the wired measurement system. The toolbox
DIAMOND (Doebling et al. 1997) was used to measure the frequency response functions
and Rational Fraction Polynomial method in the toolbox is used to estimate the modal
parameters. The first two bridge natural frequencies were obtained as 5.68, and 8.48 Hz,
respectively. Assuming that the mode shape values at the supports of the main beam were
zero, the identified frequencies and their corresponding mode shapes are shown in Figure
6.5. Spectrum analysis on the vehicle responses was conducted to extract the modal
frequency of the single-axle vehicle, which was 29.37 Hz. The modal frequencies for the
two-axle vehicle were 32.17 and 36.01Hz with regards to the vehicle bouncing and

pitching.
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6.4 Experimental verification

6.4.1 Indirect modal parameter identification with STSSI of Chapter 3

6.4.1.1 Mode shape identification

The single-axle vehicle was towed by the two-axle vehicle model and pulled by the
pulling system as shown in Figure 6.6. The leading two-axle vehicle was used to simulate
the unknown traffic for the study. A wireless sensor was installed on the single-axle
vehicle as moving sensor with the other one installed on the beam (at 1.1 m to the right
support) as the reference sensor. Three different cases with varying masses of the two-
axle vehicle were considered. For Case 1: no extra weight is added. For Cases 2 and 3,
2.5 and 5 kg masses were loaded on the two-axle vehicle, respectively. Notations m1, m2
and m3 were used to denote these three cases. The vehicles were pulled with three
different speeds at approximately 0.10, 0.14 and 0.21 m/s, respectively. The vehicles were
denoted as v1, v2 and v3, respectively, in the following discussions. Five sets of data from
different test configurations were analysed including the vehicle with three different
masses moving with speed v2 and weight m2 moving with two other speeds.
Measurements from the moving and stationary sensors were analysed with the proposed
method to identify the first mode shape of the beam in each of the five tests. Each signal
was divided into eight segments. The identified operational mode shape values were

compared with those from modal tests using MAC values.

Figure 6.7 presents the identified results for the three cases when the moving speed was
v2. When no extra weight is added on the vehicle, the MAC value was about 0.98, which
was quite accurate relative to the experimental mode shape. When the weight of the two-
axle vehicle increased, the MAC value of the identified results decreased. This may be

due to stronger non-stationary interaction between the vehicle and the bridge models
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when the vehicle is heavy. Eq. (3.11) also shows that the effect of the vehicle weight on
the total excitation term cannot be ignored when the vehicle mass is large compared to
that of the bridge. Figure 6.8 shows the results for the weight m2 with three different
moving speeds. The MAC value decreased from about 0.98 to 0.94 when the speed
increased from 0.10 to 0.21 m/s. These experimental results provide compelling evidence

that a relative low vehicle speed tends to provide more accurate identified results.

6.4.1.2 Improving the accuracy of the experimental identification results by averaging

For the mass m2 with moving speed v2, two more tests were conducted by locating the
reference sensor at 1.8 and 2.6m to the right support. The MAC value of the identified
result was 0.96 and 0.95 when the reference sensor is at 1.8 and 2.6 m, respectively, to
the right support. The location of the latter reference sensor very close to the middle
support, and the MAC value was small. The identified results are shown in Figure 6.9.
However, when the three sets of identified mode shape values were averaged as shown in
Figure 6.9, the MAC value improved to 0.97. This indicates that the accuracy of the
identified results can be improved by averaging results obtained from different locations

of the reference sensor.

6.4.2 Drive-by modal identification with SSA-BSS of Chapter 4

6.4.2.1 Frequency identification using the response of a single-axle vehicle

The response of the single-axle vehicle was used to identify the bridge frequencies with
the proposed method. The window length for SSA was 500 and the time series data with

the top 20% of eigenvalues were used as the input of BSS.
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Figure 6.10 shows the vehicle response and its spectrum when the speed was 0.10m/s at
load case ml. There was a dominant frequency observed around 30 Hz, which
corresponded to the vehicle modal frequency. The decomposed components using
proposed method are presented in Figure 6.11. The first component has the frequency
5.21Hz, which was close to the first modal frequency of the deck. Similarly, the frequency
8.32Hz in Figure 6.11(b) was related to the second bridge mode. The vehicle modal

frequency was identified in the third component as 29.35 Hz.

Figure 6.12(a) shows the spectra of the decomposed response components with different
load cases when the speed was 0.14m/s. Figure 6.12(b) shows the spectra of the
decomposed components under different speeds for load m2. Table 6.1 shows the
identified results for all the tests considering different speeds and weights. The vehicle-
bridge weight ratios were 0.06, 0.09 and 0.13, respectively, for the three load cases
studied. Results from Figure 6.12(a) and Table 6.1 show that the weight of the two-axle
vehicle did not have a large effect on the identified results from the response of the single-
axle vehicle. It may be concluded that the proposed method is not sensitive to operating
traffic excitation. However, Figure 6.12(b) and Table 6.1 show that the vehicle speed had
a large effect on the identified results. This provides experimental evidence confirming

similar observation in the numerical study (Chapter 4).

6.4.2.2 Frequency identification using the response of a two-axle vehicle

Two wireless accelerometers were installed on the two-axle vehicle. One sensor on top
of the front axle while another was on top of the rear axle. The dynamic responses
obtained are shown in Figure 6.13. The response difference from the two accelerometers

was used in the identification. All parameters were the same as those for last study
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(Section 6.4.1). Figure 6.14 (a) and (b) show the spectra of the first three components
with different vehicle speeds and masses, respectively. The identified bridge and vehicle
frequencies are summarized in Table 6.2. The vehicle frequency and the first two bridge
modal frequencies can be separately identified. Figure 6.14(a) and Table 6.2 show that an
increase of the vehicle mass has no obvious effect on the identified bridge frequencies.
The identified bridge frequencies in Figure 6.14(b) show small variation with the vehicle
speed. This is mainly due to the reduction of the frequency resolution in the spectrum

when the vehicle speed increases.

6.4.2.3 Time frequency analysis of the bridge response components

The time frequency analysis on the bridge response components using Hilbert Transform
was conducted when the two-axle vehicle moves on the deck with 9 kg mass at 0.21m/s.
The first two response components and their instantaneous frequencies are shown in
Figure 6.15. There was no obvious oscillation in the instantaneous frequency time history,
and the mean values 5.56 and 8.64Hz corresponded to the first and second modal

frequencies of the bridge.

6.4.3 Time-varying characteristics of VBI system

6.4.3.1 TFA on the responses from vehicle and bridge

In this study, only the vehicle model with two axles was pulled over the beam and a 4 kg
mass block was added on top of the vehicle to the centre. Wireless sensors were installed

on the vehicle model above the axles as shown in Figure 6.16.
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Two sets of acceleration signals — one from the sensors above the vehicle front axle and
other from the sensors on the midpoint of the first beam span — were measured when the
vehicle was moving at a speed of 0.61 m/s over the main beam. The signal and the spectra
are shown in Figure 6.17(a). Using the TFA strategy, the components related to first
bridge mode and vehicle mode were considered. The IF trajectories for the components
are given in Figure 6.17(b). For the first bridge vibration mode, similar evolution trend of
IF trajectory was found for the responses from bridge and vehicle. For the IF trajectory
related to vehicle frequency, the results showed more fluctuation from bridge response

than that directly from vehicle response.

6.4.3.2 Addition of extra mass on the midpoint of the first span of the beam

A 5 kg mass was hung beneath the beam at the midpoint of the first span to simulate the
property variation of the beam model, as shown in Figure 6.18. The vehicle moved over
the bridge at the same speed. The TFA results of bridge response and vehicle response
are presented in Figure 6.19(a) and (b), respectively. The IF trajectory for the vehicle
mode did not change significantly after adding extra mass to the beam. Based on the
bridge response, the IF trajectory was generally lower than the original one for the first
bridge vibration mode. Meanwhile, based on the vehicle response, the IF trajectory of the

first bridge vibration mode became higher after the property variation.

6.5  Summary
A vehicle-bridge interaction test bed was fabricated in the laboratory for the verification
of proposed methods. A wireless sensory system was setup to measure the acceleration

responses. For the indirect bridge modal identification, the single-axle vehicle was
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connected to the two-axle vehicle and pulled with different moving speeds. Experimental
results showed that with measurements from one moving sensor on the vehicle and one
stationary reference sensor, the bridge mode shapes can be identified efficiently with
proposed STSSI method. With SSA-BSS, components related to vehicle and bridge
responses was successfully extracted from one set of vehicle response. The two-axle
vehicle model was used with additional mass for the analysis of time-dependent
characteristic of VBI. Results show that time-varying features of the bridge frequency

changes due to the extra mass added to the bridge.

136



=5

DC Motor

(a) Photo of the beam model

6000

@ ! 3000 | 3000 !

15

o
&

(b) Dimensions of the beam model

Figure 6.2 The main span of the bridge model

137



(b) Connecting the two vehicle models

Figure 6.3 Photos of vehicle models
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Table 6.1 Bridge and vehicle frequencies from the response of one-axle vehicle

vl v2 v3

ml m2 m3 ml m2 m3 ml m2 m3

Bridge | 1 | 521 |522 |493 |562 |559 |555 |5.12 |5.12 |5.09

nd
(Hz) 2 831 | 836 |831 |850 |851 |848 |8.54 |8.72 |8.66

Vehicle (Hz) | 29.37 | 29.40 | 29.30 | 29.58 | 29.56 | 29.68 | 29.53 | 29.39 | 29.65

Table 6.2 Bridge and vehicle frequencies from dynamic response of the two-axle

vehicle

vl v2 v3

ml m2 m3 ml m2 m3 ml m2 m3

Bridge | I® [4.94 |530 |519 |568 |564 |[567 |586 |541 |5.56

nd
(Hz) 2 837 | 835 |835 |847 |847 |847 |857 |8.62 |8.64

Vehicle (Hz) | 33.79 | 32.19 | 32.15 | 33.92 | 32.44 | 31.65 | 33.33 | 32.57 | 32.37
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CHAPTER 7 A two-step drive-by bridge damage detection using

Dual Kalman Filter

7.1 Overview

Drive-by bridge inspection using acceleration responses of a passing vehicle has great
potential for bridge structural health monitoring. However, road surface roughness is a
big challenge for the practical application of this indirect approach. This study proposes
a new two-step method for the bridge damage identification using only the dynamic
responses of a passing vehicle (i.e., without information on the road surface roughness).
In this approach, a state-space equation of the vehicle model was derived based on
Newmark- method. In the first step, the interaction forces and road surface roughness
are estimated from the dynamic responses of a passing vehicle using the dual Kalman
filter (DKF). In the second step, the bridge damage is identified based on the interaction
force sensitivity analysis with Tikhonov regularization. In this chapter, the vehicle is
modelled as a 4-DOFs half-car and the bridge is modelled as a simply supported beam

with the local bridge damage simulated as an elemental flexural stiffness reduction.

Kalman filter based methods are popular for the joint input-state estimation (Yang et al.,
2006; Petersen et al., 2008). Lei et al. (2012) proposed an algorithm based on sequential
application of an extended Kalman estimator and least-squares estimation for the
identification of the state vector of a structure and the unknown external excitations.
Aucejo et al. (2019) discussed the advantages and limitations of the Kalman-type filtering
for solving joint input-state estimation problems with particular focus on the applicability
of the Augmented Kalman Filter (AKF). A dual Kalman filter approach was proposed for
estimating the unknown input and states of a linear state-space model by using sparse
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noisy acceleration measurements (Azam et al., 2015). The DKF outperformed the AKF
in terms of the quality of the displacement estimates. Liu et al. (2014a) proposed a state-
space model established from the explicit form of Newmark-p method which is
unconditional stable with properly selected parameters. The algorithm had better
performance in force identification compared to conventional state space method with
zero-order-hold (ZOH) sampling technique used in (Lei et al., 2012; Azam et al., 2015).
Previous studies suggested that the bridge surface roughness is a critical factor but it is
usually unknown in indirect bridge SHM. It is also flexible and convenient if non-
specialized testing vehicle with less instrumentation can be used to carry out the
inspection. This chapter proposes to adopt previous approach (Liu et al., 2014a) to derive
the state-space model of the vehicle for solving using the DKF. This strategy can identify
the interaction forces and bridge surface roughness with vehicle axle responses instead of
complete measurements at all degrees-of-freedom of the vehicle. Bridge damage

detection can be conducted with the identified interaction forces and surface roughness.

7.2 Vehicle-bridge interaction model
The half-car model of vehicle shown in Figure 7.1 consists of four DOF. In the model,
the vehicle moves over a simply supported bridge with road surface roughness at a

constant speed v.

7.2.1 Equation of motion of the bridge
The supporting bridge is discretised into N Euler-Bernoulli beam finite elements. The
elemental mass and stiffness matrices are obtained using Hermitian cubic interpolation

shape functions. The equation of motion of the bridge structure can be written as:

Mbdb + deb + Kbdb = HCPint (71)
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where M,,, C;, K, are the mass, damping and stiffness matrices of the bridge, respectively;
Rayleigh damping is assumed with Co=c.iMb+o2Ks where PPt is the vector of
interaction forces acting on the bridge and d,, d,, d,, are the vectors of displacement,

velocity and acceleration responses of the bridge, respectively. H,Pj"t is the equivalent

nodal load vector from the bridge-vehicle interaction force with

(0.0 H ..O)" _ nso
Ho = {o H,..0 o} € R (7.2)

where H.is a matrix with null entries except at the DOF corresponding to the nodes of
the beam elements on which the loads are acting. NN is the total number of DOF of the
bridge structure after considering the boundary conditions. The components of vector
H; (i = 1,2) evaluated for the ith interactive force on the jzh finite element can be written

in global coordinates as:

r 1—3(w)2+2(w)3 )

()~ = Dby (L0 )

Hi= ; (&-(t)—lo—nz) _ (xl(t>—l(j—1)l)3 ( (7.3)

50— - (gt (s

with (j — 1)1 < X;(t) < jl and [ the length of element.

7.2.2 Equation of motion of the vehicle model
The equation of motion of the vehicle can be written as follows based on Lagrange

formulation as

le 0 ] v [Cvll vlz] [ vll vlz] { } { 0 }
X, + X + X, + 7.4
0 Mvz v Cv21 CUZZ sz 1 v22 lnt Ms ( )
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where X, = {y,,0,, y1,V, }" is the response vector of the vehicle; M,,;, M5, C,11, Cy12,
Cio1, Cooo, Ky, Kiyio, Kiyp1, Koypp are the mass, damping and stiffness sub-matrices of

the vehicle model, respectively, that can be written as

_[m, 0 my 0 ]
le - [ 0 Iv]' MvZ - [ O mZ ’
C. = Cs1 + Cs2 (=Cs1a1 + Cszaz)S]
P (=Chay 4 C52a)S  (Cs102 + Cspa2)S?

C... —| ~bst ] C —Cs1 s1a15] C Cs1 0]
V127 | CaqS sZa sp v T —Cs2 C52a,S) 22 = |0 Cs2l

K51 + K (—Ks1a4 + Kszaz)s]

Ko = ,
vt (—Ks1a4 + Kgpa3)S (Ks1a% + Kszag)SZ

| K —Ks; _[Ks s1a15] _ [Ks1 0]
Kviz = [Ks1a15 —Ks,a,S) K21 = [—Ksz Kspa,S) K22 = 0 K

P = {P,(t), P,(t)} is the vehicle-bridge interaction force vector with

Pi(t) = Kti(yi — z) + C (i — 2) + {my + (1 — apm,}g (7.5a)
and
2 = wZ(0),0) +r(ZiD), 2 = wR(©), 1) + w' (£:(0), Ox,(8) +7'(2:(£)) %,(0),
W0, 0 = H GO0, w' @0, = 224, (0] oz0,
r(&(0) = T2 g, 2O =20 (=1,2) (7.5b)
where r(x) is the road surface roughness at the location of the tires, X; (t) and X,(t) are
the position of the front and rear axles respectively at time ¢. and m,, I,,, my, m,, Csq,
Csz, Ct1, Cio, Kgq, Kg, Kt1, Ki are the vehicle parameters as shown in Figure 7.1. a4 S,

a,S are the distance between the center of gravity of the vehicle body with the front and

rear axles respectively and S is the axle spacing. g is the acceleration of gravity.
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w(x;(t),t), w(x;(t),t) (i = 1,2) are the vertical dynamic deflection of the beam and its
time derivative under the ith load at time t. Mg = {M,,, M,,}" is the static load of the

vehicle with

{Msl = (m; + aym,)g

7.6
Ms, = (m; + aym,)g (7.6)

Combining Egs. (7.1) and (7.4), the equation of motion of the coupled vehicle-bridge

system can be written as:
Mgi+ Cju+Kju=f (7.7)

where My, C; and K, are the combined system mass, damping and stiffness matrices,

respectively, and f is the force vector. When the vehicle and bridge parameters and the
surface roughness are known, the dynamic responses of the system can be calculated at

each time step using the explicit Newmark-3 method.

7.3  Estimation of state vector and unknown input forces of vehicle by DKF
The DKF is used to identify the vehicle state vector and unknown excitation. Analytical
recursive solutions are derived in this section with the Newmark-3 method from the state

space model of the vehicle system.

7.3.1 State space model of the vehicle

Eq. (7.4) can be rewritten as

M, X(t) + C,x(t) + K, x(t) = LP(%) (7.8)
where L=[00;00;10;01] is the influence matrix associated with the unknown
excitation vector P(t) ( = [fv,p fv’z]T = M, — P;,;) on the vehicle system; M, =
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Mom Movz]’ C, = [ :i C:Z] K, [Kzi ZZ] fui (i =12)is the force

acting at the contact points between the vehicle and pavement, and x, X and X are

respectively the vehicle displacement, velocity and acceleration responses, respectively.

The explicit Newmark-3 method (Liu et al., 2014a) is based on an assumed variation of

acceleration between two time instants as
X=[A-yX+y%,, O=<y<1 (7.9)
X =(1-2B)X; + 2B%X; 1 (0<p<0.5) (7.10)

Integrating the acceleration between t; and t;, 1, the displacement and velocity at t; 4

can be obtained as
X1 = X; + AtX (7.11)
Xis1 = X; + AtX; + 5 AtK (7.12)
Substituting Eq.(7.9) into Eq.(7.11) and Eq.(7.10) into Eq.(12) to get
X;p1 = X; + (1 —y)AtX; + yAtX; 4 (7.13)
Xipy = X + Atk + (5 — B) A%%; + A4 (7.14)

Rewriting and rearranging Eqs. (7.13) and (7.14), the acceleration and velocity at ¢;, 4

are derived as

.. 1 1 .
Xiy1 = m(le - X;) — FacXi T (g - 1) (7.15)
Zis1 = o (s — X)) + (1- %) %+ (1- %) At (7.16)

The equation of motion in Eq. (7.8) can then be rewritten in discrete form as
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MX(t;11) + Cx(ti41) + Kx(ti41) = LP(t;44) (7.17)

By substituting Egs. (7.15) and (7.16) into Eq. (7.17), the dynamic response X;, at

t;+1, can be represented as function of responses X; , X; and X; at time t; and P;; as

Xiy1 = AOLPi+1 + AXm' + Av).(i + Aa)'il- (718)
¥ -1, 1 s
where Ay =(K+ ﬁAtZ M + 3oz —C) ™ Ag = AO(ﬁAtZ M + . ' (0);
- Y _ L ALy
A, = A, [BMM+( 1)c|: A, = A, [(ZB DM +5 % 2)C|

Substituting Eq. (7.18) into Egs. (7.15) and (7.16), respectively, the acceleration X; , ;

and velocity X;,; become

)'ii_,_l = COLPi+1 + Cdxi + CV)'(l- + Ca)'ii (719)
Xi+1 = BOLPi+1 + dei + Bv)'(i + Ba)'ii (720)
-1
where Cy = ﬁ'AtZ —Ay; Cy = ﬁAtZ A K; C, a2 — A, (C + AtK);

1 1
Ca = g2z Ao [(y — DALC — pAL* (5~ 1)K]; B = 21— Ao By = 2 AcK;

Bt Bt
B, = A, [(”’“ At)K + —M] =LA, [(BAytZ ~ 2K+ é- M)

Combining Egs. (7.18) to (7.20), the iterative form of the explicit Newmark-3 method is

obtained as

).(i+1 A A A, A, ).(l
[Xi+1 =|By|LP;,; +|Bg B, B, Xi] (7.21)
Xi+1 Co Ca C Cillx

TTT]

For a state vector X; = [X; X; X; |, Eq. (7.21) can be rewritten in matrix form as

X;+, = AX; + BP,, (7.22)
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where

Ad Av Aa A0
A = Bd BU Ba . B = BO L
Cd Cv Ca CO

7.3.2 The Output equation
Vector y € R™*! represents the output of the structural system, and it can be assembled

from measurements with
y =R, X+ R, x+Ryx (7.23)

where Ry, R, and R, € R™*N are the output influence matrices for the measured
acceleration, velocity and displacement, respectively, ns is the dimension of the

measured responses and N is the number of DOF of the structure.
Letting R = [R; Ry, R, ], Eq. (7.23) can be rewritten into the following discrete form as

7.3.3 State-space model of system
The state space representation of the vehicle-bridge dynamic system can be obtained from

Egs. (7.22) and (7.24) as

{Xi+1 = AXl + BPi+1 + 17;-( (7253)
y: = RX; + w; (7.25b)

where v} is the process noise that represents uncertainties in the modelling processes and
w; is the measurement noise. The vectors v{ and w; are assumed as Gaussian white noise
with covariance Q* and @7, respectively.
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The state space formulation in Eq. (7.25) is not in standard form, because knowledge of
input vector at time i + 1 is required in the state equation. A reduced state X; = X; — BP;
can be further formulated by transforming Eq. (7.25) as

)_(i+1 = A)_(l + ABPL + vf (7263)

7.3.4 Dual Kalman Filter
Joint input-state estimation is conducted in this section. A random walk model is

introduced to represent the state equation for the input P; as
P, =P +0) (7.27)

where v? is a zero mean Gaussian white process with covariance matrix QP. Combining
Egs. (7.26b) and (7.27) gives a new state-space equation for the input as
P =P + v} (7.28a)
y; = RBP; + RX; + w; (7.28b)
where the observation is y;, and the new state is P;. A sequential implementation of the

Kalman Filter to Egs. (7.26) and (7.28) can give the state X; and input force P;. This

procedure was named DKF (Azam et al., 2015), and can be described as follows:

1. Initialization of the state and input force at t,
Estimation of the initial state X, and input force value P, and their corresponding
covariance matrices Gg and Gg
2. For each time instant t;, (i = 1, ..., N; )
2.1 Prediction stage for the input

Evolution of the input and prediction of covariance input with
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P =Pi_; Gl =G}, +@Q"
2.2 Update stage for the input
Kalman gain for input with
K} = GIJ7(06] )"+ @)
where ] = RB
Improved predictions of input with
P, =P +K/(yi —JPi —RX;1); G =G —K{JG;"
2.3 Prediction stage for the state:
Evolution of state and prediction of covariance of state with
X; =AX;_; + ABP;; G =AGI,A+Q*
2.4 Update stage for the state
Kalman gain for state
K} = G RT(RG/ RT + @¥)1
Improved predictions of state

X; =X; +Ki(y;: —RX; —JP); G =Gi —K{RG;~

Of note, the procedure needs a priori information on expected value and covariance of
the state and input at time t,. The value of the process noise QP in Eq. (7.27) must be
properly chosen so that an accurate estimate of the unobserved state and the unknown
input could be approximated. The process noise covariance matrices Q* and QP represent
the suitability of the formulated model of the system. The lower they are, the more
accurate the model. The observation noise covariance QY represents the accuracy of the

acquired measurements.
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The vehicle model is assumed accurate and the process noise for the vehicle state is set
to a small value Q¥ = 1072% x I, where I is an identity matrix with dimension equal to 4
corresponding to the DOF of the vehicle system. The initial values of the covariance of
the state are taken the same as for the process noise. Since the vehicle system is assumed
at rest at the beginning of simulations, the expected values for the initial conditions are

assumed null.

The expected value and covariance of the input force are also needed. QP is a tuning
parameter to smooth the variation of the time history of the input. Its value significantly
affects the quality of the estimated solutions (Azam et al., 2015), and it is determined as

follows:

The current state update is directly related to the innovation I%,,, = y; — RX; — JP; from
the Kalman filtering algorithm presented above. The innovation can be seen either as the
prediction error of the state given the measurements or as a measure of the information
brought by a new measurement. L-curve method is used (Aucejo et al., 2019) to calibrate
the process noise for the input estimation. The optimal value QP can be determined by
minimising the innovation norm as,

_ — a2
ov - arin:m Tt lly: — RX; = JB[, /N, (7.29)

7.4  Damage identification via interaction forces

The damage index ag is defined as a fractional change in the jth elemental flexural

stiffness of the bridge deck, and the damaged parameter is defined as

(ED)=EDI(1-al)  (0<al<1,j=12.m)  (7.30)

162



where (EI1 )é is the parameter of the jth element when the bridge is intact.

Taking the first derivative of Eq. (7.7) with respect to the damage index a_! of the bridge

to have
M,S+C,S+K;,S=P (7.31)
o _ rody, 0% ¢ _ adp 0%y _ [0dp , 0%y
where § = [6(a£)' a(ai)] , § [a(ai)' a(ag)] , S [a(ag)’ 6(a£)] are the response
) —aKbd —a —aKbd
sensitivity matrices with respect to the damage index a!; P = [a(a!) b g o(al) b

0

They can be obtained by solving Eq. (7.31) using Newmark integration method.

The sensitivity of the interaction S; can be derived from Eq. (7.8) as the first partial

derivative with respect to the stiffness parameters as

_ Ofine _ rTpy-1 T( 0%y 9%y ax,{>
5 9(ay) (L)L M, a(ad) o a(ad) Ky a(al) (7.32)

Zero initial values for the vector of damage index are assumed as po= {od, o3..., a7} 7=0.

The difference between the measured and the analytical interaction forces then becomes
Af,. =f,—f. (r=012..) (7.33)

where subscript 7 denotes the value at the rt4 iteration. Quantities with subscript 7=0 refer
to the set of initial values. The vector of flexural stiffness change, Ap,., can be solved

from the following sensitivity equation as:
Se-Ap, = Af,  (r=0,12,..) (7.34)

The updated damage index vector p,,; = p, + Ap, is calculated in the next iteration

followed by the calculation on the interaction forces and sensitivity. The above process
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is repeated until the identified damage index increment in the successive iteration is

smaller than a predefined tolerance level.
||Ap,|| < tolerance (7.35)
where ||*|| is the norm of the matrix.

The set of damage index increments Ap,. obtained from Eq. (7.34) using a straightforward
least-squares method would be unbound. Tikhonov regularization is used for optimizing

the following objective function as

J(APy, A5) = ||SarApy — AL||* + AT [1AD, | (7.36)

7.5 Studies on interaction force identification and surface roughness estimation

7.5.1 Numerical example

Properties of the target bridge model studied were: L = 30 m, pA = 6.0 X 103 kg/m,
EI = 2.5 x 101°Nm?2. The coefficients for Rayleigh damping were a; = 0.343 and
a, = 0.001. Parameters of the vehicle were: m, =17735kg I, = 1.47 X
10° kgm?,S = 4.2 m,al = 0.519,a2 = 0.481, m; = 1500 kg, ky; = 2.47 x 10° N/
m, kg = 3.74 X 10 N/m, cg; = 3.00 X 10* N/m/s, ¢,y = 0.00 N/m/s, m, =
1000kg, ks, = 4.23 X 10° N/m, k;, = 4.60 X 10° N/m, c;, = 4.00 X 10* N/m/

S, ¢tz = 0.00N/m/s. The bridge deck was represented by ten finite elements and
acceleration responses of the moving vehicle axles were calculated as the measured
signals with sampling frequency of 1000Hz. All these parameters were adopted for the

following studies unless otherwise stated.

7.5.1.1 Force identification and surface roughness estimation
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Figure 7.2 shows the vehicle axle responses when it is moving at 20m/s on top of the
bridge deck with Class B surface roughness. The proposed method was applied for the
identification of the axle forces. L-curve technique was used to determine the value of
QP . Figure 7.3 shows the mean innovation norm obtained using the acceleration time
histories of the vehicle axles as list in Eq. (7.29). The optimal value of QP = 5 x 1023

was chosen which corresponds to the minimum mean error norm.

A relative percentage error (RPE) was used to evaluate the identified results as

Pesi—P
RPE = Pest=Peruell o 40y, (7.37)
1P eruell
where P,,; and P, are the estimated and the true time series respectively; ||-|| is the

norm of vector. Figure 7.4 (a) and (b) show the identified interaction forces and the road
surface roughness, respectively. The results matched the true curves well. It may be
concluded that the proposed strategy is able to identify the interaction forces and bridge

surface roughness with high accuracy when no measurement noise is considered.

The effect of measurement noise was studied next. White noise was added to the
calculated acceleration responses to simulate the polluted measurement. Random noise
of 2, 5 and 10% were added to the responses separately when the vehicle moved over a
Class B surface roughness at a speed of 20 m/s. Figure 7.5(a) presents the identified
interaction forces for the case with 5% measurement noise. Figure 7.5 (b) and (c) show
the identified bridge surface roughness and its PSD respectively. The RPE for the
identified forces and road surface roughness are given in Table 7.1. The identified surface
roughness deviated from the true values. The PSDs of the identified road profile in Figure
7.5(c) shows that the discrepancies mainly exist at high frequency. The measurement

noise had a large effect on the identification results. It may be concluded that when the
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level of measurement noise is low, i.e. not larger than 5%, the identified results are

acceptable.

7.5.1.2 Effect of moving speed and sampling frequency

The effects of vehicle moving at the speed of 10 and 30m/s on deck with Class B road
surface roughness were studied. Measurement noise of 5% was considered. Sampling
frequency of 1000 and 5000Hz were used. The RPE values for the identified results are
tabulated in Table 7.2. Figure 7.6 shows the identified interaction forces and bridge
surface roughness when sampling frequency of 1000Hz for different vehicle speeds.
Results from both the table and Figure 7.6(b) show that a higher moving speed reduces
the deviation of the identified surface roughness with improved accuracy. Figure 7.7
shows that a higher sampling frequency reduces the RPE in the force identification. An
inspection of Figure 7.7(a) also shows that the identified force values at the peaks and
valleys using a higher sampling frequency are more accurate than those by using a lower
one. The above results demonstrates that a high vehicle speed would be beneficial for a

quick pavement surface inspection to reduce the traffic interruption.

7.5.2 Experimental investigation

Experimental study was conducted on the VBI test bed in the laboratory to verify the
feasibility of the proposed method on the identification of interaction forces and the
surface roughness. The two-axle vehicle model was used and the wireless sensors were
installed above the vehicle axles. The vehicle was simplified as a two-degree-of-freedom
model with mass of m, = 4.9 kg. The estimated rotational inertia of the vehicle body

was I, = 0.06kgm? and the stiffnesses of the vehicle axles were kg; = kg, = 1.3 X
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105N /m. These values were estimated from modal test on the vehicle. The wireless
sensory system was setup to measure the vehicle responses during its moving over the

beam. The sampling frequency for the measurement was 500 Hz.

Plastic strips with three levels of thicknesses were attached to the surface of the beam as
shown in Figure 7.8 to simulate bumps on the road. The thickness and locations of the
strips are summarized in Table 7.3. The ‘1/8” in the table denotes the location at 1/8 length

of the first main span from its left support.

The measured responses when the moving vehicle was on the main beam with a speed
0.35 m/s are given in Figure 7.9. The proposed method was used for force identification
using the vehicle model described above with QP = 1 x 10%°. The dynamic interaction
forces can also be calculated directly by using the acceleration responses and integration
technique due to the simplicity of vehicle model. Both the identified and calculated
dynamic interaction forces are presented in Figure 7.10(a). The two sets of forces match
each other quite well. The spectra of the identified force in Figure 7.10(b) has two
dominant peaks at around 29.4 and 36.7 Hz corresponding to the two modal frequencies
of the vehicle model. The apparent profile is defined as the profile of displacement at the
contact point between the tire and the bridge surface (ElHattab et al., 2017) and it is
calculated using the interaction forces and identified displacement at top of the two axles.
A band pass filter with cut-off frequencies from 1.0 to 100.0 Hz was used to process the
apparent profile to estimate the beam surface unevenness. The identified unevenness from
two vehicle axles are shown in Figure 7.11. The locations of the installed plastic strips
were all identified, and the values are presented in presented in Table 7.3. The identified
results from the front and rear axles are highly consistent. The values from the front axle

are generally larger than those from the rear axle.
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7.6 Studies on damage detection

The same vehicle-bridge interaction system for numerical studies in Section 7.5.1 was
considered, and local damages were introduced into the finite elements of the bridge
model. Two damage cases were studied with (a) single damage scenario - 20% damage
is introduced in Element 2, i.e., @ = 0.20; and (b) multiple damage case - Elements 4
and 8 are assumed to have damage with ag = 0.15, a8 = 0.20. The algorithm described
in Section 7.4 is adopted for the identification with the tolerance in Eq. (7.35) equals to

5x10™*in the numerical example.

7.6.1 Damage detection with a smooth bridge surface

Measurement noise of 5% was added into the calculated vehicle responses. The cases
with three different vehicle moving speeds, i.e., 10, 20 and 30 m/s, were studied. The
identified damage detection results in Figure 7.12 show that the damage location were
identified correctly for all vehicle speeds. The identified damage extents were very close
to the true values. However, a lower vehicle speed provided better identification results

when the bridge surface is smooth.

To further study the effect of measurement noise on the identification, another example
was studied with 10% measurement noise and 20 m/s moving speed. The identified results
were compared with those for 5% measurement noise, as shown in Figure 7.13. The
damage location and extent were accurately identified. It may be concluded that when the
bridge surface is smooth, the proposed method can be used for drive-by bridge damage

detection with a high vehicle speed using noisy vehicle axle responses.
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7.6.2 Damage detection when the bridge surface roughness is known

The proposed method is used for the damage detection with the identified forces. In
Section 7.5.1.1, results showed that the measurement noise effect was significant to the
identification. Therefore, this this study, a higher sampling rate of 5000 Hz was used. The
Classes A and B bridge surface roughness were adopted. Measurement noise of 5% and
a moving speed of 20 m/s were considered. The identified results are shown in Figure
7.14. When the bridge surface roughness is known, the interaction forces obtained from
the vehicle axle responses with the proposed method can yield damage location and extent
with acceptable accuracy. Some elements are, however, falsely identified with small
stiffness variation which is due to the effect of measurement noise. The proposed method
can provide reliable information on potential damage conditions of the structure when the

bridge surface roughness is known.

7.6.3 Damage detection using the identified bridge surface roughness

When both the interaction forces and vehicle displacements are identified from vehicle
axle responses, the roughness can be calculated from the known vehicle-bridge system.
The moving speed 30m/s and the sampling frequency 5000 Hz were adopted. The damage
detection results considering different measurement noise levels are shown in Figure 7.15.
When the measurement noise is 2%, the identified damage location and extent were
acceptable. For a higher noise level of 5%, a few false detections were noted with the
designated damaged elements identified with much higher possibility of damage. When
the noise level reaches 10%, the identified damage information were not reliable for the
single damage case. The measurement noise is noted to have large effect on the surface

roughness estimation leading to an inaccurate damage identification. The advanced signal
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pre-processing is needed to reduce the measurement noise when the proposed method is

applied in the practice.

7.7  Summary

Vehicle-bridge interaction force identification and bridge damage detection using vehicle
responses are two powerful techniques with great potential for widespread practical use.
Both require only instrumentation on the moving vehicle. A state space model of the
vehicle based on Newmark-3 formulation was derived in this chapter. DKF was used to
identify the interaction forces between the vehicle and bridge with only the vehicle axle
responses. The bridge surface roughness can be calculated using the interaction forces
and bridge parameters. A method was proposed to estimate the forces and road surface
roughness with measurement noise in the responses. The interaction forces obtained can
then be used for bridge damage detection based on the interaction force sensitivity
analysis. Numerical examples showed that the damage index of the bridge deck can be
identified from the interaction forces effectively when the measurement noise was less
than 5%. Experimental investigation was also conducted to verify the feasibility of the
proposed method for interaction force and bridge surface roughness estimation. Findings
emphasize that measurement noise in the responses must be reduced before using the

proposed method for damage detection in practice.
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Figure 7.8 The installation of plastic strip to simulate bumps on the bridge
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Table 7.1 RPE of the identified results considering different measurement noise (%)

Noise level (%) Forces Roughness
Front Rear Front Rear
0.00 0.00 2.61 2.61
2 2.06 3.25 6.86 10.41
5 5.88 6.79 18.30 17.98
10 11.75 13.59 36.3 35.72

Table 7.2 RPE of the identified results considering different vehicle speed (%)

Sampling frequency=1000 Hz Sampling frequency=5000Hz
Moving Forces Roughness Forces Roughness
speed (m/s)
Front | Rear | Front Rear Front Rear Front Rear
10 478 | 2.79 | 5297 | 52.36 3.07 1.72 34.81 40.84
20 588 | 6.79 | 1830 | 17.98 4.04 4.74 13.74 27.71
30 512 | 898 | 5.23 8.68 4.14 5.96 491 291

Table 7.3 The experimental setup of the beam surface unevenness and the identification

results

Experimental setup

Label 1 2 3 4 5 6 7 8

Locations 1/8 1/4 5/16 3/8 172 5/8 3/4 7/8

Height (mm) 1.50 1.50 1.50 1.50 1.00 3.00 3.00 1.50

Identification results (mm)

For front axle | 2.00 1.23 2.36 1.69 1.04 2.93 3.13 1.50

For rear axle 1.63 1.37 1.87 1.53 1.02 2.50 2.66 1.44
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CHAPTER 8 Further verification with an in-situ cable-stayed

bridge

8.1 Overview

To examine the feasibility of the proposed methods in practical application, some
methods are further verified using responses measured from a vehicle-bridge system in
the field. For the indirect bridge mode shape identification using proposed STSSI method
(Chapter 3), a stationary and a moving sensor are necessary and the method is applicable
only when the bridge surface is not too rough. For the drive-by bridge damage detection,
both the exact vehicle and bridge finite element model are required and it is also difficult
to introduce damage to the in-situ bridge. Therefore, only the methods proposed in
Chapters 4 and 5 are verified with the in-situ bridge. The drive-by bridge modal
identification using SSA-BSS was applied to identify the modal frequencies of the actual
bridge. Time-frequency analysis was performed to further investigate the time-varying

characteristics of the bridge frequencies due to the vehicle-bridge interaction.

8.2 The instrumented cable-stayed bridge

8.2.1 The bridge and its measurement system

The test structure is a single lane highway bridge with a span of 46 m and a width of 6m
(as shown in Figure 8.1). The composite bridge deck has four steel beams and a thickness
of reinforced concrete slab of 160 mm. The bridge connects two campuses of the Western
Sydney University, the South and North Campus. A long-term monitoring system was
installed on the bridge. A HBM Quantum-X data logger (HBM, Darmstadt, Germany)

with an embedded PC are used for signal conditioning and data logging. This hardware
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combined instrument excitation, voltage regulation, digitization, anti-aliasing filters, and
data logging. The logging software was Catman Version 5, which collected all channels
at a default sample rate of 600 Hz (Sun et al., 2017). The dynamic monitoring system
continuously recorded the vibration response of the bridge and produced a file with an
acceleration time series every 10 minutes that are continuously transferred over a 4G
cellular network to a database. A dense array of strain gauges (installed on each cable of
the bridge deck) and accelerometers (total number of 24) were installed under the bridge
deck. These were synchronized in time to measure structural responses. Figure 8.1 (b)

and (c) show the sensor locations used for this study.

8.2.2 Bridge modal identification

Figure 8.2 (a) illustrates a typical acceleration time signal obtained from a 10-minute file
from Channel A1l measured on 12 June 2019. A typical ambient part of the response
(10-second), when there was no vehicle traveling over the bridge and a typical part of free
vibration response once a moving vehicle exiting the bridge are shown in Figure 8.11 (b).
From the response spectrum, it was observed that high structure vibration modes were
excited due to the moving vehicle and most of the peaks are within 10 Hz. Thus, the study
mainly focused on the frequencies that are smaller than 10 Hz. There were 22
accelerometers placed under the deck at the intersection of the transverse girders and the
beams. While sensors A2 and A3 are installed under the beams between two transverse
girders (see Figure 8.1(c)). Bridge modal analysis was conducted using the responses
measured from all the accelerometers except A2 and A3. Bridge responses measured
under ambient excitation and after a passing vehicle were analyzed separately. Modal
analysis toolbox reported by Chang et al. (2012) was used for the identification of the

bridge modal parameters with Auto-regressive technique. Figure 8.3 (a) and (b) show the
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identified bridge vibration modes. Only one bridge vibration mode was identified during
ambient excitation, whereas six vibration modes were identified during excitation of a
passing vehicle. The first two bridge modal frequencies from modal test were 2.03 and
3.72 Hz, respectively. A finite element model of this cable-stayed bridge was established
in ABQAUS by Alamdari et al. (2019). The predicted frequencies of the first two modes
from the numerical model were 2.06 and 3.43 Hz, respectively. The first bridge modal
frequency from the test and the numerical model were very close with a discrepancy of
only 1.48%. Meanwhile, for the second mode, a larger discrepancy of 7.80% was

observed between the test and simulated results.

8.3 The instrumented vehicle

For the drive-by bridge modal identification, a Hyundai Tucson 2006 model with a gross
weight of 1.5 t was used as the test vehicle. A BeanDevice AX-3D wireless accelerometer
was installed on the top surface of the dashboard as shown in Figure 8.4. Another wireless
sensor was installed on the floor of left back seat. The modal test was conducted when
the vehicle was not started on a flat ground under ambient excitation. Figure 8.5 shows
the responses of the two wireless sensors for the modal test with a duration 30 seconds.
SSI method was used to analyse the responses and the first three vehicle frequencies were
considered. Ten sets of the response measurement from two sensors were analyzed to
extract the vehicle frequencies. The stable figure of the response is shown in Figure 8.6.
The identified vehicle frequencies from each set of responses are tabulated in Table 8.1.
The mean values of the test results at 1.02, 1.58 and 2.31Hz were regarded as the first

three vehicle frequencies, respectively.
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8.4 Drive-by bridge modal identification using vehicle responses from wireless

sensor

8.4.1 Vehicle responses when it is idling

Vibration at the sensor location on top of the dashboard was measured when the vehicle
stopped on the road and on the bridge deck with its engine idling, respectively. Figure 8.7
shows the measured responses and the spectra. In the spectrum, two dominant peaks were
visible at 17.5 and 23.3 Hz. These are the frequencies of the idle engine. When the vehicle
stopped on the bridge deck, it was seen from the response spectrum that the dynamic

information of the first bridge vibration mode was captured by the instrumented vehicle.

8.4.2 Drive-by bridge modal identification using SSA-BSS

The dynamic responses measured from the wireless sensor when the vehicle passes the
bridge at different speeds, i.e., 10, 20 and 30 km/h, were analyzed using SSA-BSS. Figure
8.8 shows the dynamic response measurement and the spectrum when vehicle passes the
bridge with a speed of 10km/h. The spectrum clearly shows that besides the three vehicle
frequencies V1, V2 and V3, the first bridge modal frequency B1 was distinguishable. The
proposed method was used to analyse the response with window length of 1000. Figure
8.9 shows the extracted response components when the vehicle speed is 10km/h. The
components can be extracted from a set of response measurements and the frequencies
were identified from the components. The identified frequencies for different vehicle
speeds are tabulated in Table 8.2. The identified values matched well with those obtained
from the modal tests with the exception of the case when vehicle speed was 30 km/h. This

was possibly because the speed of the vehicle was too high.
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8.5 Time-varying characteristics of bridge modal frequency due to vehicle-
bridge interaction

To study of the time-frequency characteristics of the vehicle-bridge interaction system,
a truck with a gross weight of 25 t is used as shown in Figure 8.10. The vehicle-

induced dynamic responses of the bridge were evaluated.

8.5.1 The case with different traffic conditions on the bridge

Responses from sensor A10 under three different traffic conditions were measured. Case
1 had no vehicle on the bridge, Case 2 had one vehicle moving on the bridge from North
to South and Case 3 had one vehicle moving on the bridge from South to North. There
was a roundabout at the southern entrance of the bridge. The acceleration responses and
the spectra are shown in Figure 8.11. When there was no traffic on the bridge, only the
first bridge frequency can be identified in the response spectrum. When there were
moving vehicles, higher bridge vibration modes were prominent due to the vehicular
excitations. The TF analysis of the responses under different traffic conditions are
presented in Figure 8.12. The IF trajectory of the first bridge vibration mode show little
variation in the absence of traffic. Meanwhile, the IF trajectories corresponding to the
bridge vibration modes exhibit large variations when there was traffic. Of note, the
frequency variation were lower when vehicles moved from South to North than when
they moved from North to South. This may be due to a lower vehicle speed when the
vehicle exited from roundabout at the South entrance of the bridge. Furthermore, the
frequency variation for the first three bridge vibration modes were very small, whereas

the frequency of the fourth bridge vibration mode varies periodically, i.e., every6 seconds.

To better understand how the cables respond to a moving vehicle, the strain measurements
on the four cables at one side of the deck were assessed. The values are given in Figure

8.13. The strain increased when a vehicle was in the vicinity of the cables, and it decreased
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when vehicle moves away. This suggests that the function of the cables can be simplified
as vertical spring supports at the connection points with the deck. The composite effects

of vehicle and cables account for the time-varying behaviors of the bridge frequencies.

8.5.2 The time-frequency analysis results from responses at different locations

The responses measured at different locations as the vehicle moved from North to South
were analyzed in TF domain. Measurements from sensors A6, A10, Al14 and Al8
arranged in longitudinal direction were analyzed for comparison. Similar analysis on the
responses from sensors A9, A10, A11 and A12 in transverse direction was also conducted.
The IF trajectories of the first two bridge vibration modes from different responses are
shown in Figure 8.14. The IF trajectories form sensors A6 and A10 exhibited similar
trend for the first two bridge vibration modes. Of note, they were larger than those from
responses measured at A14 and A18. This may be due to lower speed when the vehicle
was close to the support near the South entrance. For the sensors in transverse direction,
the frequency variations obtained from the responses were almost the same for the first
bridge vibration mode. However, the variations were different for the second vibration
mode although the trend was similar. This is possibly because the second vibration mode

consists of a mixture of torsion and bending mode from the operational modal analysis.

8.6  Summary

A drive-by modal frequency identification was applied using an actual cable-stayed
bridge using instrumented vehicles. The response components related to bridge and
vehicle frequencies were extracted from a set of vehicle response to identify the bridge

frequencies using proposed SSA-BSS. The time-varying characteristics of the bridge
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frequency due to the interaction with a heavy truck was also explored. The IF trajectories
extracted from bridge response by using TF analysis technique showed complex variation
trends. This study demonstrates that the combined effects from the moving vehicle and

the cables have a significant effect on bridge frequency identification.
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Figure 8.1 Instrumentation on a cable-stayed bridge in the field
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Figure 8.4 Vehicle for test and instrumentation with wireless sensor
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Figure 8.10 Truck for the investigation of time-varying characteristic of the VBI system
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Figure 8.14 IFs from responses at different locations

Table 8.1 Identified vehicle frequencies via modal tests

Test number Frequency (Hz)

& nd 3d

1 0.96 1.4 2.19

2 0.94 1.43 2.23

3 0.95 1.58 23

4 1.19 1.74 23

5 0.97 1.38 2.18

6 1.07 1.6 2.47

7 0.81 1.62 2.29

8 1.07 1.56 2.28

9 1.1 1.72 2.45

10 1.13 1.74 2.44
Average 1.02 1.58 2.31
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Table 8.2 Identified frequencies for the components considering different vehicle speeds

Speed (km/h) Frequency (Hz)
18t 2nd 3rd 4th
10 1.05 1.56 2.06 2.25
20 1.11 1.64 2.05 2.41
30 1.17 1.52 2.00 --
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CHAPTER 9 Conclusions and recommendations

9.1 Summary

This study performed an in-depth investigation on the feasibility of indirect bridge SHM.
Two new methods (STSSI and SSA-BSS) were proposed for the indirect identification of
bridge modal frequencies and mode shapes. The novelty of these methods lie in their
capacity to account for the nonstationary features of VBI. A time-frequency analysis
strategy was adopted to assess the time-varying characteristics of the vehicle and bridge
frequencies due to the interaction. The relationship between the time-varying frequencies
and the system parameters was investigated. Numerical and experimental studies were
conducted to verify the proposed methods. In the numerical study, the VBI system was
modelled with a simply supported beam and a single-degree-of-freedom vehicle model.
In the experimental study, a vehicle-bridge interaction testbed was constructed and used
for testing. A wireless sensory system was built to monitor the acceleration data. Finally,
a two-step drive-by damage detection method is proposed to detect the location and

severity of the bridge local damages using vehicle axle responses.

9.2 Conclusions
Results from the numerical and/or experimental studies and lessons learnt in the

development of this thesis are summarized as follows:

1) In the new indirect bridge modal parameter identification method with stochastic
subspace identification, two instrumented vehicles were used to measure the bridge

responses with one moving over the bridge deck and the other remain stationary on the

204



bridge structure. White noise excitations to the bridge supports were included to consider
the effect of on-going traffic on the bridge structure in the numerical simulation.
Measured accelerations were segmented and formed into a state space model. Reference-
based SSI was used to obtain the local mode shape values. A rescaling procedure was
implemented to the local mode shape values to obtain the global mode shapes of the
bridge. Numerical and experimental results obtained clearly indicates that the proposed
method can identify the bridge mode shapes effectively and accurately. However, the
proposed method cannot be used directly when the bridge surface roughness is Class B
or worse.

2) The proposed blind modal identification with singular spectrum analysis method
decomposes the acceleration response acquired from the sensor on the moving vehicle.
The measured response was decomposed into a multichannel data set using singular
spectrum analysis, and it was further input to the blind modal identification to extract the
bridge-related response components. The bridge modal frequencies were identified from
these related components. Numerical and experimental studies showed that the method is
effective and robust to the measurement noise for the drive-by bridge frequency
identification. The bridge frequencies can also be identified even with a Class B surface
roughness. The method was also verified successfully using responses from the vehicle-
bridge interaction system in the field.

3) The time-frequency analysis technique SET was adopted to analyse the time-
varying characteristics of the vehicle-bridge interaction system numerically and
experimentally. The trajectories of instantaneous frequency of the system were extracted.
The instantaneous frequency was sensitive to the vehicle/bridge mass ratio. When the
vehicle mass was negligible compared to the bridge mass, the modal frequencies of the

system were unchanged. Both vehicle and bridge frequency variations can be observed in
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the IFs of the responses when the vehicle/bridge mass ratio was large and the
vehicle/bridge frequency ratio was not too small. The time-varying characteristics of the
vehicle-bridge interaction was also noted in experimental study. Analysis on the
responses of an in-situ cable-stay bridge shows that the instantaneous frequencies are
affected by the combined effects of moving vehicle and cables.

4) A two-step method was proposed for drive-by bridge damage detection from
vehicle axle responses. The Newmark-f method was used to derive the state space
representation of the vehicle model. DKF was then adopted to solve the state space model
and obtain the unknown interaction forces and the vehicle states. The bridge surface
roughness was calculated with known bridge parameters in its intact state. Numerical and
experimental results indicates that the proposed method can identify the interaction forces
and road surface roughness with high accuracy. Further detection of local damages in the
bridge deck can be realised based on the interaction force sensitivity analysis with the
interaction forces and roughness obtained in the first step. Numerical results showed that
the location and severity of the bridge damages can be detected accurately when the
measurement noise is low. The proposed damage detection method is sensitive to

measurement noise.

9.3 Recommendations for future study

The indirect bridge inspection using vehicular moving sensory system has shown its
potential as an efficient, effective and economic bridge SHM strategy. However, there
are technical challenges that must be overcome before this approach can be widely

applied. Future investigation on the following topics are recommended:

206



1) Structural modal frequencies and mode shapes can be obtained from indirect
bridge modal identification as shown in this thesis. Bridge related components can be
extracted from the vehicle responses, and they can further be used for bridge damage
detection.

2) The time-varying characteristics of the vehicle-bridge interaction system is an
important factor that must be considered for drive-by bridge inspection. These
characteristics have the potential to be used for evaluating the bridge conditions and this
needs more study.

3) More study on full-scale bridges is important and beneficial to know the problems

with practical application of the indirect bridge health monitoring approaches
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