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ABSTRACT

Synthetic aperture radar (SAR) suffers from several intrinsic limitations caused

by the slow time sampling in azimuth. In this thesis, a generalized continuous wave

synthetic aperture radar (GCW-SAR) is developed based on one-dimensional (1-D)

continuous wave (CW) signalling, thus removing these limitations.

GCW-SAR reconstructs a radar image originally by correlating the received one-

dimensional raw data after self-interference cancellation (SIC) with predetermined

location dependent reference signals. The SIC in GCW-SAR is discussed and then

the system geometry and the original imaging method are proposed. To reduce the

complexity, a novel piecewise constant Doppler (PCD) algorithm based on the linear

approximation of the slant range, is proposed reconstructing a SAR image recursively

in azimuth. Additionally, a faster and more flexible PCD implementation, called

decimated PCD algorithm, is proposed, by which the image azimuth spacing can be

extended further reducing the computational cost significantly.

The PCD algorithm is the key technique for the GCW-SAR. This thesis presents

a theoretical PCD imaging performance analysis. Firstly, the difference between

conventional SAR imaging and PCD imaging is revealed. Exact ambiguity function

expressions of the PCD imaging in range and azimuth are then derived respectively.

An error function of the PCD imaging is further defined and shown to be a function

of an image quality factor to quantify the imaging performance. The decimated

PCD imaging error is also analyzed accordingly.

Passive GCW-SAR system and millimeter wave GCW-SAR system with deramp-

on-receive are proposed respectively. A modified PCD algorithm suited for passive

GCW-SAR is proposed to remove the conventional passive SAR limitations. Using

deramping technique can drastically reduce the receiving sampling rate and the

millimeter wave carrier enables high azimuth resolution as well as short synthetic

aperture which in turn significantly reduces the imaging computational complexity.

The effects of deramp-on-receive in PCD imaging is analyzed accordingly.



Finally, a real GCW-SAR experimental system is developed and the experimen-

tal results are presented. This practical system consists of four subsystems, i.e.,

receiver frontend subsystem, radar control subsystem, positioning control subsys-

tem and digital imaging subsystem. The first two parts are constructed by using

the AWR1843 single-chip 77-GHz FMCW radar sensor made by Texas Instruments,

the third by using the linear moving platform made by FUYU Technology company,

and the digital imaging is possessed by MATLAB off-line processing in a personal

computer (PC). The experimental results validate the advantages of the proposed

GCW-SAR system.
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Chapter 1

Introduction

Synthetic aperture radar (SAR) is an important remote sensing technology used

to observe the Earth and monitor the natural resources [2, 3, 4, 5, 6]. The radar-

based sensors have many advantages over the optical-based ones because of their own

illumination. They can work day and night under all weather conditions and provide

a better discrimination of surface features than optical sensors. The transmitted

electromagnetic waves can also pass through the clouds and precipitation with little

or no deterioration [7, 8]. Therefore, this thesis is focused on the research of a novel

SAR concept. In this chapter, the development of SAR is firstly reviewed and then

the research motivation is given. The challenges, contributions and the organization

of the thesis are lastly outlined.

1.1 Research Background

Radar-based sensing technique has experienced a long-term and steady growth

with advances in antennas, radio frequency technology and digital technology [9].

The radar originally measures the range and direction of a target via time delay

and antenna directivity, and its range and azimuth resolutions are determined by

the transmitted signal bandwidth and the beamwidth of radar antenna respectively.

However, a fine azimuth resolution can be hardly achieved especially considering

a long-distance imaging scenario due to a small physical antenna aperture. After

the principle of aperture synthesis was demonstrated by Carl Wiley in 1951, this

problem was resolved by the use of Doppler frequency shift between a radar and

targets. Mounted on a moving platform, the radar transmits pulses sequentially
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Figure 1.1 : SEASAT satellite model and a sample SEASAT-1 SAR image of the

Los Angeles metropolitan area observed in 1978 (image credit JPL/NASA).

and collects the back-scattered signals reflected from the observed targets. This

imaging system termed as synthetic aperture radar creates a large virtual aperture

by analyzing the coherent back-scattered signals received in different radar moving

positions, thus leading to a fine azimuth resolution [7, 8].

The first civilian SAR satellite “SEASAT” was launched in the late 1970s [10].

The detailed images of the atmosphere and the Earth surface over a wide area recon-

structed from the received data showed the advantages of SAR in remote sensing,

thus spurring a further development of spaceborne SAR system. Since then, several

SAR satellites such as ERS-1, ERS-2, JERS-1 and RADARSAT-1 [11, 12, 13] have

been launched and the related radar technologies including the work on digital SAR

processors and specific SAR applications have been developed rapidly. To improve

the image quality and simplify the imaging process, a fast SAR imaging algorithm,

called range Doppler algorithm (RDA), was firstly proposed by MacDonald Dettwiler

and Jet Propulsion Lab in 1978 and then well refined by other researchers. Some

other fast imaging algorithms, such as chirp scaling algorithm (CSA), Omega-K al-

gorithm, have been also developed to tackle the difficulties in SAR imaging process,

e.g., range cell migration compensation (RCMC) and secondary range compression
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(SRC).

With the increasing demand for dynamic monitoring of human activities, climate

change and natural resources, the mapping capabilities of current SAR sensors are

not sufficient to provide enough information to reconstruct a high resolution and

wide swath image. A large number of new SAR systems combined with other ad-

vanced technologies have been proposed. By utilizing the phased-array antenna,

either a longer synthetic aperture or a wider range swath can be obtained, resulting

in two SAR working modes, i.e., Scan SAR [14, 15] and Spotlight SAR [16, 17].

Since the single-channel SAR system can only reconstruct a 2-D image of an ob-

served scene, state-of-the-art SAR systems start to employ multiple antennas to

achieve multichannel SAR data acquisition in space, time and polarization. To fully

exploit multiple input multiple output (MIMO) SAR system, more new challenges

like the waveform diversity design and MIMO SAR system flexibility must be over-

come [18, 19, 20, 21, 22, 23]. A new class of hybrid and adaptive SAR working

modes with MIMO antennas is becoming a key topic of the design of future SAR

systems.

1.2 Research Motivation

SAR is a side-looking imaging radar system mounted on a spaceborne or airborne

platform as shown in Fig. 1.2. In a conventional pulsed SAR system, the radar

moves with a constant speed v and transmits a frequency modulated pulse signal

whenever the radar travels for a pulse repetition interval (PRI). The coherent echoes

received during different PRI are not overlapped and thus can construct a 2-D raw

data matrix. One dimension corresponds to the time delay of the back-scattered

signals, known as the fast time t. The other corresponds to the time whenever

the radar travels a distance v·PRI, known as the slow time τ . The separation

of fast and slow time makes it possible to consider the time delay and Doppler
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Figure 1.2 : Transmission and reception in SAR system.

frequency shift independently and thus the imaging process can be easily achieved

by fast Fourier transformation (FFT). However, this 2-D data structure leads to the

intrinsic limitations in the SAR system design [7, 24, 25].

1.2.1 Rigid Time Sequence Between Transmission and Reception

Conventional pulsed SAR system requires a rigid time sequence between trans-

mission and reception to avoid the range ambiguity caused by the selection of PRI

and the sidelobes of the transmitted beam. During the reception, the transmission

must be stopped to prevent interference to the received echoes. Assuming that the

nearest and farthest slant ranges are described as Rn and Rf , the system time se-

quence should satisfy 2Rn/c > Tpd + ∆t and PRI > 2Rf/c+ Tpd + ∆t, where Tpd is

the pulse duration and ∆t is the switching time between the transmission and the

reception. On the other hand, some useless echoes of the sidelobes of the transmit-

ted beam may also reflect back to the radar. Especially the echoes reflected from

the nadir with high power may be mingled with the desired echoes and deteriorate

the final image. To avoid these interference, the system reception must be triggered
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after the end of the nadir echoes. Fig. 1.3 shows the system time sequence among
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Figure 1.3 : Time sequence between transmission and reception.

the transmission pulses, desired and nadir echoes. It is evident that the rigid time

sequence limits the selection of PRI.

1.2.2 Minimum Antenna Area Constraint

Although extending the synthetic aperture by shortening the antenna physical

aperture can improve the azimuth resolution, a higher azimuth resolution requires a

higher pulsed repetition frequency (PRF) due to a wider Doppler frequency band-

width. On the other hand, to achieve a wider swath radar image, a lower PRF

is preferable. Such conflicting requirement known as the minimum antenna area

constraint renders it necessary to have a trade-off between azimuth resolution and

swath width. Assuming that the swath width is Wr and θInc is the beam incident

angle, the signal reception window can be calculated as

Tw = 2Wrsin(θInc)/c (1.1)

where the Wr is approximated as Rcφr/cos(θInc), Rc is the distance from the radar

to the center of the beam footprint, and φr is the antenna beamwidth in range

calculated as φr ≈ λ/Lr. Lr is the physical antenna aperture in elevation. To avoid

the aliasing effect, the PRI must be larger than Tw and thus the Lr should satisfy

Lr �
2λRf · PRF · tan(θInc)

c
. (1.2)
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On the other hand, the wide Doppler frequency bandwidth restricts the selection of

the antenna aperture La. At any point of the observed scene, the Doppler frequency

bandwidth is expressed as

Ba =
2vsin(φa)

λ
(1.3)

where φa is the antenna beamwidth in azimuth and sin(φa) ≈ φa when φa is very

small. According to the sampling theorem, the PRF should be larger than Ba and

thus La should satisfy

La >
2v

PRF
. (1.4)

Consequently, the minimum antenna area can be further derived as

Amin = LrLa >=
4λRfv · tan(θInc)

c
. (1.5)

In several practical SAR applications, the minimum antenna area is always larger

than the theoretical value due to the other limitations such as the rigid time sequence

requirement, the suppression of the ambiguity energy and the improvement of signal-

to-noise ratio (SNR).

1.2.3 Range Cell Migration

Current SAR imaging algorithms based on the 2-D data matrix reconstruct the

SAR images by using range and azimuth compression independently. After range

compression, the range samples represent the distance units from the radar to the

targets. The instantaneous slant range is a hyperbolic function with respect to slow

time τ , and thus the azimuth samples within the same distance unit migrate over

synthetic aperture as seen in Fig. 1.2. This migration is called range cell migration

(RCM) which is an essential feature of the SAR, complicating the imaging process.

The differences of RCMC distinguish the various SAR imaging algorithms. How

to correct the RCM accurately with a low computational complexity is the key of

the SAR imaging design especially for the high squint SAR imaging. In the low
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squint case, the RCMC and the azimuth compression can be achieved easily since

the instantaneous slant range is approximated as a parabolic mode corresponding to

a linear frequency modulated (FM) signal in azimuth. However, in the high squint

case, a parabolic mode is not valid and the FM signal in azimuth is slightly nonlinear.

The functions used in RCMC and azimuth compression have to be modified, and a

new filter called secondary range compression must be used to correct the imaging

error caused by a cross coupling between range and azimuth.

1.2.4 Ambiguities and Restrictions in Frequency Modulated Continuous

Wave SAR

A lightweight cost-effective SAR imaging was proposed by adopting frequency

modulated continuous wave (FMCW) technique as the SAR radio frontend [26,

27, 28]. FMCW SAR operates with a constant low power transmission and can

be adopted in many civil and defense applications where a low cost and compact

equipment is needed. In pulsed SAR, the instantaneous slant range can be assumed

as a constant during each PRI due to the very short pulse time. This approximation

in pulsed SAR is no longer valid in FMCW SAR since the variation of the instanta-

neous slant range introduced by the continuous motion during a much longer pulse

time cannot be negligible. This has two effects on the FMCW SAR processors [28],

i.e., a range walk term and an additional range-azimuth coupling. The range walk

term, a range-invariant phase, is removed by a filter and the range-azimuth coupling

complicates the interpolation in the imaging process.

1.3 Challenges, Contributions and Organization

The above mentioned limitations of SAR essentially derive from the 2-D data

acquisition. If the slow time in azimuth is no longer adopted, these limitations can be

totally removed. Therefore, this research aims to revisit the continuous wave (CW)
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imaging technology and develop a generalized continuous wave SAR (GCW-SAR)

concept, by which a high resolution and wide swath image can be reconstructed

from the continuous 1-D received signals.

1.3.1 Research Challenges

Removing the slow time sampling in azimuth leads to significant challenges to

the GCW-SAR system design as follows.

• Firstly, to obtain the received back-scattered signals continuously, the trans-

mission and reception of the radar must be conducted simultaneously. The

transmitted signal must be subtracted before imaging due to the effect of self-

interference. Self-interference cancellation (SIC) can be generally achieved

in three domains: propagation domain, analog circuit domain, and digital

domain, and GCW-SAR system can adopt any or all of the appropriate tech-

niques. Though SIC as a key technique in a full-duplex system has been

developed for many years, its applications in radar system have been hardly

reported.

• Secondly, the variation of instantaneous slant range in GCW-SAR is expressed

as a function of fast time t, and thus the azimuth information cannot be ob-

tained independently. Therefor, the range and azimuth information has to

be retrieved jointly. In conventional SAR imaging, the range and azimuth

samples are manipulated respectively in a two-dimensional domain and many

fast imaging algorithms can be developed based on 2-D FFT operation. Ob-

viously, these algorithms cannot be applied in GCW-SAR and a fast imaging

algorithm designed for imaging from 1-D CW data is required.

• Thirdly, the performance analysis and further simplification of the GCW-SAR

imaging algorithms are also significant. Although the ambiguities caused by
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RCM is removed, GCW-SAR imaging algorithms may lead to some new errors

which can deteriorate the image quality. The effect of these errors to the

GCW-SAR imaging performance should be analyzed in detail and a method

of GCW-SAR parameter design is required for a practical GCW-SAR system.

• Finally, in order to develop practical GCW-SAR systems for different SAR ap-

plications, a real GCW-SAR experimental prototype must be built to demon-

strate the GCW-SAR performance and its implementation. In this experiment,

a single channel radar and a moving platform can be used for the 1-D received

data and form the synthetic aperture respectively. However, there are still a

number of practical issues in the system setup and signal processing for dealing

with a large amount of real-time data.

1.3.2 Contributions

The main contributions of this thesis are listed as follows:

• The GCW-SAR concept is firstly developed in the thesis. In GCW-SAR, the

slow time is removed and the SAR image is reconstructed by directly correlat-

ing the received 1-D raw data with predetermined location dependent refer-

ence signals after self-interference cancellation. The applicability of the SIC in

GCW-SAR is discussed and the ambiguity function of this correlation based

imaging process, i.e., back projection algorithm, is derived. To reduce the

computational complexity, the piecewise constant Doppler (PCD) algorithm

is proposed to calculate the correlation after applying the piecewise linear

approximation of the range curve. A faster and more flexible PCD imaging

process, called decimated PCD algorithm, is further proposed, by which the

image azimuth spacing can be easily extended, leading to a further reduction

of the PCD complexity.
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• The PCD algorithm is the key technique in GCW-SAR imaging. The difference

between conventional SAR and PCD imaging is revealed. The exact ambiguity

functions of the PCD imaging in range and azimuth are derived respectively.

An error function of the PCD imaging as compared with the ideal matched

filtering imaging process is defined to analyze its performance and shown to

be a function of an image quality factor which can be used to quantify the

PCD imaging performance. Accordingly, the error function of the decimated

PCD algorithm is analyzed. The method of GCW-SAR parameter design is

proposed based on this performance analysis.

• Two GCW-SAR systems, i.e., passive GCW-SAR system and a millimeter

wave GCW-SAR system with deramp-on-receive, are developed. After re-

viewing the geometry and imaging process of the conventional passive SAR

system, a modified PCD algorithm is proposed for the passive GCW-SAR

system. Without the slow time, many intrinsic limitations in passive SAR

have been removed. The millimeter wave GCW-SAR system with deramp-on-

receive is developed for low-complexity GCW-SAR implementation. Adopting

the FMCW radar as radio frontend, the sampling rate in receiver can be dras-

tically reduced and this down-sampled received signals recovered from the beat

signals can be used for the PCD imaging. Using the millimeter wave transmit-

ted signal can shorten the synthetic aperture with the same antenna aperture,

thus reducing the complexity of the PCD algorithm. The effects of deramp-

on-receive and millimeter wave signal on the GCW-SAR imaging process are

analyzed respectively.

• A real GCW-SAR experimental system is built based on the millimeter wave

GCW-SAR. The AWR1843 single-chip 77-GHz FMCW radar sensor made by

Texas Instruments and a linear slider made by FUYU Technology company
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are adopted as the radio frontend and the moving platform respectively. The

complete system consists of receiver frontend subsystem, radar control subsys-

tem, positioning control subsystem and digital imaging subsystem. Each of

them is described in details. The real imaging results are obtained to demon-

strate the GCW-SAR concept, performance analysis and GCW-SAR system

proposed in early chapters.

1.3.3 Thesis Organization

The rest of this thesis is organized as follows:

• Chapter 2: A literature review of the state-of-the-art SAR technologies is pre-

sented in this chapter. The pulsed SAR, FMCW SAR and the SAR ambiguity

functions are firstly reviewed. Then, the different SAR working modes, i.e.,

Scan SAR and Spotlight SAR, are introduced and the corresponding imaging

process and system geometry are briefly described. Finally, the modern SAR

concept with multiple channel receivers including the high resolution and wide

swath (HRWS) SAR and MIMO SAR systems is introduced.

• Chapter 3: This chapter proposes the GCW-SAR concept. Firstly, the SIC

for GCW-SAR in propagation domain, analog circuit domain, and digital do-

main is analyzed and discussed. Then, the system geometry and the image

reconstruction of the GCW-SAR are presented and the GCW-SAR ambiguity

functions in range and azimuth are derived respectively. To reduce the com-

putational cost, a fast 1-D continuous wave imaging algorithm, i.e., PCD algo-

rithm, is developed and a flexible and simplified PCD implementation called

decimated PCD algorithm is further proposed to extend the azimuth spacing

of the final GCW-SAR image. The simulation results show the advantages of

the GCW-SAR.
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• Chapter 4: The PCD algorithm is the key technique to realize the GCW-SAR

system and thus its performance analysis is conducted in this chapter. Firstly,

the difference between the conventional SAR imaging algorithm and the PCD

imaging algorithm is presented and then the ambiguity function of the PCD

imaging algorithm is derived. Afterwards, the PCD imaging performance is

evaluated by using a normalized imaging error function as compared with the

ideal matched filtering method and the decimated PCD imaging error is also

analyzed accordingly. Finally, the simulation results validate the GCW-SAR

performance analysis.

• Chapter 5: This chapter develops two GCW-SAR system, i.e., passive GCW-

SAR system and millimeter wave GCW-SAR system with deramp-on-receive.

The system configuration is presented and the modified PCD algorithm suit-

able for the passive GCW-SAR imaging is derived in the first section. In

the second section, the millimeter wave GCW-SAR system with the deramp-

on-receive is also analyzed. By using the deramp-on-receive, the required

sampling rate can be drastically reduced. The recovery of the received sig-

nal is described firstly and the effect of the deramping technique on the PCD

imaging performance is analyzed accordingly. Then, the effect of the millime-

ter wave transmitted signal on the GCW-SAR system is illustrated and their

advantages are demonstrated. The simulation results of the two system are

presented respectively in corresponding sections.

• Chapter 6: A real millimeter wave GCW-SAR experimental system is built up

in this chapter. The system configuration including 4 subsystems, i.e., receiver

frontend subsystem, radar control subsystem, positioning control subsystem

and digital imaging subsystem, is firstly presented. These subsystems are then

introduced respectively in the following sections. Finally, the experimental
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results are shown to validate the GCW-SAR concept and performance analysis.

• Chapter 7: The last chapter concludes this thesis and summarizes some the

future work for the GCW-SAR research.
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Chapter 2

State-of-the-Art SAR Technologies

2.1 Introduction

The state-of-the-art SAR technologies are reviewed in this chapter. Section 2.2

presents the concept of SAR imaging process in pulsed SAR and FMCW SAR re-

spectively, and derives the ambiguity function whose properties indicate the range

and azimuth resolutions of the SAR system. To improve resolution or broaden wide

swath, many new SAR working modes are developed by using advance techniques.

The phased-array antenna [29], which can electrically steer the antenna beam, re-

alizes the Sacn SAR and the Spotlight SAR working modes which are reviewed in

Section 2.3. Applying a multiple transmit/receive antenna array to SAR imaging,

the SAR system can achieve high spatial diversity, flexible transmit/receive antenna

arrangement and resolution improvement and is capable of reconstructing a high res-

olution and wide swath image. Section 2.4 provides a brief review of these modern

SAR concepts and investigates their challenges and potentials.

2.2 SAR Imaging Concept

2.2.1 Pulsed SAR

In a conventional pulsed SAR, the radar transmits an FM pulse train with an

appropriate PRF. It then receives and stores the back-scattered signals. Due to the

short transmission time, the range equation of a target can be assumed as a constant

during pulse duration and varies from pulse to pulse. This approximation, called

stop-and-go approximation, leads to the independence between the time delay of
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Figure 2.1 : Basic steps of pulsed SAR imaging process [1].

the received echoes and the variation of the instantaneous slant range, and thus the

coherent received echoes can form a 2-D raw data matrix with respect to the fast

and slow time.

Before range and azimuth compression, SAR raw data matrix does not directly

show any useful information on the observed scene. Fig. 2.1 shows the basic steps

of the pulsed SAR imaging process, where the time delay and the Doppler frequency

shift are considered independently in range and azimuth directions [1]. The reflected

signals in range direction can be compressed to short pulses by performing a convo-

lution in time domain, which is often achieved by a multiplication in the frequency

domain due to the much lower computational complexity. After the FFT operation

with respect to fast time t, the received echoes with different slow time are multi-

plied by the complex conjugate of the spectrum of the transmitted chirp signal. A

range compressed image is then obtained, revealing the relative distance between

the radar and any point in the observed scene. Due to the variation of the instanta-

neous slant range, i.e., range equation, the RCM and SRC should be compensated

before the azimuth compression. These errors can be corrected by different filters

in range-Doppler or 2-D frequency domain. The azimuth compression is achieved

by performing an individual convolution in different range lines. Due to the linear

variation of the Doppler frequency with the radar movement, the reference signals
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in azimuth can be constructed as a set of chirp signals, corresponding to the range

from near to far. To reduce the computational complexity, the azimuth compression

can be conducted in range-Doppler or 2-D frequency domain. Finally, after inverse

FFT operation, the image can be reconstructed in 2-D time domain.

2.2.2 FMCW SAR

An idea solving the high peak transmission power problem is the combination of

FMCW signaling and SAR techniques, leading to a lightweight cost-effective imaging

sensor, i.e., FMCW-SAR, which can operate at a constant low transmission power.

In an FMCW-SAR system, the radar transmits linearly frequency modulated (LFM)

signal periodically, and then the received signal is mixed with a replica (reference

signal) of the transmitted signal and down converted to baseband to produce the

beat signal via low pass filtering (called deramp-on-receive) [30]. The FMCW SAR

𝑣

Figure 2.2 : FMCW-SAR system operation.

system operation is shown in Fig. 2.2. Instead of using the time delay of the
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received echoes, the frequency difference in the beat signal during each PRI is used

to determine the instantaneous range of a target.

FMCW radar has a very long transmit duration due to the need for producing the

beat signal, where the transmission and the reception must be conducted simulta-

neously. Hence, the continuous motion of the radar during PRI cannot be negligible

and the stop-and-go approximation in pulsed SAR is not valid anymore [28]. To

represent the effects of the variation of the range equation during pulse duration,

a more accurate signal model is required, and a more complicated imaging system

has to be developed to remove the range walk term and additional range/azimuth

coupling introduced by the continuous motion of the radar.

In an FMCW SAR imaging process, the residual video phase (RVP) [31] in-

troduced by the deramp-on-received operation is firstly removed by using range

FFT, chirp phase multiplication, and range inverse FFT. Then, performing azimuth

FFT to transform the 2-D data to 2-D frequency domain, the range-invariant phase

terms, e.g., range walk term, bulk RCM, can be removed by using the correspond-

ing matched filters. Afterwards, the wavenumber domain algorithm (WDA) [28] is

often adopted, where the Stolt interpolation can achieve azimuth compression and

completely remove the range/azimuth coupling by remapping the range transforma-

tion. Finally, an FMCW SAR image can be reconstructed after transforming the

compressed 2-D data to 2-D time domain.

2.2.3 SAR Ambiguity Function

The theory of radar imaging can be generally considered as a matched filtering

operation to recover the radar cross section (RCS) [32]. This operation can be

designed as a correlation between the received signals and a location dependent

reference signal, and its output can be seen as the average of RCS weighted by the

ambiguity function over a domain limited by an integration. To indicate the range
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and azimuth resolution, the ambiguity function of SAR system is derived in this

subsection.
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Figure 2.3 : Flat-terrain Stripmap SAR geometry.

For simplicity, consider the SAR working in the flat-terrain stripmap geometry

shown in Fig. 2.3, where the side looking radar, at height h0, travels along the x-

direction with a constant speed v. Assuming that the difference between the forward

and backward wave propagations is negligible, the instantaneous slant range with

respect to slow time τ is derived as

r(τ, x, y) =
√

(Rcsinθ + y)2 + (x− vτ)2 + h2
0 ≈ R(y) +

(x− vτ)2

2R(y)
(2.1)

where Rc is the closest range from the flight trajectory to the scene center and

R(y) =
√

(Rcsinθ + y)2 + h2
0. The approximation is valid under the condition |x−

vτ | � R(y). Assuming that the transmitted baseband signal is described as s(t),

the received echoes can be expressed as a superposition of a large number of reflected
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echoes from the beam footprint, that is

sr(t, τ) =

∫ ∫
σ(x, y)s(t− 2r(τ, x, y)

c
)e−j

4π
λ
r(τ,x,y)dxdy (2.2)

where λ is the transmitted wavelength and σ(x, y) is the RCS of the target located

at (x, y). To reconstruct an imaging point I(x′, y′), the output of the matched filter

is given by

I(x′, y′) =

∫ ∫ ∫ ∫
σ(x, y)s(t− 2r(τ, x, y)

c
)s∗(t− 2r(τ, x′, y′)

c
)

· e−j
4π
λ
r(τ,x,y)ej

4π
λ
r(τ,x′,y′)dxdydtdτ

=

∫ ∫
χ(x, y;x′, y′)σ(x, y)dxdy

(2.3)

where χ(x, y;x′, y′) is the SAR ambiguity function expressed as

χ(x, y;x′, y′) =

∫ ∫
s(t− 2r(τ, x, y)

c
)s∗(t− 2r(τ, x′, y′)

c
)

· e−j
4π
λ
r(τ,x,y)ej

4π
λ
r(τ,x′,y′)dtdτ.

(2.4)

Assuming that the range cell migration can be neglected, substituting (2.1) to (2.4),

χ(x, y;x′, y′) can be derived as

χ(x, y;x′, y′) ≈
∫ ∫

s(t−
2R(y) + (x−vτ)2

R(y)

c
)s∗(t−

2R(y′) + (x′−vτ)2

R(y′)

c
)

· ej
4π
λ

(R(y′)−R(y)+
(x′−vτ)2

2R(y′) −
(x−vτ)2

2R(y)
)
dtdτ

≈
∫ ∫

s(t− 2R(y)

c
)s∗(t− 2R(y′)

c
)e
j 4π
λ

(R(y′)−R(y)+
(x′−vτ)2

2R(y′) −
(x−vτ)2

2R(y)
)
dtdτ

(2.5)

Conventional SARs often adopt the linearly frequency modulated waveform, ex-

pressed as

s(t) = ejπKrt
2

, t ∈ [−T/2, T/2) (2.6)

where Kr is the chirp rate and T is the chirp duration. The range and azimuth

resolution factors of the SAR ambiguity function are considered respectively in this

subsection:
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• Range factor: Substituting (2.6) to (2.5) and considering the two imaging

points having coordinates (x, y) and (x, y′), the range factor of the SAR am-

biguity function χ(x, y;x, y′) can be derived as

χ(x, y;x, y′) ≈ ejπKr((
2R(y)
c

)2−(
2R(y′)
c

)2)ej
4π
λ

(R(y′)−R(y))Tsin(2πKrT
c

(R(y′)−R(y)))
2πKrT

c
(R(y′)−R(y))

= ejπKr((
2R(y)
c

)2−(
2R(y′)
c

)2)ej
4π
λ

(R(y′)−R(y))Tsinc(
2πB

c
(R(y′)−R(y)))

(2.7)

where sinc(t) = sin(t)/t is the sinc function and KrT = B is the transmitted

signal bandwidth. The range resolution δr is determined by R(y′) − R(y) =

c/(2B) which is the first null point in this sinc function, that is

δR(y) =
c

2B
. (2.8)

• Azimuth factor: When y = y′, the s(t− 2R(y)/c)s∗(t− 2R(y′)/c) is a constant

and the azimuth factor of the SAR ambiguity function can be derived as

χ(x, y;x′, y) ≈ ej
2π(x′2−x2)
λR(y)

L

v
sinc(

2πL

λR(y)
(x′ − x))

≈ ej
2π(x′2−x2)
λR(y)

L

v
sinc(

2π

La
(x′ − x))

(2.9)

where the antenna aperture is denoted as La and the synthetic aperture L is

approximately equal to λ/La · R(y). Therefore, the azimuth resolution deter-

mined by x′ − x = La/2 is derived as

δx =
La
2
. (2.10)

2.3 SAR Working Modes

A phased-array antenna can electrically create a beam of radio wave which can

be steered in different directions without any antenna moving. This capability is

exploited to address the trade-off between azimuth resolution and swath width and

two SAR working modes, i.e., Scan SAR and Spotlight SAR, are developed. Note

that the conventional SAR without beam steering is called Stripmap SAR.
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Figure 2.4 : Scan SAR system operation.

2.3.1 Scan SAR

In Scan SAR mode [13, 14, 15], a very wide swath coverage is achieved by steering

the antenna beam to several range sub-swaths periodically. The sub-images of the

multiple sub-swaths are reconstructed independently and then assembled to a wide-

swath image at the cost of a poor azimuth resolution.

Fig. 2.4 shows a Scan SAR system operation. The radar sensor sweeps all

the sub-swaths periodically and work as a burst-mode SAR for each of them. To

achieve a continuous coverage in azimuth, one burst reflected from a sub-swath

must be received at least over a synthetic aperture time. In Scan SAR, the variation

of the beam gain leads to a nonuniform signal energy extraction from different

Doppler spectrum when processing the azimuth compression. This drawback, called

“scalloping” problem, can be compensated by multi-looking of the radar, i.e., a

sub-swath image is reconstructed several times over a synthetic aperture time with

different looking angle. The duration of the burst and the number of sub-swath are

defined as Tb and Ns respectively. The period of scanning cycle can be derived as
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TR ≈ Ns ·Tb neglecting the switching time between the data acquisitions of different

sub-swaths. Assuming that the synthetic aperture time is denoted as TL, the number

of looking angle to observe a sub-swath over a TL can be derived as NL ≈ TL/TR.

An increased coverage and a better scalloping compensation in Scan SAR lead to

a worse azimuth resolution. An example of four sub-swath Scan SAR imaging is

shown in Fig. 2.4. Assuming that the number of looking angle is NL = 5, the

number of azimuth samples has been reduced by Nb · NL = 30 times. Due to the

data loss in the switching time, a smaller number of azimuth samples is acquired,

leading to a very low resolution.
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Figure 2.5 : Block diagram of SPECAN imaging process.

The data focusing of Scan SAR has been developed for many years and the

most efficient one is called the SPECAN algorithm [33, 34, 35], where the azimuth

compression is simplified by using the “deramping” operation. A block diagram of

the SPECAN imaging process is shown in Fig. 2.5. The SPECAN algorithm adopts

the same range compression in the RDA algorithm. Since the Scan SAR is designed

for achieving a wide-swath image with a lower azimuth resolution, the higher order

terms in the RCM can be neglected. Therefore, only a simplified linear RCMC is

required in the SPECAN algorithm. Based on the deramping operation in FMCW

radar, the frequency difference can also distinguish the location of the targets. The

reference function is firstly produced and then multiplied by the range compressed

signal. After the FFT, the azimuth of a target can be determined by the frequency

value. Note that the length of FFT should be less then the pulse repetition interval

to avoid the aliasing of the deramped signal. In one-look case, the scalloping in
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azimuth can be compensated by multiplying the data by the inverse of the energy

profile with the accurate Doppler centroid estimation. Multi-looking process [36] is

also adopted to reduce the effect of scalloping. The bursts of a sub-swath are spread

evenly over different parts of the beam and thus the energy level of each sub-swath

is balanced. This compensation is independent of Doppler centroid errors. After the

azimuth compression, a skew of the data caused by the linear RCMC is corrected

and image stitching is achieved. Note that the phase error caused by the derampping

and FFT must be corrected if the data phase is significant for the application.

2.3.2 Spotlight SAR

In a Spotlight SAR mode [16, 17], the antenna beam continuously points to

the same target area during the movement of platform, forming a longer synthetic

aperture. A higher azimuth resolution image can be achieved at the cost of a non-

contiguous coverage along the flight path.

Swath

Figure 2.6 : Spotlight SAR system operation.

Fig. 2.6 shows a Spotlight SAR system operation. The synthetic aperture is no
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longer limited by the beam width and the azimuth resolution is determined by the

data acquisition length rather than the antenna aperture. Due to the very long syn-

thetic aperture, Spotlight SAR has some special problems [16, 37]. Firstly, due to

a larger squint angle, the volume of the RCM in Spotlight SAR grows more rapidly

than that in Stripmap SAR with the improvement of range resolution. Secondly, a

considerable rotation between the radar and target in Spotlight SAR can cause the

range courses of target scattering points beyond the imagination of a resolution cell

at both range and azimuth direction, which is termed as 2-D movement through

resolution cells. This rotation also leads to the space-variant phase error and differ-

ent compensation phase filters have to be used to focus different scattering points.

Besides, the Doppler frequency centroid constantly changes with the variation of the

beam steering angle. The Doppler bandwidth in Spotlight is much larger than that

in Stripmap SAR. Therefore, an efficient method should be adopted to eliminate the

azimuth spectrum spread infection caused by the change of Doppler centroid, and an

appropriate PRF should be selected to remove the range and azimuth ambiguities.

Finally, the coupling between range and azimuth cannot be neglected in Spotlight

SAR since a long synthetic aperture mandates the higher order terms of the slang

range curve to be considered.
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Figure 2.7 : Block diagram of ωKA imaging process.

The conventional algorithms such as RDA and SPECAN cannot compensate

the range-azimuth coupling accurately. To reconstruct a high squint SAR image in

Spotlight SAR, the Omega-K algorithm (ωKA) [38, 39, 40] is developed, by which

the hyperbolic range equation is adopted. Fig. 2.7 shows the imaging process of the
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ωKA algorithm, which is totally conducted in 2-D frequency domain. Firstly, a 2-D

FFT is performed to transfer the SAR raw data to the 2-D frequency domain. Then,

a reference data matrix in 2-D frequency domain is produced and multiplied by the

SAR data, compensating the phase at the reference range which is usually set to the

mid-swath range. The phase difference between the reference range and other ranges

can be derived as a quadratic function of range and Doppler frequencies. A mapping

of the range frequency axis by using Stolt interpolation [40] is adopted to adjust the

range and azimuth phase difference. Finally, the SAR image can be reconstructed

after 2-D IFFT. Another approximate ωKA algorithm is also proposed, where the

Stolt interpolation is simplified in range-Doppler domain by using a range dependent

azimuth matched filter to remove the residual azimuth modulation.

2.4 Modern SAR Concepts

In recent years, capabilities of frequent monitoring with a wide-swath and high

resolution are becoming an increasingly significant issue in SAR applications. How-

ever, the conventional SAR working modes cannot simultaneously satisfy these re-

quirements. To increase the data acquisition both in range and azimuth, SAR system

is equipped with an antenna array with a group of transmit/receive elements, by

which more degrees of freedom and improved spatial resolution are obtained from

the advantages of MIMO architecture [41, 42].

2.4.1 High Resolution and Wide Swath SAR

A novel SAR concept, called high resolution and wide swath SAR, was firstly

proposed to overcome the inevitable contradiction between the range swath and

azimuth resolution [10]. This system uses a small transmitted antenna to illuminates

a large area on the ground with wide swath and long synthetic aperture, and a

separate large received array is employed to achieve multi-channel on receive. The
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system operations in range and azimuth are described as follows.

Swath width

𝜃𝐼𝑛𝑐

Digital beam scanning along 
time delay in range swath

Figure 2.8 : Digital beamforming in range swath.

In range direction, the data acquisition is achieved by using a digital beam-

forming in elevation. Each azimuth aperture is divided into a number of vertically

arranged sub-apertures and each sub-aperture covers a small part of the illuminated

area. The received signals from the individual sub-apertures are then combined in

real time to form a narrow beam which scans the illuminated swath following the

time delay of the radar pulses, which is illustrated in Fig. 2.8 [43]. The received

array collects all the radar echoes from the wide swath, thus compensating the gain

loss caused by a small size of transmitted antenna.

The system operation in azimuth is shown in Fig. 2.9, where the displaced phase

center antenna (DPCA) [44, 45] is adopted to increase the azimuth sampling rate

and suppress the azimuth ambiguity. The multi-channel receiver in azimuth consists

of Ma azimuth sub-apertures, forming Ma effective phase centers mutually displaced

along the radar flight trajectory. The radar transmits a pulse and Ma sub-arrarys
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Figure 2.9 : HRWS SAR operation in azimuth.

can receive the echoes simultaneously, thus obtaining Ma azimuth samples during a

PRI. With an appropriate radar moving speed, the effective azimuth sampling rate

can be increased to Ma/PRI without the reduction of the range swath.

However, there are also some obvious drawbacks in HRWS SAR. The application

of DPCA technique requires a stringent PRI: the radar platforms must exactly moves

one half of the receive array length during a PRI to allow for a uniform sampling rate

in azimuth. Some new imaging algorithms [43, 46] has been developed to overcome

the rigid selection of PRF, but these methods may cause some negative effects such as

ambiguous returns. On the other hand, a huge amount of data samples received from

independent multiple apertures are redundant and the reduced mutual information

can complicate the imaging system.

2.4.2 MIMO SAR

To further take advantage of MIMO architecture, a large receive array with

multiple transmitters in combination of digital beamforming and multi-dimensional

waveform encoding, termed as MIMO SAR, was developed [18, 19, 20, 21, 22, 23].
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Figure 2.10 : Additional phase centers provided by multiple transmit antennas.

Multiple transmit antennas in MIMO SAR provide extra phase centers, which

is shown in Fig. 2.10, compared with the phase centers in HRWS SAR. With a

single transmit antenna, the HRWS SAR only has Ma effective phase centers with

uniform spacing dant/2, where dant is the distance between two adjacent receive sub-

apertures. The maximum distance of the effective phase centers dmax for HRWS

SAR can be derived as dmax = (Ma − 1)/2 · dant. Assuming that the MIMO SAR

is employed with a transmit/receive antenna array with the same number of sub-

apertures in HRWS SAR, 2Ma − 1 effective phase centers can be obtained and its

maximum distance dmax = (Ma − 1) · dant doubles that of the HRWS SAR.

MIMO SAR with multiple transmit and receive channels was firstly proposed to

provide additional baselines for ground moving target indication (GMTI) [47, 48, 49]

and SAR interferometric applications [50, 51, 52]. Then, the MIMO SAR was further

developed to achieve a super resolution in range direction by observing the same

target area from slightly different incident angle. Another MIMO SAR application

is the fully polarimetric SAR imaging [53, 54]. In conventional SAR, two orthogonal

polarizations are transmitted in subsequent PRIs alternatively, where the required

high azimuth sampling rate leads to a narrow range swath. MIMO SAR can use

multiple antennas to transmit two orthogonal polarizations simultaneously in a PRI,

thus avoiding the limitations in conventional SAR. Nowadays, a completely new class
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of hybrid and adaptive MIMO SAR modes [21] are being developed. This working

mode can provide different spatial or radiometric resolutions for different observed

scenes at the same time. For example, Sentinel-1 [55] can observe the whole Earth

surface with a moderate resolution of 20 m in Scan SAR mode, and simultaneously

allow for a Stripmap SAR working mode to map a narrow swath with a significantly

improved spatial resolution.

In a MIMO SAR system, orthogonal transmitted waveforms [22, 56] are adopted

to separate the received echoes from multiple transmitters. The design of MIMO

SAR transmitted waveform is a great challenge. On one hand, to achieve a high

range resolution, a wide signal bandwidth is required. On the other hand, the radars

mounted on airplanes or satellites often have a high average transmit power. A lin-

early frequency modulation chirp signal with good ambiguity characteristics has

been widely used in SAR system, and thus a set of mutual orthogonal waveforms

with different chirp rates, i.e., up and down chirp waveforms, have been developed

for MIMO SAR. However, it is not sufficient to ensure the orthogonality of received

echoes from different transmitters especially when considering a wide illuminated

area. After the matched filtering, the unwanted orthogonal signals in the received

frequency band cannot be vanished but appear in different positions. Such leaked

energy is accumulated with the increasing number of orthogonal signals and deteri-

orates the SAR image seriously. Although the restrictions have been resolved by a

short-term shift-orthogonal waveform in combination with DFB on receive [22], the

increased system complexity limits the MIMO SAR applications in a space-limited

spaceborne or airborne SAR. Actually, MIMO SAR still adopt the stop-and-go as-

sumption and the slow time in azimuth, and thus cannot break the trade-off between

azimuth resolution and range ambiguity. The improved spatial resolution is just

achieved due to a larger data acquisition in MIMO system.
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2.5 Summary

This chapter provides a literature review of the SAR technologies with a focus on

the imaging process and the different working modes. The basic imaging process of

the pulsed and FMCW SAR is firstly reviewed in the first section, where a 2-D SAR

data structure within fast and slow time sampling is adopted and the corresponding

ambiguity functions are derived. In order to reconstruct a high resolution and wide

swath SAR image, current advances in different fields, e.g., phase antenna array,

MIMO antenna array, digital beamforming and several novel imaging algorithms,

are combined with SAR techniques, forming different novel SAR working modes,

which are summarized in the second and third sections. The literature review of the

state-of-the-art SAR technologies shows that the current SAR system still adopts

the slow time sampling in azimuth and how to deal with the intrinsic limitations

caused by slow time is still a great challenge for the future SAR system.
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Chapter 3

GCW-SAR Concept

In this chapter, the GCW-SAR concept is proposed to reconstruct the SAR image

from the 1-D received signals. The GCW-SAR is a combination of full-duplex (FD)

radio technique and CW radar. In an FD system, transmission and reception are

conducted at the same time in the same frequency band since the received signal

can be extracted after SIC [57, 58, 59, 60, 61]. Applying SIC to SAR system,

both transmission and reception modes can work simultaneously, and the image

of an observed scene can be recovered from the received CW echo signal. Unlike

the FMCW-SAR or conventional pulsed SAR, the slow time in azimuth for the

separation of range and azimuth information is no longer adopted, and various SAR

system restrictions are removed.

The use of SIC in GCW-SAR with a detailed analysis in propagation, analog-

circuit and digital domains is firstly discussed in Section 3.1. Then, the geometry

and the image reconstruction are derived in Section 3.2. In addition, Section 3.3

derives the ambiguity function of the ideal matched filter imaging based on the 1-D

continuous wave received signal. To reduce the huge computational complexity in

GCW-SAR imaging reconstruction, a fast imaging algorithm, called the piecewise

constant Doppler algorithm, is proposed subsequently in Section 3.4, which produces

the radar image recursively in the azimuth direction and is only processed in time

domain. Meanwhile, a faster and more flexible GCW-SAR imaging process, called

decimated PCD algorithm, is developed in Section 3.5, by which the image azimuth

spacing in PCD algorithm can be easily extended and hence the computational com-
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plexity can be further reduced significantly. Simulation results are finally presented

in Section 3.6, to validate the GCW-SAR concept.

3.1 SIC in GCW-SAR

SIC can be generally achieved in three domains: propagation domain, analog

circuit domain, and digital domain. To ensure simultaneous transmission and recep-

tion, the GCW-SAR system can adopt any or all of the appropriate SIC techniques.

In propagation domain, if necessary, the system can use two separate antennas

for transmission and reception, respectively, and provide as high as possible isola-

tion between the transmitted and received signals through exploiting various signal

propagation characteristics such as path loss [62, 63], cross-polarization [64, 65], and

antenna directionality [64, 65]. In analog circuit domain, various cancellation tech-

niques [59, 60, 61] can suppress self-interference in the analog receive-chain circuitry

before the receiver’s analog-to-digital converter (ADC). In the digital domain, the

self-interference can be easily removed from the final reconstructed image since it

represents a near-field reflection that is outside the transmission beam footprint.

From the analysis and simulation results, the self-interference in digital domain has

a negligible impact on the imaging quality even at a signal-to-interference ratio (SIR)

of -45 dB in airborne case. Consequently, the only requirement for SIC in GCW-SAR

is that the residual self-interference should be captured within the receiver’s ADC

dynamic range. For example, an ADC with 10 effective number of bits can have a

dynamic range of 60 dB. A number of SIC techniques [57, 58, 59, 60, 61, 64, 65] have

been proposed in recent years, and a total of 90-dB cancellation can be achieved in

propagation and analog circuit domains, which ensures that the GCW-SAR princi-

ple can be applied in airbornebased SARs. For example, in a practical FMCW-SAR,

the transmit power is 18 dBm [66, 67], and the receiver noise floor is at -90 dBm. The

above-mentioned -45-dB SIR requirement implies that only 63-dB SIC is required
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before ADC. Considering the FM noise and other practical imperfection effects,

more SIC is necessary, especially for spaceborne SARs due to longer signal propaga-

tion and possibly higher transmit power. It is believed that the increasingly better

suppression in self-interference will enable the implementation of such systems in

the future.
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Figure 3.1 : GCW-SAR geometry and image reconstruction process.

3.2 System Geometry and Image Reconstruction

The GCW-SAR system geometry and image reconstruction process are illus-

trated in Fig. 3.1. The radar, at a height h0, travels at a constant speed v in the

x-direction and the origin (0, 0) is located at the center of the beam footprint, which

is illustrated as the shaded area. The coordinate of an arbitrary point P in the beam

footprint is denoted as (x, y). The round-trip delay time for the wave propagation

varies as a function of time t. For simplicity, the difference between forward and
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back trips can be negligible [27] and the instantaneous slant range can be expressed

as

r(t, x, y) =
√

(Rcsinθ + y)2 + (x− vt)2 + h2
0 (3.1)

where t ∈ (x/v − TL/2, x/v + TL/2) and TL = L/v is the synthetic aperture time.

In a GCW-SAR, the baseband transmitted waveform s(t) is up-converted to the

carrier frequency and transmitted continuously. After self-interference cancellation

[68], the received raw GCW-SAR data can be represented as a one-dimensional

continuous wave signal sr(t), which is a superposition of a large number of reflected

echoes from the beam footprint, i.e.,

sr(t) =

∫ vt+L
2

vt−L
2

∫ W
2

−W
2

σ(x, y)s(t− 2r(t, x, y)

c
)e−j

4π
λ
r(t,x,y)dydx (3.2)

where the center of beam footprint is (0, vt) and σ(x, y) is the RCS of the image

point (x, y). For simplicity, only the flat terrain is considered in this section.

Two separate range and azimuth compressions in conventional SAR are not valid

in GCW-SAR, since the one-dimensional raw data involves both range and azimuth

modulations which cannot be separated over longer pulse repetition interval for

wider swath imaging. Therefore, both time delay and Doppler frequency shift of

the received raw data should be considered jointly during the imaging process. For

a point P (xm, yn) in the transmitted signal beam footprint, GCW-SAR produces a

location dependent reference signal and then recovers the RCS, σ(xm, yn), by passing

the received signal through a matched filter, which is expressed as

I(xm, yn) =

∫ xm
v

+
TL
2

xm
v
−TL

2

sr(t)s
∗(t− 2r(t, xm, yn)

c
)ej

4π
λ
r(t,xm,yn)dt (3.3)

where I(xm, yn) is the output of the matched filter, the asterisk ∗ indicates complex

conjugation and r(t, xm, yn) indicates the range from the radar antenna to the point

(xm, yn). Based on (3.3), the image reconstruction process in principle can be de-

scribed as follows. Firstly, assuming that the beam footprint is filled with a set of
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uniformly distributed point scatterers, whose spacings along x and y axises are ∆x

and ∆y respectively, the pixels in the final image are arranged as a two-dimensional

matrix. Secondly, the expected received signals from these pixels are used as the

location dependent reference signals to be used in the matched filters. Thirdly, after

the radar collects all the raw data over one synthetic aperture distance in azimuth

direction, a set of pixel values in range direction for a given azimuth coordinate

can be obtained by performing correlation between the received signal and the cor-

responding reference signals. Finally, as the GCW-SAR moves on in the azimuth

direction, consecutive sets of pixel values in range direction can be obtained and a

two dimensional image can be finally reconstructed. This process is also shown in

Fig. 3.1.

3.3 GCW-SAR Ambiguity Function

Like the SAR ambiguity function analysis, further derivation of (3.3) can be

performed to relate the image output to the GCW-SAR ambiguity function. Sub-

stitution of (3.2) into (3.3) gives

I(xm, yn) =

∫ xm
v

+
TL
2

xm
v
−TL

2

∫ vt+L
2

vt−L
2

∫ W
2

−W
2

σ(x, y)s(t− 2r(t, x, y)

c
)s∗(t− 2r(t, xm, yn)

c
)

· ej
4π
λ

(r(t,xm,yn)−r(t,x,y))dydxdt

=

∫ xm+L

xm−L

∫ W
2

−W
2

χg(x, y, xm, yn)σ(x, y)dydx

(3.4)

where

χg(x, y, xm, yn) =

∫ xm
v

+
TL
2

xm
v
−TL

2

s(t− 2r(t, x, y)

c
)s∗(t− 2r(t, xm, yn)

c
)

ej
4π
λ

(r(t,xm,yn)−r(t,x,y))dt

(3.5)

is the GCW-SAR ambiguity function of the point (x, y), which can be considered as

a weighting function on the RCS σ(x, y).
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With the slow time sampling in azimuth, the range and azimuth resolutions in

conventional SARs have been derived in the chapter 2. However, under the one-

dimensional data structure without slow time involved, the derivation of the range

and azimuth resolutions requires a different approach, which is provided as follows.

Firstly, the slant range defined in (3.1) can be approximated as

r =
√
R(y)2 + (x− vt)2 ≈ R(y) +

(x− vt)2

2R(y)
, t ∈ [

x

v
− TL

2
,
x

v
+
TL
2

] (3.6)

where R(y) =
√

(Rcsinθ + y)2 + h2
0, which is valid when |x−vt| � R(y) is satisfied.

Since the received echoes are the far-field reflections, and the slant range for any

pixel satisfies the condition r(t+ xm/v, xm, yn) = r(t, 0, yn), the ambiguity function

of an arbitrary point (xm, yn) can be related to the one of the origin (0, 0). For

simplicity, only the ambiguity function at the origin, χg(0, 0, xm, yn), is considered,

which can be expressed as

χg(0, 0, xm, yn)

=

∫ TL
2

−TL
2

s(t− 2r(t, 0, 0)

c
)s∗(t− 2r(t, xm, yn)

c
)ej

4π
λ

(r(t,xm,yn)−r(t,0,0))dt

≈
∫ TL

2

−TL
2

s(t+
2(r(t, xm, yn)− r(t, 0, 0))

c
)s∗(t)ej

4π
λ

(r(t,xm,yn)−r(t,0,0))dt.

(3.7)

It is apparent that the ambiguity function closely relates to the range difference

r(t, xm, yn)−r(t, 0, 0). In this section, two cases of the ambiguity function χg(0, 0, 0, yn)

and χg(0, 0, xm, 0) are considered respectively: the first one indicates the range res-

olution and the second one indicates the azimuth resolution.

• Range Resolution: When xm = 0, r(t, 0, yn) − r(t, 0, 0) ≈ (R(yn) − Rc)(1 −

v2t2/(2R(yn)Rc)) ≈ R(yn) − Rc since the term v2t2/(2R(yn)Rc) can be ne-

glected as Rc >> L. Eq. (3.7) can then be expressed as

χg(0, 0, 0, yn) ≈ ej
4π
λ

(R(yn)−Rc)
∫ T

2

−T
2

s(t+
2(R(yn)−Rc)

c
)s∗(t)dt. (3.8)



37

Assuming that s(t) is any normalized low pass baseband signal,
∫ TL

2

−TL
2

|s(t)|2dt =

1, with constant energy spectrum in its bandwidth B, its auto-correlation func-

tion will be a sinc function. Consequently, Eq. (3.8) can be further expressed

as

χg(0, 0, 0, yn) ≈ ej
4π
λ

(R(yn)−Rc) sin(π 2B
c

(R(yn)−Rc))

π 2B
c

(R(yn)−Rc)
. (3.9)

The range resolution δy is determined by R(yn) − Rc = c
2B

which is the first

null point in the ambiguity function. Given that the beam incident angle is θ,

δy =
c

2Bsinθ
. (3.10)

• Azimuth Resolution: When yn = 0, the range difference can be approximated

as r(t, x, 0)− r(t, 0, 0) ≈ (x2− 2vxt)/(2Rc) and the ambiguity function can be

expressed as

χg(0, 0, xm, 0) ≈
∫ TL

2

−TL
2

ej
4π
λ

x2
m−2vxmt

2Rc s(t+
x2
m − 2vxmt

cRc

)s∗(t)dt

=

∫ TL
2

−TL
2

ej
4π
λ

x2
m−2vxmt

2Rc s(t+
1

fc

x2
m − 2vxmt

λRc

)s∗(t)dt

(3.11)

where fc = c/λ is the carrier frequency. Assuming that s(t) is a normalized

phase only signal, s(t) = 1√
TL
ejφ(t), Eq. (3.11) can be simplified as

χg(0, 0, xm, 0) =
1

TL

∫ TL
2

−TL
2

ej
4π
λ

x2
m−2vxmt

2Rc ej(φ(t+ 1
fc

x2
m−2vxmt

λRc
)−φ(t))dt

≈ 1

TL

∫ TL
2

−TL
2

ej2π
x2
m−2vxmt

λRc ejφ
′
(t) 1

fc

x2
m−2vxmt

λRc dt

=
1

TL

∫ TL
2

−TL
2

ej2π
x2
m−2vxmt

λRc
(1+

φ
′
(t)

2πfc
)dt

≈ 1

TL

∫ TL
2

−TL
2

ej2π
x2
m−2vxmt

λRc dt = ej
2πx2

m
λRc

sin(π 2L
λRc

xm)

π 2L
λRc

xm

(3.12)

where φ
′
(t) is the first order derivative of φ(t). Because 2πfc is far larger than

the maximum φ
′
(t) which is less than 2πB, φ

′
(t)

2πfc
is neglected in deriving (3.12).
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The azimuth resolution δx is determined by xm = λRc
2L

which is the first null

point in the ambiguity function and hence

δx =
λRc

2L
=
La
2

(3.13)

where λRc/L is equal to the antenna aperture La.

Though the range and azimuth resolutions of the GCW-SAR are the same as

those of the conventional pulsed SAR and FMCW-SAR respectively, the above anal-

ysis clearly shows the requirements of the transmitted signal, i.e., a constant energy

spectrum in the frequency domain and a constant signal envelope in the time do-

main, under which the range and azimuth resolutions are bounded by (3.10) and

(3.13) respectively. The removal of slow time sampling enables great flexibility in

signal waveform design.

3.4 Piecewise Constant Doppler Algorithm

According to the general image reconstruction described in the second section of

this chapter, integration over the entire synthetic aperture time is necessary for each

pixel in the GCW-SAR image. As the amount of pixels in a high resolution and

wide swath image is significant, the direct implementation of the algorithm leads to a

great computational complexity. However, existing fast imaging algorithms designed

for back-projection algorithm (BPA) [69, 70, 71, 72, 73] are not applicable to GCW-

SAR, since they depend on the two-dimensional raw data structure and also involve

slow time sampling in azimuth under the stop-and-go assumption. In this section, to

develop a novel fast imaging algorithm well suited for GCW-SAR, the relationships

between the correlations of the adjacent pixels in azimuth direction are analyzed

and a complexity reduced approach, i.e., PCD algorithm, is designed, which can

calculate the correlation recursively after applying piecewise linear approximation

to the range curve.
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3.4.1 Principle

The time delay of the received signal from an imaging point changes in response

to its slant range. Assuming that the platform is moving at a constant speed in

a straight line, the variation of the slant range is equal to a quadratic curve. In

order to deal with this nonlinearity, this curve can be divided into multiple linear

segments linked end to end. Therefore, the Doppler frequency shift in each segment

can be considered as a constant. According to (3.3), the image I(xm, yn) of the

pixel (xm, yn) involves integration over an entire synthetic aperture time [−TL/2 +

xm/v, TL/2 + xm/v]. If we divide the time interval [−TL/2, TL/2] into P segments

with a length of TP and define the time instants at the two ends of the interval

as well as the segment joint points as tp = pTP − TL/2 for p = 0, 1, ..., P , the pth

segment of the synthetic aperture time can be denoted as (xm/v + tp, xm/v + tp+1]

and the corresponding correlation value over this time interval can be calculated as

Ip(xm, yn) =

∫ xm
v

+tp+1

xm
v

+tp

sr(t)s
∗(t− 2r(t, xm, yn)

c
)ej

4π
λ
r(t,xm,yn)dt. (3.14)

The image I(xm, yn) of the pixel (xm, yn) is thus expressed as

I(xm, yn) =
P−1∑
p=0

Ip(xm, yn). (3.15)

Now, the correlation value Ip(xm + ∆x, yn) over the pth segment of a synthetic

aperture time for the image point (xm+∆x, yn) in relation to Ip(xm, yn) is derived. In

this segment, the received echo from the image point (xm+∆x, yn) is made up of two

parts: the first one is received during the time interval (xm/v+∆x/v+tp, xm/v+tp+1]

which is also used to calculate Ip(xm, yn); the second one is received during the time

interval (xm/v + tp+1, xm/v + ∆x/v + tp+1]. Since r(t + x/v, x, y) = r(t, 0, y), the
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image Ip(xm + ∆x, yn) can be expressed as

Ip(xm + ∆x, yn) =

∫ xm
v

+tp+1

xm
v

+ ∆x
v

+tp

sr(t)s
∗(t− 2r(t, xm + ∆x, yn)

c
)ej

4π
λ
r(t,xm+∆x,yn)dt

+

∫ xm
v

+ ∆x
v

+tp+1

xm
v

+tp+1

sr(t)s
∗(t− 2r(t, xm + ∆x, yn)

c
)ej

4π
λ
r(t,xm+∆x,yn)dt

=

∫ tp+1

∆x
v

+tp

sr(t+
xm
v

)s∗(t+
xm
v
− 2r(t,∆x, yn)

c
)ej

4π
λ
r(t,∆x,yn)dt

+

∫ ∆x
v

+tp+1

tp+1

sr(t+
xm
v

)s∗(t+
xm
v
− 2r(t,∆x, yn)

c
)ej

4π
λ
r(t,∆x,yn)dt.

(3.16)

The slant range in the pth segment can be approximated as a linear function of t as

r̃(t,∆x, yn)

= r(tp +
∆x

v
,∆x, yn) +

r(tp+1 + ∆x
v
,∆x, yn)− r(tp + ∆x

v
,∆x, yn)

tp+1 − tp
(t− tp −

∆x

v
)

= r(tp, 0, yn)− λ

2
fDp(yn)(t− tp −

∆x

v
)

= r̃(t, 0, yn) +
λ

2
fDp(yn)

∆x

v

(3.17)

where fDp(yn) = −2/λ · (r(tp+1, 0, yn) − r(tp, 0, yn))/(tp+1 − tp) is defined as the

constant Doppler frequency shift for segment p. For the same R(yn), the time delay

difference in the baseband reference signal between two adjacent pixels (xm, yn) and

(xm + ∆x, yn) can be neglected since |x − vt| << R(yn), indicating s∗(t + xm
v
−

2r(t,∆x,yn)
c

) ≈ s∗(t+ xm
v
− 2r(t,0,yn)

c
). Eq. (3.16) thus can be re-written as
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Figure 3.2 : Segmentation, linearization and their relationship with image recon-

struction.

Ip(xm + ∆x, yn)

=

∫ tp+1

tp

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t,∆x, yn)

c
)ej

4π
λ
r̃(t,∆x,yn)dt

−
∫ ∆x

v
+tp

tp

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t,∆x, yn)

c
)ej

4π
λ
r̃(t,∆x,yn)dt

+

∫ ∆x
v

+tp+1

tp+1

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t,∆x, yn)

c
)ej

4π
λ
r̃(t,∆x,yn)dt

=

∫ tp+1

tp

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t, 0, yn)

c
)ej

4π
λ

(r̃(t,0,yn)+λ
2
fDp (yn) ∆x

v
)dt

−
∫ ∆x

v
+tp

tp

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t,∆x, yn)

c
)ej

4π
λ
r̃(t,∆x,yn)dt

+

∫ ∆x
v

+tp+1

tp+1

sr(t+
xm
v

)s∗(t+
xm
v
− 2r̃(t,∆x, yn)

c
)ej

4π
λ
r̃(t,∆x,yn)dt

= Ip(xm, yn)ej2πfDp (yn) ∆x
v

−
∫ ∆x

v

0

sr(t+ tp +
xm
v

)s∗(t+ tp +
xm
v
− 2r̃(t+ tp,∆x, yn)

c
)ej

4π
λ
r̃(t+tp,∆x,yn)dt

+

∫ ∆x
v

0

sr(t+ tp+1 +
xm
v

)s∗(t+ tp+1 +
xm
v
− 2r̃(t+ tp+1,∆x, yn)

c
)ej

4π
λ
r̃(t+tp+1,∆x,yn)dt.

(3.18)
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Taking P = 4 as an example, the segmentation, linearization and their rela-

tionship with the image reconstruction are shown in Fig. 3.2. The dotted curves

indicate the slant ranges of the pixels (xm, yn) and (xm+∆x, yn) respectively, which

are approximated as the solid linear segments. In a segment p, the recursive imaging

process is explained as follows:

• Assume that the correlation Ip(xm, yn) in the interval (tp +xm/v, tp+1 +xm/v]

has been obtained for the pixel (xm, yn). To calculate the correlation in the

integration interval (tp+xm/v+∆x/v, tp+1 +xm/v+∆x/v] for the pixel (xm+

∆x, yn), the Doppler frequency shift in the previously calculated Ip(xm, yn) is

firstly compensated, which is achieved by multiplying Ip(xm, yn) by ej2πfDp (yn)∆x/v.

• The second step is to remove the correlation obtained in the interval (tp +

xm/v, tp + xm/v + ∆x/v] for the pixel (xm, yn).

• Finally, add new signal correlation during the interval (tp+1 + xm/v, tp+1 +

xm/v + ∆x/v] to obtain Ip(xm + ∆x, yn).

3.4.2 Implementation

To ensure the quality of the final image, the number of pixels to N = 2W/δy and

M = L/(Tsv) are set in range and azimuth respectively. After the sampling of the

demodulated received signal, the data sequence is represented as sr(mTs) and the

coordinate of the pixel (xm, yn) can be rewritten as (mTsv, yn), where m indicates

the imaging pixel index in azimuth.

Based on (3.18) and letting ∆x = Tsv, the corresponding recursive process is
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further derived as

Ip((m+ 1)Tsv, yn)

= Ip(mTsv, yn)ej2πfDp (yn)Ts − Tssr(mTs + tp + Ts)s
∗(mTs + tp + Ts

− 2r(tp + Ts, Tsv, yn)

c
)ej

4π
λ
r(tp+Ts,Tsv,yn) + Tssr(mTs + tp+1 + Ts)s

∗(mTs + tp+1 + Ts

− 2r(tp+1 + Ts, Tsv, yn)

c
)ej

4π
λ
r(tp+1+Ts,Tsv,yn)

= Ip(mTsv, yn)ej2πfDp (yn)Ts

− Tssr((m+ 1)Ts + tp)s
∗((m+ 1)Ts + tp −

2r(tp, 0, yn)

c
)ej

4π
λ
r(tp,0,yn)

+ Tssr((m+ 1)Ts + tp+1)s∗((m+ 1)Ts + tp+1 −
2r(tp+1, 0, yn)

c
)ej

4π
λ
r(tp+1,0,yn).

(3.19)

Taking P = 4 as an example, the flow graph of the PCD implemention is shown

in Fig. 3. It is seen that, instead of performing correlation for each pixel individually,

the PCD algorithm updates the correlation recursively and thus saves much data

storage and reduces the computational complexity.

3.4.3 Complexity Analysis

Existing SAR imaging algorithms come in two broad classes: frequency domain

methods, e.g., RDA, and BPA. For the sake of comparison, an N ×N final image is

reconstructed by using RDA, conventional BPAs and PCD algorithm respectively.

The RDA adopts range and azimuth compressions with phase compensation,

e.g., RCMC. The numbers of complex multiplications required for one-dimensional

fast Fourier transform (FFT) are Nlog2N [69]. Hence, the range and azimuth com-

pressions need totally 4N 2log2N +2N2 complex multiplications, including FFT and

inverse FFT. Supposing that the number of complex multiplications required to in-

terpolate one data sample is Ninterp, the total number of complex multiplications

required for the RDA is 4N 2log2N +N2 · (Ninterp + 2).

The conventional BPA reconstructs each pixel of the SAR image individually
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Figure 3.3 : Flow graph of PCD implementation for a given yn, where the ∆±τ

denotes time delay or advance by τ .
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from the range compressed SAR data. The RCS of each image pixel can be ob-

tained by the correlation over the synthetic aperture, thus the azimuth compression

consists of N complex multiplications. Considering the interpolation of data, the

total number of complex multiplications required to reconstruct an N × N final

image is 2N 2log2N +N3 +N2 · (Ninterp + 1).

The PCD algorithm updates the correlation recursively. After the correlation for

the first pixel, each pixel in azimuth only needs 3P + 2 complex multiplications as

shown in Fig. 3. Considering that GCW-SAR adopts the CW transmit signal, the

number of complex multiplications required to reconstruct an N ×N final image is

(3P + 2) ·N2. Note that the N ×N final image is much smaller in terms of physical

area than that of pulsed SAR due to the sample-by-sample recursion. To reconstruct

the image of the same area, the GCW-SAR system requires (3P + 2) ·N3 complex

multiplications assuming that one synthetic aperture time has N2 samples. However,

a decimated PCD algorithm which performs recursion over multiple samples can be

developed to reduce the complexity. By further exploring the signal correlation in

range direction, the complexity of the PCD algorithm can be reduced to a level

similar to that of BPA. This work is out of the scope of this dissertation and will be

reported separately.

3.5 Decimated PCD Algorithm

In PCD algorithm, the image pixels in azimuth direction are reconstructed re-

cursively with a spacing equivalent to the signal sampling period Ts, i.e., ∆x = Tsv.

Since the azimuth sampling rate is much larger than the Doppler frequency band-

width, the image spacing in azimuth direction is much shorter than the azimuth

resolution, leading to a large amount of redundant image points and hence signif-

icant computational cost. In this section, a faster algorithm is designed to extend

the PCD image spacing in azimuth.
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3.5.1 Decimated PCD Principle

To remove the redundant imaging pixels, the imaging spacing ∆x can be ex-

tended corresponding to multiple sampling periods, resulting in a decimated PCD

algorithm. Further take the zero-th order approximation on top of the linear seg-

ments of the slant range as shown in Fig. 3.4 (a). The approximated slant range

curves r̃(t, xm, yn) and r̂(t, xm, yn) during [tp, tp+1) for PCD and decimated PCD

algorithms are shown respectively using the dash and solid lines. Just as in the

conventional SAR imaging, the azimuth image spacing ∆x can be as large as that

corresponding to a PRI.
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Figure 3.4 : Decimated PCD imaging: (a) slant range approximation; (b) recursive

imaging process from xm/v to (xm + ∆x)/v.

The recursive imaging process of the decimated PCD algorithm is shown in Fig.

3.4 (b). Note that after the further zero-th order slant range approximation the

Doppler frequency shift remains the same since r̂(t, xm, yn) − r̂(t, xm + ∆x, yn) =

r̃(t, xm, yn)− r̃(t, xm + ∆x, yn), and that the slant range can be considered as a con-

stant over the integration interval [0,∆x/v), i.e., r̂(t + tp,∆x, yn) = r(tp,∆x, yn).

Therefore, from (3.18), the p-th segment of the image Ip(xm + ∆x, yn) can be ex-
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pressed as

Ip(xm + ∆x, yn)

= Ip(xm, yn)ej2πfDp (yn) ∆x
v

−
∫ ∆x

v

0

sr(t+ tp +
xm
v

)s∗(t+ tp +
xm
v
− 2r̂(t+ tp,∆x, yn)

c
)ej

4π
λ
r̂(t+tp,∆x,yn)dt

+

∫ ∆x
v

0

sr(t+ tp+1 +
xm
v

)s∗(t+ tp+1 +
xm
v
− r̂(t+ tp+1,∆x, yn)

c
)ej

4π
λ
r̂(t+tp+1,∆x,yn)dt

= Î
(p)
1 (xm, yn)ej2πfDp (yn) ∆x

v

− ej
4π
λ
r(tp,∆x,yn)

∫ ∆x
v

0

sr(t+ tp +
xm
v

)s∗(t+ tp +
xm
v
− 2r(tp,∆x, yn)

c
)dt

+ ej
4π
λ
r(tp+1,∆x,yn)

∫ ∆x
v

0

sr(t+ tp+1 +
xm
v

)s∗(t+ tp+1 +
xm
v
− 2r(tp+1,∆x, yn)

c
)dt.

(3.20)

It is worthwhile noting that the zero-th order approximation is used in the decimated

PCD imaging for reducing the complexity. It has nothing to do with PRI or slow

time as in the conventional SAR imaging. The concept of PRI or slow time is no

longer valid in any PCD imaging.

3.5.2 Decimated PCD Implementation

Assuming that each linear segment is further divided into K constant segments

in the decimated PCD imaging, the imaging spacing ∆x can be extended from Tsv

to (TPv)/K = NsTsv, where Ns = TP/(TsK) is the number of received samples

over each constant segment. The image azimuth coordinate can be expressed as

xm = m∆x where m is an integer index describing the image pixel location in

azimuth.

Replacing the integration over [0,∆x/v) in (3.20) by a sum of Ns discrete signal
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Figure 3.5 : Flow graph of decimated PCD algorithm for a given yn, where ∆±τ

denotes time delay or advance by τ , l = i + mNs denotes signal sampling time

index, and m is the image azimuth sampling index.
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samples, the recursive process can be expressed as

Î
(p)
1 ((m+ 1)∆x, yn)

= Î
(p)
1 (m∆x, yn)ej2πfDp (yn)NsTs

− ej
4π
λ
r(tp,∆x,yn)Ts

Ns∑
i=1

sr((i+mNs)Ts + tp)s
∗((i+mNs)Ts + tp −

2r(tp,∆x, yn)

c
)

+ ej
4π
λ
r(tp+1,∆x,yn)Ts

Ns∑
i=1

sr((i+mNs)Ts + tp+1)

· s∗((i+mNs)Ts + tp+1 −
2r(tp+1,∆x, yn)

c
).

(3.21)

Furthermore, the received and reference signals can be downsampled by a factor

Ns1 . Hence, the number of samples involved in the summations can be reduced to

Ns2 = Ns
Ns1

and Eq. (3.21) can be further expressed as

Î
(p)
1 ((m+ 1)∆x, yn)

= Î
(p)
1 (m∆x, yn)ej2πfDp (yn)NsTs

− ej
4π
λ
r(tp,∆x,yn)Ns1Ts

Ns2∑
i=1

sr((i+mNs2)Ns1Ts + tp)s
∗((i+mNs2)Ns1Ts + tp

− 2r(tp,∆x, yn)

c
) + ej

4π
λ
r(tp+1,∆x,yn)Ns1Ts

Ns2∑
i=1

sr((i+mNs2)Ns1Ts + tp+1)

s∗((i+mNs2)Ns1Ts + tp+1 −
2r(tp+1,∆x, yn)

c
)

(3.22)

where the number of complex multiplications are reduced by Ns1 times.

Taking P = 4 as an example, the flow graph of the decimated PCD algorithm is

drawn based on (3.22) as shown in Fig. 3.5. Obviously, after extending the image

spacing in azimuth by Ns times, the computational cost is largely reduced compared

with the original PCD algorithm which is the special case of Ns = 1.
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3.5.3 Complexity Analysis

For easy comparison purpose, the same observed scene is reconstructed by using

PCD and decimated PCD algorithm respectively. It is also assumed that there are

N2 samples within a sweep of the observed area and the number of range pixels is

N .

The PCD algorithm updates the image in azimuth recursively whenever the sys-

tem obtains a new demodulated sample, thus achieving an N ×N2 pixel image over

the observed scene. Each image point in azimuth needs 3P + 2 complex multiplica-

tions, and thus the PCD algorithm requires (3P + 2)×N3 complex multiplications.

However, after extending the azimuth imaging spacing, the decimated PCD algo-

rithm only achieves an N×N2/Ns pixel image and only uses part of the samples when

Ns1 > 1, thus the computational cost is largely reduced. As seen in Fig. 3.5, the

number of samples in azimuth has been reduced to N2/Ns1 after the first donwsam-

pling, hence the decimated PCD algorithm only requires (P+1)·N ·N2/Ns1 complex

multiplications before the second downsampling. After the second downsampling,

the recursion needs further (2P + 1)N 3/Ns complex multiplications. Therefore, the

total computational complexity can be finally reduced to (P + 1) ·N3/Ns1 + (2P +

1)N3/Ns.

Table 3.1 : Complexity Comparison

SAR Imaging Algorthm Number of Complex Multiplication

BPA 2N2log2N +N3 +N2 · (Ninterp + 1)

RDA 4N2log2N +N2 · (Ninterp + 2)

PCD (3P + 2)×N3

Decimated PCD (P + 1) ·N3/Ns1 + (2P + 1)N 3/Ns
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Table 3.1 shows the complexity comparison between the conventional SAR imag-

ing and PCD imaging. It is seen that the number of the complex multiplication in

the decimated PCD imaging can be reduced to a level similar to that of BPA. Due to

the recursive imaging in azimuth, the range imaging can be done in parallel and well

suited for field-programmable gate array (FPGA) or graphics processing unit (GPU)

based implementation. Therefore, the decimated PCD imaging can be achieved as

fast as the RDA.

3.6 Simulation Results

In this section, the GCW-SAR performance is evaluated in an airborne simu-

lation scenario and compared with conventional FMCW-SAR, both using periodic

chirp signals as the transmitted signals. Denote Nr = TL/Tr as the number of

chirp periods over the aperture time TL, where Tr is the period of the chirp signal.

The FMCW-SAR and the GCW-SAR are assumed to operate in the same stripmap

mode with the following airborne SAR parameters [66, 67]: carrier frequency 10

GHz, speed of radar platform 70 m/s, platfrom altitude 7000 m, antenna aperture

0.9 m, and Rc = 8083 m. Moreover, the y and x coordinates are normalized by the

range and azimuth resolutions δy and δx respectively.

3.6.1 Anti-Self-interference Performance in Digital Domain

Due to the FD operation in the GCW-SAR, the interference from the trans-

mitted signal will impact on the imaging performance. Assuming that sufficient

self-interference cancellation can be achieved by using existing joint propagation do-

main and analog-circuit domain cancellation techniques so that the reflected signal

and self-interference are received within the ADC dynamic range. only the residual

self-interference in digital domain is considered in this subsection.

To analyze the anti-self-interference performance, the received signal with self-
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interference can be simply expressed as

ssi(t) = sr(t) +

∫ τg

0

g(τ) · s(t− τ)e−j
4π
λ
τcdτ (3.23)

where g(t) and τg denote the interference channel impulse response and the maxi-

mum time delay of the self-interference respectively. When reconstructing the image

for a point (xm, yn) in the beam footprint, the output of the matched filter can be

expressed as

Isi(xm, yn)

= I(xm, yn) +

∫ τg

0

g(τ)

∫ xm
v

+T
2

xm
v
−T

2

s(t− τ)s∗(t− 2r(t, xm, yn)

c
)ej

4π
λ

(r(t,xm,yn)−cτ)dtdτ.

(3.24)

The integral with regard to t,
∫ xm

v
+T

2
xm
v
−T

2

s(t − τ)s∗(t − 2r(t,xm,yn)
c

)ej
4π
λ

(r(t,xm,yn)−cτ)dt,

represents an ambiguity function of a hypothetical point scatterer with range 0 <

1
2
cτ < 1

2
cτg. Since 1

2
cτg is much smaller than the slant range r(t, xm, yn), only small

sidelobes of the ambiguity function will be superimposed on I(xm, yn).
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Figure 3.6 : SIR performance in an airborne GCW-SAR: (a), (b), and (c) show

the GCW-SAR images of a point scatterer with PCD algorithm at SIR=−45dB,

−55dB, and −65dB respectively.

In the first simulation experiment, the impact of the self-interference on the

GCW-SAR imaging performance is investigated. Firstly, we define the signal to
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interference power ratio as

SIR = 10 · log10(
Pr
Pi

) (3.25)

where Pr and Pi are the average powers of the received echoes and the self-interference

respectively. Assuming the self-interference directly comes from the transmitter and

ignoring the white noise, Fig. 3.6 shows the imaging results for a point at (0, 0) with

SIR=−45dB, −55dB and −65dB respectively in an airborne platform. It is seen

that the GCW-SAR is highly resistant to self-interference. With SIR higher than

−45dB, the self-interference is negligible. Due to the GCW-SAR’s superb anti-self-

interference ability, the SIC requirement in a practical system can be surely satisfied

even the actual SIC level achieved in the analog-circuit domain is affected by some

negative effects such as non-linearity and phase noise in the radar electronics.

3.6.2 Impact of Pulse Repetition Frequency

In the second simulation experiment, how the period of the chirp signal Tr af-

fects the imaging performance is investigated in GCW-SAR and FMCW-SAR re-

spectively. With the radar parameters given at the beginning of this section, the

length of the synthetic aperture is almost 600 δx, the lowest possible value of PRF

is 0.26 Hz since in this case the period Tr is equal to the aperture time T , and the

unambiguous PRF for the FMCW-SAR is 78Hz.

The PRF, which is equal to 1/Tr = Nr/T , has little impact on azimuth resolution

in GCW-SAR but significantly impacts on FMCW-SAR. Fig. 3.7 shows the imaging

performance with different PRFs in GCW-SAR and FMCW-SAR systems for a

point source located at (0, 0). It is clearly seen that the GCW-SAR performs much

better than the FMCW-SAR which adopts the slow time sampling in azimuth. The

change in PRF does not affect the azimuth resolution for the GCW-SAR, even in

the lowest PRF case as shown in Fig. 3.7 (a). However, in FMCW-SAR, ambiguities
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Figure 3.7 : Azimuth imaging comparison between GCW-SAR and FMCW-SAR

with different PRFs: (a), (b), and (c) show the performance of GCW-SAR with

PCD algorithm at PRF = 0.26Hz, 39Hz, and 76.6Hz respectively; (d), (e) and

(f) show the performance of FMCW-SAR at PRF = 13Hz, 39Hz, and 76.6Hz

respectively.

will appear when the PRF is less than 78Hz. For instance, as seen in Fig. 3.7 (c)

and 3.7 (f), the two ambiguities show up at −295δx and 295δx symmetrically in

FMCW-SAR image when the PRF is 76.6Hz, whereas they are hardly noticeable

in the GCW-SAR image. Fig. 3.7 (d) and 3.7 (e) show the low PRF cases in

FMCW-SAR where the PRFs are 13Hz and 39Hz respectively. It is apparent that

ambiguities will appear periodically, thus leading to much deteriorated FMCW-SAR

images. Therefore, GCW-SAR can break the limitation of minimum antenna area

constraint and obtain a wide swath image with high azimuth resolution.

Low PRF may slightly degrade the mainlobe of the ambiguity function in range

direction, but as shown in the following simulation, such degradation will be neg-
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Figure 3.8 : Range resolution with different transmitted repetition interval.

ligible after Nr is larger than 3. With the same one-point imaging setup, Fig. 3.8

shows the image using PCD algorithm with P = 100, but different Nr. It is seen

that the range resolution is higher when Nr is larger. When Nr is larger than 3,

there is no significant improvement any more.
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Figure 3.9 : A large image in azimuth.

3.6.3 Large Image Reconstruction in Azimuth

To achieve a large image in azimuth, conventional SAR reconstructs images

along the track block by block and then performs image stitching and registration

techniques to form a large one. In contrast, GCW-SAR image is reconstructed

recursively and such a large image can be achieved directly, thus saving significant

operations. For simplicity, only imaging three targets is considered in the azimuth

direction and the three targets are located at −600δx, 0, and 600δx respectively. Both
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P and Nr are set to 100. Fig. 3.9 shows the reconstructed GCW-SAR image where

x-axis spans from −610δx to 610δx, almost twice as long as the synthetic aperture.

It is evident that the three targets are well distinguished without ambiguities.

3.6.4 Performance of PCD Algorithm

In the fourth simulation experiment, the imaging performance with the ideal

matched-filtering based algorithm and the PCD algorithm is compared in GCW-

SAR, and investigate the ambiguities caused by linear approximation. The recon-

structed images with point targets is shown in Fig. 3.10. Nr is set to 100 in the

simulation.
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Figure 3.10 : Imaging quality comparision between the PCD algorithm and the

BPA with multiple point targets in GCW-SAR: (a) image with PCD algorithm

where P = 10; (b) image with PCD algorithm where P = 20; (c) image with PCD

algorithm where P = 50; (d) ideal matched-filtering based image.
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Fig. 3.10 (a), 3.10 (b) and 3.10 (c) are the images of point targets with PCD

algorithm when P = 10, P = 20 and P = 50 respectively, and Fig. 3.10 (d) is

the image of point targets with the ideal matched-filtering algorithm. It is clearly

seen that the targets are correctly imaged based on the PCD algorithm when P

is increased to 50. Compared with the image using the matched-filtering shown in

Fig. 3.10 (d), the only degradation of the image quality with the PCD algorithm

appears in the azimuth direction when P is small due to the linear approximation.

In range direction, the targets can be distinguished clearly even when P = 10. Such

degradation can be neglected if a suitable number of segments P is used.

3.6.5 Performance of Decimated PCD Algorithm

In the final simulation experiment, the multiple-target decimated PCD imaging

with different ∆x is investigated. P is set to 50. The transmitted signal bandwidth

is set to 1 GHz and La is 0.9 m. The range and azimuth resolution are thus equal

to 0.3 m and 0.45 m respectively. The final decimated PCD images with ∆x = 0.18

m (TP/(Ts ∗ Ns) = 30) and ∆x = 0.027 m (TP/(Ts ∗ Ns) = 200) are shown in

Fig. 3.11 respectively. It is clearly seen that the error caused by the zero-th order

approximation in decimated PCD algorithm is negligible with a proper ∆x.

3.7 Summary

A novel SAR concept with full duplex operation and continuous wave signalling

is proposed, followed by a fast imaging algorithm to reduce the computational com-

plexity. In this GCW-SAR system, transmission and reception are conducted at the

same time in the same frequency band by employing appropriate self-interference

cancellation techniques and the continuously received signals can be extracted and

stored as one-dimensional raw data. After correlating with location dependent refer-

ence signals, the one-dimensional raw data can be efficiently processed to reconstruct
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Figure 3.11 : Multi-targets SAR imaging comparison among different ∆x: (a) ∆x =

0.18 m (TP/(Ts ∗Ns) = 30) and (b) ∆x = 0.027 m (TP/(Ts ∗Ns) = 200).

the image. The GCW-SAR performance is evaluated and simulated. As shown from

the analytical and simulation results, the proposed new SAR concept and PCD al-

gorithm offer many advantages over conventional pulsed and CW SARs. Firstly, the

radar receives more reflected signal energy with CW signalling, hence retaining the

same advantages as FMCW-SAR; Secondly, the sampling in azimuth will no longer

be restricted, thus eliminating a number of inherent limitations in conventional sys-

tems; Thirdly, the system configuration and transmitted signal design are much

more flexible. These advantages make the new SAR system a significant advance in

SAR technology.

The work presented in this chapter establishes a solid theoretical foundation

for next generation imaging radars. The proposed GCW-SAR can be combined

with the multiple-input and multiple-output radar to further improve the system

performance, such as 3-D imaging suitable for the non-flat terrain. Based on the

PCD algorithm, more new active and passive SAR configurations can be further

designed to suit different performance requirements.
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Chapter 4

PCD Performance Analysis

The PCD algorithm, as a novel 1-D continuous wave imaging process, is the key

technique for the GCW-SAR. In this chapter, a detailed theoretical analysis on the

PCD algorithm’s performance is presented. The common stripmap geometry as

shown in Fig. 3.1 is considered, where the difference between the conventional SAR

imaging and PCD imaging can be shown clearly and the PCD imaging analyses can

be derived easily.

The conventional SAR and PCD imaging processes as the results of the zero-

th order and the first order slant range approximations are firstly re-formulated

respectively in Section 4.1. Based on the slant range of the approximation, the

ambiguity functions in range and azimuth respectively for the PCD algorithm are

then analytically derived in Section 4.2. Afterwards, Section 4.3 analyzes the PCD

imaging performance in terms of a normalized imaging error as compared with the

ideal matched filtering algorithm, which is shown to be a function of an imaging

quality factor. This factor quantifies the PCD imaging performance and can be

used to guide the GCW-SAR parameter design. Additionally, Section 4.4 analyzes

the effect of the downsampling and the zero-th order approximation to the decimated

PCD performance and its normalized error function is derived accordingly. Finally,

the simulation results which can validate the PCD performance analysis are shown

in Section 4.5.
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4.1 Imaging Comparison between Conventional SAR Algo-

rithms and PCD Algorithm

Generally speaking, the SAR image reconstruction can be theoretically formu-

lated as a cross-correlation between the received signal and a location dependent ref-

erence signal based on the pulse compression principle, known as the ideal matched

filtering algorithm. The imaging process of an arbitrary point (xm, yn) can be ex-

pressed as

I(xm, yn) =

∫ xm
v

+
TL
2

xm
v
−TL

2

sr(t)s
∗(t− 2r(t, xm, yn)

c
)ej

4π
λ
r(t,xm,yn)dt (4.1)

where the synthetic aperture time is defined as TL, the asterisk ∗ indicates com-

plex conjugation, and s∗(t − 2r(t, xm, yn)/c)ej
4π
λ
r(t,xm,yn) is the location dependent

reference signal for the point (xm, yn).

In conventional SAR, the transmission and reception are repeated every PRI,

and the slant range of point (xm, yn) in each PRI is assumed to be constant, thus

forming the zero-th order approximation of r(t, xm, yn) shown in Fig. 4.1 (a) and

described as

r̃0(t, xm, yn) = r(τq, xm, yn), t ∈ [τq, τq + PRI) (4.2)

where τq = q · PRI + xm/v − TL/2, q = 0, 1, ..., [TL/PRI] − 1, indicates the start

of each PRI and [TL/PRI] is the number of PRIs over TL. The conventional SAR

imaging process can be expressed as

I0(xm, yn)

=

∫ xm
v

+
TL
2

xm
v
−TL

2

sr(t)s
∗(t− 2r̃0(t, xm, yn)

c
)ej

4π
λ
r̃0(t,xm,yn)dt

=

[TL/PRI]−1∑
q=0

ej
4π
λ
r(τq ,xm,yn)

∫ (q+1)·PRI+xm
v
−T

2

q·PRI+xm
v
−T

2

sr(t)s
∗(t− 2r(τq, xm, yn)

c
)dt

(4.3)

where t, the fast time, describes the time delay of the received signals during each

PRI, whereas τq, the slow time, describes the discrete time instants whenever the
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Figure 4.1 : Slant range approximations in conventional SAR imaging and PCD

imaging: (a) conventional SAR imaging; (b) PCD imaging.

radar travels over a PRI. Therefore, the cross-correlation can be manipulated by

independent range and azimuth compressions.

This conventional operation enables FFT-based imaging algorithms with low

computational complexity, e.g., the range Doppler algorithm. The error caused by

the zero-th order approximation is presented as the black dash-dot line in Fig. 4.1
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(a) and can be described as

d0(t, xm, yn) = r̃0(t, xm, yn)− r(t, xm, yn) ≈ (xm − vτq)2 − (xm − vt)2

2R(yn)

=
−v2t2 + 2xmvt+ v2τ 2

q − 2xmvτq

2R(yn)
, t ∈ [τq, τq + PRI)

(4.4)

which indicates that the error in each PRI is different from one another.

The zero-th order approximation leads to some intrinsic limitations in conven-

tional SARs. Firstly, the contradiction between range swath and azimuth resolution

is inevitable. To satisfy the azimuth sampling requirement with high Doppler fre-

quency bandwidth, the PRI needs to be short, but a short PRI leads to a narrow

range swath. Secondly, the continuous motion within a sweep in FMCW-SAR leads

to a range walk term and additional range-azimuth coupling which have to be com-

pensated before the image focusing [28]. In addition, the compensation of RCM is

also necessary due to the slow time sampling, which complicates the imaging process

[8].

With GCW-SAR, the transmission and reception are conducted at the same

time, generating a one-dimensional raw data structure without PRI. Based on the

PCD imaging principle, GCW-SAR adopts the first order approximation of the slant

range which is composed of P linear segments linked end to end, as shown in Fig.

4.1 (b). Note that r(t + xm/v, xm, yn) = r(t, 0, yn) is valid in the flat terrain case.

Assuming that the length of each segment is TP = TL/P and the p-th segment starts

from tp = p · TP − T/2, p = 0, 1, 2, ...P − 1, the corresponding linear approximated
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slant range can be expressed as

r̃1(t, xm, yn)

=
r(tp+1 + xm

v
, xm, yn)− r(tp + xm

v
, xm, yn)

(tp+1 − tp)
(t− tp −

xm
v

) + r(tp +
xm
v
, xm, yn)

=
r(tp+1, 0, yn)− r(tp, 0, yn)

(tp+1 − tp)
(t− tp −

xm
v

) + r(tp, 0, yn)

= −λ
2
fDp(yn)(t− tp −

xm
v

) + r(tp, 0, yn), t ∈ [tp +
xm
v
, tp+1 +

xm
v

)

(4.5)

where fDp(yn) = −2/λ·(r(tp+1, 0, yn)−r(tp, 0, yn))/(tp+1−tp) is the constant Doppler

frequency for the p-th segment. Thus, the PCD imaging process for the point

(xm, yn) can be described as

I1(xm, yn)

=

∫ xm
v

+T
2

xm
v
−T

2

sr(t)s
∗(t− 2r̃1(t, xm, yn)

c
)ej

4π
λ
r̃1(t,xm,yn)dt

=
P−1∑
p=0

∫ (p+1)·TP+xm
v
−T

2

p·TP+xm
v
−T

2

sr(t)s
∗(t− 2r̃1(t, xm, yn)

c
)e−j2πfDp (yn)(t−tp−xmv )+j 4π

λ
r(tp,0,yn)dt.

(4.6)

With the linear approximation, two adjacent image points I1(xm, yn) and I1(xm +

∆x, yn) spaced by ∆x are mainly different by a constant phase shift, ej2πfDp (yn)∆x/v

for the p-th segment in addition to a minor adjustment of the integration interval.

Therefore, the images can be reconstructed recursively in azimuth without any in-

volvement of the slow time and hence the inherent limitations in conventional SARs

are removed.

The error caused by the first order approximation is shown in Fig. 4.1 (b) plotted



64

by the black dash-dot line. From (3.6) and (4.5), it can be expressed as

d1(t, xm, yn) = r̃1(t, xm, yn)− r(t, xm, yn)

= −λ
2
fDp(yn)(t− tp −

xm
v

) + r(tp, 0, yn)− r(t, xm, yn)

≈
R(yn) +

v2t2p+1

2R(yn)
−R(yn)− v2t2p

2R(yn)

tp+1 − tp
(t− tp −

xm
v

) + R(yn)

+
v2t2p

2R(yn)
−R(yn)− (xm − vt)2

2R(yn)

= −(xm − vt)2 + v(tp+1 + tp)(xm − vt) + v2tptp+1

2R(yn)
, t ∈ [tp +

xm
v
, tp+1 +

xm
v

).

(4.7)

It is also interesting to see that

d1(t+ TP , xm, yn)

= − 1

2R(yn)
((xm − v(t+ TP ))2 + v(tp+1 + tp + 2TP )

· (xm − v(t+ TP )) + v2(tp + TP )(tp+1 + TP ))

= − 1

2R(yn)
((xm − vt)2 − 2(xm − vt)vTP + v2T 2

P + v(tp+1 + tp)(xm − vt)

− 2v2T 2
P + 2(xm − vt)vTP − v2TP (tp + tp+1) + v2tptp+1 + v2TP (tp + tp+1) + v2T 2

P )

= d1(t, xm, yn), t ∈ [tp +
xm
v
, tp+1 +

xm
v

)

(4.8)

which demonstrates that d1(t, xm, yn) is a periodic function with a period TP .

As seen from Fig. 4.1, the error is largely reduced with linear approximation, and

thus the PCD algorithm can perform well even with a small number of segments P .

Moreover, the aforementioned intrinsic limitations caused by the slow time sampling

are eliminated in the PCD algorithm.

4.2 PCD Imaging Ambiguity Function

To evaluate the PCD imaging performance, the close form of the ambiguity

function when using PCD algorithm is derived firstly. Assuming that the target is

located at the origin (0, 0), the received signal can be expressed as sr(t) = σ(0, 0)s(t−
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2r(t, 0, 0)/c)e−j
4π
λ
r(t,0,0) and the PCD image can be expressed as

I1(xm, yn) =

∫ xm
v
−TL

2

xm
v

+
TL
2

σ(0, 0)s(t− 2r(t, 0, 0)

c
)s∗(t− 2r̃1(t, xm, yn)

c
)

ej
4π
λ

(r̃1(t,xm,yn)−r(t,0,0))dt.

(4.9)

For simplicity, the two cases I1(0, yn) and I1(xm, 0) are considered respectively.

The first one represents the image in range direction and the second one in azimuth

direction.

4.2.1 Imaging in Range

When xm = 0,

r̃1(t, 0, yn)− r(t, 0, 0) = −λ
2
fDp(yn)(t− tp) + r(tp, 0, yn)− r(t, 0, 0)

≈ v2(tp+1 + tp)

2R(yn)
(t− tp) + R(yn) +

v2t2p
2R(yn)

−Rc −
v2t2

2Rc

≈ R(yn)−Rc

(4.10)

since the slant range R(yn) is much larger than the length of segment TPv. Assuming

that s(t) satisfies the requirement of the transmitted waveform in GCW-SAR, i.e.,

it is any normalized low-pass baseband signal with constant energy spectrum in its

bandwidth B, Eq. (4.9) can then be simplified as

I1(0, yn) ≈ ej
4π
λ

(R(yn)−Rc)
∫ TL

2

−TL
2

σ(0, 0)s(t− 2r(t, 0, 0)

c
)s∗(t− 2r̃1(t, 0, yn)

c
)dt

≈ ej
4π
λ

(R(yn)−Rc)
∫ TL

2

−TL
2

σ(0, 0)s(t− 2Rc − 2R(yn)

c
)s∗(t)dt

≈ σ(0, 0)ej
4π
λ

(R(yn)−Rc)sinc(
2B

c
(R(yn)−Rc))

(4.11)

where sinc(t) is the sinc function defined by sin(πt)/πt. Consequently, PCD algo-

rithm has a negligible loss on SAR imaging performance in range direction.
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4.2.2 Imaging in Azimuth

When yn = 0, Eq. (4.9) becomes

I1(xm, 0)

=

∫ xm
v

+
TL
2

xm
v
−TL

2

σ(0, 0)s(t− 2r(t, 0, 0)

c
)s∗(t− 2r̃1(t, xm, 0)

c
)ej

4π
λ

(r̃1(t,xm,0)−r(t,0,0))dt

=

∫ TL
2

−TL
2

σ(0, 0)s(t+
xm
v
−

2r(t+ xm
v
, 0, 0)

c
)s∗(t+

xm
v
−

2r̃1(t+ xm
v
, xm
v
, 0)

c
)

· ej
4π
λ

(r̃1(t+xm
v
,xm,0)−r(t+xm

v
,0,0)).

(4.12)

Substituting r(t + xm
v
, xm
v
, 0) = r(t, 0, 0), r̃1(t + xm

v
, xm
v
, 0) = r̃1(t, 0, 0), d1(t, 0, 0) =

r̃1(t, 0, 0)− r(t, 0, 0) and (3.6) into (4.12), I1(xm, 0) can be simplified as

I1(xm, 0) =

∫ TL
2

−TL
2

σ(0, 0)s(t+
xm
v
−

2r(t+ xm
v
, 0, 0)

c
)s∗(t+

xm
v
− 2r̃1(t, 0, 0)

c
)

· ej
4π
λ

(r̃1(t,0,0)−r(t,0,0))ej
4π
λ

(r(t,0,0)−r(t+xm
v
,0,0))dt

= σ(0, 0)e−j
2πx2

m
λRc

∫ TL
2

−TL
2

s(t+
xm
v
−

2r(t+ xm
v
, 0, 0)

c
)s∗(t+

xm
v
− 2r̃1(t, 0, 0)

c
)

· ej
4π
λ
d1(t,0,0)e−j2π

2vxm
λRc

tdt.

(4.13)

Further assuming that s(t) is a phase only signal, i.e., s(t) = 1/
√
T · ejφ(t), where

φ(t) is any phase function, and approximating s(t − 2r(t + xm/v, 0, 0)/c) as s(t −

2r̃(t, 0, 0)/c) when the condition |xm − vt| << R(y) is satisfied, the image I1(xm, 0)

can be further simplified as

I1(xm, 0) =σ(0, 0)e−j
2πx2

m
λRc

1

TL

∫ TL
2

−TL
2

ej
4π
λ
d1(t,0,0)e−j2π

2vxm
λRc

tdt

= σ(0, 0)e−j
2πx2

m
LLa

∞∑
i=−∞

W (iP
La
2

)sinc(
2

La
(xm − iP

La
2

))

(4.14)

where L = vTL ≈ λ/La ·Rc is defined as the synthetic aperture and La the antenna

aperture in azimuth. The detailed derivation of (4.14) is provided in Appendix A.
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Clearly, I1(xm, 0) is a weighted sum of sinc functions with equal spacing PLa/2 in

azimuth. The weight function W (x) is defined as (see Appendix B)

W (x) =
1

TP

∫ TP
2

−TP
2

ej
4π
λ
d1(t,0,0)e−j2π

2vx
λRc

tdt

=

√
LaP 2

2πL
e
j πL

2LaP2 ej
2πx2

LLa

(
C(

√
2πx2

LLa
+

√
πL

2LaP 2
)− C(

√
2πx2

LLa
−
√

πL

2LaP 2
)

+ jS(

√
2πx2

LLa
−
√

πL

2LaP 2
)− jS(

√
2πx2

LLa
+

√
πL

2LaP 2
)
)

(4.15)

where S(x) and C(x) are the Fresnel integrals also defined in Appendix B [74].

The first derivative of |W (x)| can be found as shown in

d|W (x)|
dx

=

√
LaP 2

2πL
·W ′

cs(x)

·

(
2
(
C(

√
2πx2

LLa
+

√
πL

2LaP 2
)− C(

√
2πx2

LLa
−
√

πL

2LaP 2
)
)

(
cos(

2π

LLa
(x+

L

2P
)2)− cos( 2π

LLa
(x− L

2P
)2)
)

+ 2
(
S(

√
2πx2

LLa
−
√

πL

2LaP 2
)− S(

√
2πx2

LLa
+

√
πL

2LaP 2
)
)

(
sin(

2π

LLa
(x− L

2P
)2)− sin(

2π

LLa
(x+

L

2P
)2)
))

(4.16)

where W
′
cs(x) is a function of x. Note that d|W (x)|/d = 0 when 2π/(LLa) · (x −

L/(2P ))2−2π/(LLa) ·(x+L/(2P ))2 = i ·2π, for i = 0,±1,±2, ..., thus x = i ·PLa/2

are the extremums of |W (x)|. Interestingly, the sinc function sinc(2/La · (xm −

iPLa/2)) are also located at these extremum points and it will be shown later in

the simulation results that they are actually the minimum points of |W (x)| except

for i = 0.
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4.3 PCD Normalized Error function

The normalized PCD imaging error as compared with the ideal matched filtering

method can be evaluated as

ε2 =

∫∞
−∞ |I1(xm, 0)− I(xm, 0)|2dxm∫∞

−∞ |I(xm, 0)|2dxm
(4.17)

where I(xm, 0) is the ideal image expressed as

I(xm, 0) = σ(0, 0)

∫ xm
v

+T
2

xm
v
−T

2

s(t− 2r(t, 0, 0)

c
)s∗(t− 2r(t, xm, 0)

c
)ej

4π
λ

(r(t,xm,0)−r(t,0,0))dt

= σ(0, 0)

∫ T
2

−T
2

s(t+
xm
v
−

2r(t+ xm
v
, 0, 0)

c
)s∗(t+

xm
v
− 2r(t, 0, 0)

c
)

· ej
4π
λ

(r(t,0,0)−r(t+xm
v
,0,0))dt

≈ σ(0, 0)e−j
2πx2

m
λRc

1

T

∫ ∞
−∞

rect(
t

T
)e−j2π

2vxm
λRc

tdt

(4.18)

with the same assumptions and methods used in the derivation of (4.14). Denoting

2vxm/(λRc) and substituting (4.18) into (4.17), ε2 can be further derived as

ε2 =

∫∞
−∞ |

∫∞
−∞ rect(

t
T

)(ej
4π
λ
d1(t,0,0) − 1)e−j2πΩtdt|2dΩ∫∞

−∞ |
∫∞
−∞ rect(

t
T

)e−j2πΩtdt|2dΩ
. (4.19)

According to Parseval’s Theorem, the power in frequency domain is equal to that

in time domain. Therefore, Eq. (4.19) can be further simplified as

ε2 =

∫∞
−∞ |rect(

t
T

)(ej
4π
λ
d1(t,0,0) − 1)|2dt∫∞

−∞ |rect(
t
T

)|2dt
=

∫ TP
2

−TP
2

|ej 4π
λ
d1(t,0,0) − 1|2dt∫ TP

2

−TP
2

|1|2dt

=
1

TP

∫ TP
2

−TP
2

(ej
4π
λ
d1(t,0,0) − 1)(e−j

4π
λ
d1(t,0,0) − 1)dt

= 2− 1

TP

∫ TP
2

−TP
2

ej
4π
λ
d1(t,0,0)dt− 1

TP

∫ TP
2

−TP
2

e−j
4π
λ
d1(t,0,0)dt

= 2−W (0)−W ∗(0) = 2− 2Re{W (0)}

(4.20)
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Figure 4.2 : Normalized PCD imaging error as a function of Q.

where Re{W (0)} is the real part of W (0). Since the Fresnel integrals C(.) and S(.)

are odd functions, W (0) can be derived from (4.15) as

W (0) =

√
LaP 2

2πL
e
j πL

2LaP2

(
C(

√
πL

2LaP 2
)− C(−

√
πL

2LaP 2
)

+ jS(−
√

πL

2LaP 2
)− jS(

√
πL

2LaP 2
)
)

=

√
2Q

π
ej

π
2Q

(
C(

√
π

2Q
)− jS(

√
π

2Q
)
) (4.21)

where Q = LaP
2/L is defined as the image quality factor. From (4.20) and (4.21),

it is seen that the normalized PCD imaging error is a function of Q. The error

function curve shown in Fig. 4.2 indicates that the PCD imaging performs better

as Q increases.

Therefore, for a given quality factor, the GCW-SAR parameters La, L, and P

can be selected appropriately to satisfy the required PCD imaging performance.

4.4 Decimated PCD Algorithm Analysis

In this section, the effect of the downsampling and the zero-th order approxima-

tion on the performance of the decimated PCD algorithm is discussed. The effect

of the downsampling is firstly presented. Then, the error of the slant range approx-
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imation in decimated PCD algorithm is analyzed and its normalized error function

is derived to evaluate the performance.

4.4.1 Downsampling Effect

There is a trade-off between SNR and complexity in the decimated PCD imaging

since the downsampling reduces the SNR due to less samples of received signals being

used. As seen in (3.22) and Fig. 3.5, the azimuth image spacing is extended from

Tsv to NsTsv = Ns1Ns2Tsv after two downsampling operations, and it can be seen

that the number of the received samples is only reduced by the first downsampling

factor Ns1. Therefore, a proper Ns1 should be first selected to determine the SNR

and the azimuth image spacing can be then adjusted by Ns2. This effect will be

presented in the simulation results.

4.4.2 Normalized Error Function

Assuming that the time interval over the k-th constant segment of the p-th linear

segment as shown in Fig. 3.4 (a) is described as [tp + xm/v + k∆x/v, tp + xm/v +

(k + 1)∆x/v) where k = 0, 1, ..., K − 1, the approximated slant range r̂1(t, xm, yn)

can be expressed as

r̂1(t, xm, yn) =r̃1(tp +
xm
v

+ k
∆x

v
, xm, yn)

, t ∈ [tp +
xm
v

+ k
∆x

v
, tp +

xm
v

+ (k + 1)
∆x

v
).

(4.22)

The error in slant range caused by decimated PCD can be then expressed as

d̂1(t, xm, yn) = r̂1(t, xm, yn)− r(t, xm, yn)

=
r(tp+1, 0, yn)− r(tp, 0, yn)

(tp+1 − tp)
(tp +

xm
v

+ k
∆x

v
− tp −

xm
v

) + r(tp, 0, yn)− r(t, xm, yn)

≈ v2(tp+1 + tp)

2R(yn)
k

∆x

v
+

v2

2R(yn)
(t2p − (t− xm

v
)2)

, t ∈ [tp +
xm
v

+ k
∆x

v
, tp +

xm
v

+ (k + 1)
∆x

v
).

(4.23)
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Similar to (4.17), the normalized error of decimated PCD imaging compared

with the ideal matched filtering method can be evaluated as

ε2 =

∫∞
−∞ |Î1(xm, 0)− I(xm, 0)|2dxm∫∞

−∞ |I(xm, 0)|2dxm
(4.24)

where I(xm, 0) is expressed as (4.18). With the same technique used to derive (4.20),

Eq. 4.24 can be further expressed as

ε2 =

∫∞
−∞ |rect(

t
T

)(ej
4π
λ
d̂1(t,0,0) − 1)|2dt∫∞

−∞ |rect(
t
T

)|2dt
=

∫ T
2

−T
2

|ej 4π
λ
d̂1(t,0,0) − 1|2dt∫ T

2

−T
2

|1|2dt

=
1

T

∫ T
2

−T
2

(ej
4π
λ
d̂1(t,0,0) − 1)(e−j

4π
λ
d̂1(t,0,0) − 1)dt = 2− 1

T

∫ T
2

−T
2

ej
4π
λ
d̂1(t,0,0)dt

− 1

T
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2

−TP
2

e−j
4π
λ
d̂1(t,0,0)dt = 2− 2Re{ 1

T

∫ T
2

−T
2
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d̂1(t,0,0)dt}

= 2− 2Re{ 1
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(4.25)

where the closed-form expression of the integral 1/TL
∫ TL/2
−TL/2

ej4π/λ·d̂1(t,0,0)dt is derived

in Appendix C. It is seen that the decimated PCD error is a function of P , K and

L/La.

Since the d̂1 ≈ d1 when K is sufficiently large, the decimated PCD imaging error

is bounded by the PCD imaging error. Therefore, in a practical GCW-SAR system,

the GCW-SAR parameters L, La and P should firstly be determined to satisfy the

upper bound of the GCW-SAR imaging performance. With the knowledge of P

and L/La, K can then be selected based on (4.25) to meet the required imaging

performance.
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4.5 Simulation Result

To compare the performance of different imaging algorithms, the same airborne

simulation scenario is assumed. The transmitted signal is a continuous-wave periodic

chirp signal. The SARs operate in the same stripmap mode with the following

airborne SAR parameters: carrier frequency fc = 10 GHz, platform altitude h0 =

7000 m, antenna aperture La = 0.9 m, speed of radar platform v = 70 m/s, and

Rc = 8082.9 m. To present the imaging performance in azimuth clearly, the y

coordinate is normalized by the azimuth resolutions δx = La/2 in the first four

simulation experiments.
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Figure 4.3 : Comparison between PCD imaging and conventional SAR imaging when

P = [TL/PRI] < 300: (a) P = [TL/PRI] = 250; (b) P = [TL/PRI] = 100.

4.5.1 Comparison between Conventional SAR Imaging and PCD Imag-

ing

In the first simulation experiment, the performance of an FMCW-SAR using

PCD algorithm and range Doppler algorithm respectively is compared assuming that

the number of linear segments, P , is the same as the number of PRIs, [TL/PRI],

over a synthetic aperture time. Due to the zero-th order approximation of the slant
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range for the conventional range Doppler algorithm, azimuth ambiguity will occur

if the PRI is large. However, the azimuth ambiguity using the PCD algorithm can

be greatly reduced due to the first order approximation even if the linear segment is

long. With the radar parameters given at the beginning of this section, the length

of the synthetic aperture is almost 600δx, and the lowest bound of the unambiguous

PRF, i.e., 1/PRI, is 78Hz. Fig. 4.3 shows the imaging performance of a one-point

image at (0, 0) with [TL/PRI] = P = 250 and [TL/PRI] = P = 100 respectively.

Obviously, the first order approximation in PCD imaging can reduce the azimuth

ambiguity caused by the inadequate PRF in conventional SAR. In Fig. 4.3 (a),

the first azimuth ambiguity will appear at the points x = 250δx and x = −250δx

symmetrically when [TL/PRI] = P = 250. Such ambiguities can be reduced to a

negligible level in PCD imaging.

4.5.2 Performance of PCD Imaging

The PCD imaging ambiguity function theoretically derived in Section 4.2 is val-

idated in the second simulation experiment. For simplicity, a one-point image at

(0, 0) is assumed. Firstly, the range images with P = 60, 40 and 20 respectively are

shown in Fig. 4.4 (a). It is seen that the change in P makes no difference to the

range image quality since the slant range is much longer than the length of a linear

segment. The azimuth images with P = 60, 40 and 20 are shown in Fig. 4.4 (b),

(c) and (d) respectively, where the corresponding values of the image quality factor

Q are 12, 5.33 and 1.33, respectively, with La = 0.9 m and L ≈ 270 m. It is clearly

seen that an azimuth image is a sum of a set of sinc functions spaced by PLa/2. The

corresponding weight function |W (x)| are plotted with the red lines in the figures,

noting that the i · PLa/2, i = ±1,±2, ..., are the locations of the local minimums

of |W (x)|. The imaging performance shows that the ambiguity caused by PCD

becomes increasingly negligible when Q > 5.33 and the corresponding ε2 < 0.05.
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Figure 4.4 : PCD images in range and azimuth respectively, where the range images

with P = 60, 40 and 20 are shown in (a), and the azimuth images and corresponding

weight function |W (x)| with different P are shown in (b) P = 60 ( Q = 12), (c)

P = 40 (Q = 5.33), and (d) P = 20 (Q = 1.33) respectively.

4.5.3 Performance of Decimated PCD Imaging

In this simulation experiment, the impact of azimuth image spacing ∆x on the

decimated PCD performance is investigated. Based on the aforementioned SAR

parameters, the ratio L/La is 300. The number of linear segment P is set to 50

and the corresponding Q = 8.33. A one-point image at (0, 0) is adopted and the

azimuth imaging results with ∆x = 1 m, 0.25 m, 0.125 m and 0.025 m (corresponding

K = 5, 20, 40, and 200) are shown respectively in Fig. 4.5. It is evident that the

azimuth ambiguity can be reduced with the decreasing ∆x. Compared with the

PCD error at Q = 8.33, the decimated PCD error as a function of K is shown in
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Figure 4.5 : Imaging performance of decimated PCD algorithm with different az-

imuth spacings: (a) ∆x = 1 m (K = 5); (b) ∆x = 0.25 m (K = 20); (c) ∆x = 0.125

m (K = 40); and (d) ∆x = 0.025 m (K = 200).
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Figure 4.6 : Decimated PCD error as a function of K, when P = 50, L/La = 300

and Q = 8.33.

Fig. 4.6. We see that the PCD imaging error ε2 = 0.02 is the lower bound of the
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Figure 4.7 : Decimated PCD images in azimuth with different Ns1 : (a) Ns1 = 10000,

(b) Ns1 = 1000, (c) Ns1 = 100 and (d) Ns1 = 10.

decimated PCD imaging. When K is larger than 140 (∆x < 0.036 m), the error

caused by the zero-th order approximation can be neglected. In fact, K does not

necessarily need to be reduced to 140 as Fig. 4.5 shows that almost the same imaging

performance can be obtained when K > 40 since ε2 is small enough. Therefore, a

high-quality image with a large ∆x can be achieved by decimated PCD imaging as

long as ε2 is sufficiently small.

4.5.4 Complexity and Impact of Downsampling on SNR

In the fourth simulation experiment, the computational cost between PCD and

decimated PCD algorithms is compared and the impact of downsampling on SNR in

decimated PCD algorithm is investigated. With P = 50, L/La = 300, Ts = 5×10−9
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s and ∆x = 0.125 m (K = 40), a one-point image at (0, 0) is reconstructed by

PCD and decimated PCD algorithms respectively. The number of complex mul-

tiplications in PCD imaging can be computed as 1.17 × 1011. In decimated PCD

imaging, with Ns1 = 10000, 1000, 100, and 10 respectively, the number of complex

multiplications can be reduced to 4.13× 106, 3.95× 107, 3.93× 108 and 3.93× 109

respectively. Hence, the computational cost is significantly reduced in the decimated

PCD imaging. Although a larger Ns1 can achieve a lower computational complexity,

it also leads to a lower SNR after image reconstruction. Assuming that the SNR

in the receiver is −30 dB, the final SAR images with Ns1 = 10000, 1000, 100, and

10 are shown in Fig. 4.7 respectively, validating the trade-off between complexity

and SNR. Therefore, Ns1 and Ns2 should be determined appropriately to achieve a

balance between SNR and complexity.

4.6 Summary

Detailed analysis of the PCD algorithm are presented in this chapter. Compared

with the zero-th order approximation to the slant range in conventional SAR imag-

ing, the PCD imaging demonstrates many advantages due to the one-dimensional

data structure and the first order approximation to the slant range. The closed

form ambiguity functions in range and azimuth direction are derived respectively.

With ideal matched filtering method as the benchmark, the normalized imaging

error function of the PCD algorithm is also formulated, which can be defined as a

function of the image quality factor. The corresponding decimated PCD imaging

error, lower-bounded by the PCD imaging error function, is also analyzed. The work

presented in this chapter and supported by the experimental results validates the

theoretical foundation of the PCD algorithm in terms of imaging process, ambigu-

ity function, and performance bound, offering a clear guideline to the GCW-SAR

imaging system design.
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Chapter 5

GCW-SAR System Design

In this chapter, two GCW-SAR systems are developed for the different GCW-SAR

applications. Firstly, a non-cooperative space-surface bistatic GCW-SAR system is

proposed in Section 5.1 by exploiting the continuous wave signal from the transmit-

ters of opportunity (e.g., GSM, analog TV, Digital Video Broadcasting-Terrestrial

(DVB-T), DVB-S, DVB-S2, etc.) [75, 76, 77]. Unlike the conventional passive

SAR, the image reconstruction is achieved based on the GCW-SAR concept, thus

removing the intrinsic limitations caused by the slow time sampling. Secondly, a

novel active GCW-SAR based on deramp-on-receive operating in millimeter wave

frequency is proposed in Section 5.2. With deramp-on-receive, the receiver sampling

rate is drastically reduced and the down-sampled one-dimensional raw data can be

obtained from the received beat signal. The short wavelength of the millimeter wave

carrier used in this system enables high azimuth resolution as well as short synthetic

aperture which in turn significantly reduces the imaging computational complexity.

5.1 Passive GCW-SAR System Design

As an alternative to active SAR, passive SAR imaging system has gained more

and more attention due to its covert operation without intentional transmission. By

using transmitters of opportunity as the source of scene illumination, it can receive

reflected and/or scattered signals off the Earth’s surface and/or other objects for var-

ious remote sensing and imaging applications. A typical passive SAR configuration

is the bistatic one with stationary transmitter but moving receivers. For example,

the DVB-S signal from a geosynchronous satellite can be used as the illuminator
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of opportunity and the radar receivers can be mounted on a moving platform such

as an unmanned aerial vehicle (UAV). This system is known as the space-surface

bistatic SAR (SS-BSAR) [78].

Current passive SAR image processing algorithms are mostly based on respective

range and azimuth compressions, where the continuous wave received echo signals

over a synthetic aperture can be equally divided into multiple segments in time do-

main forming a 2-D data structure. However, these algorithms, e.g., passive RDA

are still based on the “stop-and-go” approximation and the slow time sampling leads

to the intrinsic limitation in conventional SAR. In addition, due to the continuously

transmitted signal, RDA also introduces the range/azimuth coupling and range walk

term like conventional FMCW SAR, thus further deteriorating the image quality.

Moreover, for some passive SAR with cooperative transmitter, exact a priori infor-

mation about the transmitter’s parameters has to be estimated from the received

reference signal.

The PCD imaging process is more suitable for the passive SAR scenario rather

than the conventional SAR algorithms due to the 1-D time correlation over a syn-

thetic aperture time. In this section, a non-cooperative SS-BSAR with PCD image

processing is proposed. The system geometry of the SS-BSAR system is revisited

and a modified PCD algorithm is proposed accordingly based on time-domain cor-

relation between surveillance signal and reference signal, which can be recursively

calculated with low complexity. Due to the non-cooperative nature, no transmitted

signal parameter is necessary other than the angle-of-arrival (AoA) of the incident

beam, further reducing the signal processing complexity for signal parameter esti-

mation and synchronization.
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5.1.1 System Configuration

The considered passive SAR system is equipped with two receiving antennas to

separate direct reference signal and surveillance echoes from the observed scene: the

reference antenna looks toward the transmitter and the surveillance one looks toward

the observed scene. The remaining direct power, which masks the weak surveillance

signal, can be further removed using CLEAN techniques [79]. In this section, the

DVB-S is assumed as the source of scene illumination. Since the observed scene is

much farther from the satellite than the radar, the normalized incident angle of the

DVB-S signal can be assumed as a constant, ~I = (a, b, c), where a2 + b2 + c2 = 1,

when the radar is traveling over the synthetic aperture.

Flight path 
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Beam footprint 

L 

ℎ0
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𝐼 = (𝑎, 𝑏, 𝑐) 

Figure 5.1 : SS-BSAR geometry.

The system geometry is presented in Fig. 5.1. For simplicity, a flat-terrain

stripmap mode is considered. The origin is set as the center of the observed scene

(beam footprint), Pc(0, 0). The range and azimuth widths of the beam footprint are
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set to W and L respectively. The radar is mounted on the moving platform, which

travels along the x-axis with the constant velocity v at a height h0. The incident

angle of the surveillance antenna is set to θ and the shortest slant range from the

origin to the radar is set to Rc. Therefore, the radar’s position can be expressed as

(vt,−Rcsinθ, h0) and the slant range from an arbitrary point P (x, y) to the radar is

rR(t, x, y) =
√

(Rcsinθ + y)2 + (x− vt)2 + h2
0 (5.1)

where t ∈ [y/v−TL/2, y/v+TL/2]. TL is the synthetic aperture time, which is equal

to L/v. The yellow plane illustrates the wavefront of the DVB-S signal which is

received by the radar as the reference signal. The reference signal on the wavefront

propagates toward the target P (x, y). It is reflected off the target and then received

by the radar as the surveillance signal. Thus the difference of signal propagation

path r(t, x, y) between two antennas, illustrated as the black solid line, consists of

the slant range rR(t, x, y) and the distance rT (t, x, y) from the imaging point P to

this wavefront. rT (t, x, y) can be derived as

rT (t, x, y) = |a(y +Rsinθ) + b(x− vt)− ch0| (5.2)

where t ∈ [y/v − TL/2, y/v + TL/2].

The relative motion between the radar and propgation direction of the DVB-S

leads to a slight distortion in the received reference signal. As the radar moves along

the x-axis, the wavefront across the radar will move forward or backward according

to the AoA of the incident beam. Assuming that the transmitted DVB-S signal

is defined as s(t), the demodulated reference signal sref (t) and surveillance signal

ssur(t) can be expressed as

sref (t) = s(t+ b · vt)ej
2π
λ
b·vt (5.3)

and

ssur(t) =

∫ W
2

−W
2

∫ vt+L
2

vt−L
2

σ(x, y)sref (t− r(t, x, y)

c
)e−j

2π
λ
r(t,x,y)dxdy (5.4)
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respectively, where σ(x, y) is the RCS of point (x, y), the center of beam footprint

is (0, vt), c is the light speed, and λ is the wavelength of the transmit beam.

5.1.2 Passive GCW-SAR Imaging Processing

The ideal matched filtering algorithm, i.e., back projection algorithm, for the

passive GCW-SAR is proposed firstly. For each pixel of the observed scene, the

imaging process is generally a cross-correlation over time period TL between the

surveillance signal and its location dependent reference signal. The most accurate

ideal matched filtering algorithm is thus to reconstruct an arbitrary pixel (xm, yn)

according to the equation∫ xm
v

+
TL
2

xm
v
−TL

2

ssur(t)s
∗
ref (t− r(t, xm, yn)

c
)ej

2π
λ
r(t,xm,yn)dt

=

∫ W
2

−W
2

∫ xm+L
2

xm−L2

σ(x, y)χp(x, y;xm, yn)dxdy

(5.5)

where the corresponding ambiguity function is expressed as

χp(x, y;xm, yn) =

∫ xm
v

+
TL
2

xm
v
−TL

2

sref (t− r(t, x, y)

c
)s∗ref (t− r(t, xm, yn)

c
)

· ej
2π
λ

(r(t,xm,yn)−r(t,x,y))dt

(5.6)

The beam footprint consists of a set of uniformly distributed pixels with spacings

along y and x axises equal to the range and azimuth resolutions, δy and δx, respec-

tively. From the knowledge of the position of pixels and the trajectory of the passive

radar, the location dependent reference signal of any pixel can be reconstructed from

the received reference signal directly. After performing correlation, the passive SAR

finally reconstructs a two-dimensional image.

Based on the geometry and the ideal matched filtering algorithm in the passive

GCW-SAR, a novel passive PCD imaging algorithm is proposed as follows. Assume

that r(t, xm, yn) satisfies the condition, r(t, 0, yn) = r(t+ xm
v
, xm, yn). The difference

in correlation outputs between two adjacent pixels in azimuth just involves a Doppler
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frequency shift and a little time delay, and thus the purpose of the PCD algorithm

is to reconstruct the pixels recursively in azimuth. The Doppler frequency shift

corresponds to the variation of range r(t, x, y). The distance rT (t, x, y) varies lin-

early, resulting in a constant Doppler frequency shift, but the slant range rR(t, x, y)

has non-linear variation. Therefore, the entire correlation interval [−TL/2, TL/2] is

divided into P segments and define the time instants at the junctions of these seg-

ments as tp = pTL/P − TL/2 for p = 0, 1, ..., P − 1. The segmentation, linearization

and their relationship with the correlation are shown in Fig. 5.2. The recursive

procedure in each segment can be further explained as follows.
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𝑃
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𝑟𝑇 𝑡, 𝑥𝑚 + ∆𝑥, 𝑦𝑛

Figure 5.2 : Over the synthetic aperture L, the black solid curve indicates the slant

range rR of the pixel (xm, yn), which can be piecewise linearized into the black

dot-dash linear segments; Black solid line indicates the distance rT ; The gray lines

indicate the rR and rT for the next azimuth pixel (xm + ∆x, yn).

Assume that the cross-correlation in an integration interval [tp, tp+1] has been

obtained for the pixel (xm, yn). To calculate the cross-correlation in the integration

interval [tp + ∆x/v, tp+1 + ∆x/v] for the pixel (xm + ∆x, yn), the cross-correlation

obtained in the interval [tp, tp + ∆x/v] is first removed. It is easily seen in Fig. 2
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that the correlation in the removed interval for the pixel (xm, yn) does not belong

to the correlation for the pixel (xm + ∆x, yn). The second step is to compensate the

Doppler frequency shift in the reused interval, which consists of two components:

the first one is caused by the slant range difference,

rdR = rR(t, xm + δx, yn)− rR(t, xm, yn) =
∆xP (rR(tp, 0, yn)− rR(tp+1, 0, yn))

TLv

(5.7)

and the second one is caused by the difference of rT ,

rdT = rT (t, xm + ∆x, yn)− rT (t, xm, yn) = ∆x · b. (5.8)

Therefore, the Doppler frequency shift can be compensated by multiplying e−j2π/λ·(rdR−rdT ).

The final step is to add the new integration in the added interval which only belongs

to the pixel (xm + ∆x, yn).

As a result, the only difference between the PCD algorithms used in active and

passive GCW-SAR is the compensation of the Doppler frequency shift, which is

determined by the system geometry.

5.1.3 Simulation Results

Now consider a non-cooperative SS-BSAR with the following parameters: the

antenna aperture is 1m, the radar velocity is 40m/s, the height of platform is 300m,

the carrier frequency and bandwidth of DVB-S signal is 3GHz and 30MHz respec-

tively, the normalized vector of AoA ~I is set to (0.0099,−0.0995, 0.9950) and the

incident angle of the radar θ is set to 45◦.

Figs. 5.3 gives the two 9-point final focused SAR images reconstructed by RDA

and PCD algorithms respectively. In conventional passive SAR with RDA, the rang-

ing compression is performed block by block along the synthetic aperture, resulting

in the sampling in azimuth, known as the slow time. With continuous wave ref-

erence signal, the RDA will introduce interference in the range compressed image.
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(a) (b)

Figure 5.3 : Comparison between RDA in passive SAR and PCD imaging in passive

GCW-SAR: (a) RDA; (b) PCD.

The poor range compression will also have a negative impact on the further azimuth

compression. Conversely, the PCD algorithm extends the integration interval to

the synthetic aperture without the slow time sampling, and thus the interference

between segments can be neglected. It is evidently shown that except the central

pixels, the imaging performance of PCD is superior to that of RDA in passive SAR.

Figure 5.4 : Azimuth imaging performance comparison between RDA and PCD.

Fig. 5.4 gives the correlation output in azimuth for an one-point SAR image.

Assume that the the number of azimuth samples is set to 20. It is evidently seen
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that the azimuth ambiguity cannot be suppressed with the low azimuth sampling

rate. Conversely, the proposed SAR performs perfectly with the same number of

segments P = 20, thus removing the intrinsic limitation in conventional passive

SAR.

5.2 A Millimeter Wave GCW-SAR System with Deramp-

on-Receive

In a GCW-SAR system, a high sampling rate to obtain the one-dimensional

raw data is required according to the bandwidth of the received signal. On the

other hand, to achieve a high azimuth resolution, a long synthetic aperture time

is required, leading to increased computational cost. In this section, a novel active

GCW-SAR system is proposed based on the deramp-on-receive principle as in a

millimeter FMCW radar.

In FMCW radar, the received signal is mixed with a replica (reference signal)

of the transmitted signal and down-converted to the baseband to produce the beat

signal via a low-pass filter. Hence, the received bandwidth can be drastically reduced

[30, 66]. Then, the down-sampled one-dimensional received signal can be obtained

from the beat signal with the know transmitted waveform and synchronization.

Finally, applying the PCD algorithm, an efficient GCW-SAR implementation is

achieved. It is known that, with a conventional FMCW radar, the duration of useful

beat signal in a chirp period is reduced as the target distance increases. However, the

GCW-SAR reconstructs the image by performing cross-correlation of the received

signals with location dependent reference signals. The targets are distinguished

by the time correlation rather than frequency differences. Hence, with a triangular

frequency modulated waveform, all of the beat signal components over the signalling

period can be fully utilized in GCW-SAR to capture the maximum signal power.
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As the azimuth resolution is theoretically equal to half of the antenna aperture

which is inversely proportional to the synthetic aperture, achieving a high azimuth

resolution requires a long synthetic aperture. With the PCD imaging adopted in the

GCW-SAR, the slant range is approximated as multiple piecewise linear segments.

If the synthetic aperture is long, and/or more accurate approximation is required,

the number of linear segments must be increased, leading to increased computa-

tional complexity. In order to achieve high resolution imaging with low complexity,

millimeter wave signal in the GCW-SAR is further proposed. Since the synthetic

aperture is proportional to the wavelength of the transmitted signal given the an-

tenna aperture, the proposed millimeter wave GCW-SAR will have short synthetic

aperture once the wavelength is reduced to millimeter scale. With the same high

azimuth resolution, a short synthetic aperture not only reduces the computational

cost significantly, but also improves PCD image quality. Note that the length of the

synthetic aperture will not restrict the image size in azimuth since the GCW-SAR

imaging in azimuth direction is a recursive and on-going process.

5.2.1 GCW-SAR with Deramp-on-Receive

For simplicity, the GCW-SAR working in the flat-terrain stripmap geometry

shown in Fig. 2.3 is considered, where the side-looking radar, at a height h0, trav-

els along the x-direction with a constant speed v. The instantaneous slant range

and the time correlation output can be assumed the same as (3.1) and (3.3) in

conventional GCW-SAR. In this subsection, the GCW-SAR deramping process is

firstly described, then the beat signals produced by different transmitted waveforms

are compared, and finally the effect of the deramp-on-receive to the PCD imaging

performance is discussed.
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5.2.1.1 RF Deramping at Receiver Frontend

The architecture of the GCW-SAR with deramp-on-receive is shown in Fig.

5.5. Assuming that s(t) has a constant envelope which is also normalized to 1 for

simplicity, i.e., |s(t)|2 = s∗(t)s(t) = 1, the received baseband signal can be expressed

as

sr(t) = sr(t)s
∗(t)s(t) = sb(t)s(t) (5.9)

where

sb(t) = sr(t)s
∗(t) (5.10)

is the beat signal similar to the one used in an FMCW radar. Expressing the
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Figure 5.5 : Block diagram of GCW-SAR with deramp-on-receive, where PA and

LNA denote power amplifier and low noise amplifier respectively, VCO denotes

voltage controlled oscillator producing carrier frequency, A/D and D/A are analog-

digital and digital-analog converters and Sync represents time synchronization. The

down-sampled received signal can be obtained after the “Sync & Recovery” module.

transmitted and received radio frequency signals as S(t) = Re{s(t)ej2πfct} and

Sr(t) = Re{sr(t)ej2πfct} respectively, Re{s(t)ej2πfct}·Sr(t) = 1
2
Re{sr(t)s(t)ej4πfct}+

1
2
Re{sb(t)} and Im{s(t)ej2πfct} · Sr(t) = 1

2
Im{sr(t)s(t)ej4πfct} − 1

2
Im{sb(t)}. After

removing the high frequency components with carrier frequency 2fc by low-pass
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filters (LPFs), It is seen that the beat signal sb(t) can be obtained by using the

I/Q demodulator at the RF frontend. As the bandwidth of the beat signal sb(t)

is much smaller than the received signal sr(t), only lower sampling rate ADCs are

required. With the known transmitted signal frequency ramp and the sampling time

of the A/D converters, the down-sampled transmitted baseband signal s(t) can be

re-generated. Once the beat signal is obtained, the down-sampled version of the

original received signal can be easily recovered from (5.9) in digital baseband.

Though passing through the low-pass filters introduces a time delay to the beat

signal, it can be compensated after time synchronization in digital baseband. From

the block diagram of the GCW-SAR with deramp-on-receive, it is seen that the

differences between the FMCW radar system and the proposed GCW-SAR are the

additional time synchronization and the imaging process in digital baseband. Their

RF deramping processes in receiver frontend are the same. Therefore, the GCW-

SAR with the deramp-on-receive can be easily implemented by using the existing

FMCW radar hardware.

5.2.1.2 Transmitted Waveform Selection

The conventional FMCW radar adopts the up/down-chirp signal, producing the

unwanted high frequency components in the beat signal. After low-pass filtering,

these components are removed so that the corresponding received signal components

are lost. In order to completely pass through the low-pass filter, the highest instan-

taneous frequency of the beat signal must be smaller than the cut-off frequency of

the low-pass filter. Therefore, a triangular frequency modulated waveform is se-

lected for the proposed GCW-SAR, which not only retains the characteristics of

the chirp signal but also produces beat signal without high frequency components.

Considering the phase continuity, over the period [0, Tr), the triangular frequency
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modulated waveform can be expressed as

s(t) =

 ejπKrt(t−
Tr
2

), t ∈ [0, Tr
2

)

e−jπKr(t−
Tr
2

)(t−Tr), t ∈ [Tr
2
, Tr)

(5.11)

where Kr = 2B/Tr is the chirp rate and B is the bandwidth of the transmitted

signal.
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Figure 5.6 : Beat frequency produced by up-chirp waveform and triangular frequency

modulated waveform respectively: (a) up-chirp waveform; (b) triangular frequency

modulated waveform.

Fig. 5.6 depicts the frequency variations of the beat signals with respect to time

t produced by the up-chirp waveform and the triangular frequency modulated wave-

form respectively. With the up-chirp waveform, a high frequency signal is obtained

at the start of each transmitted repetition period due to sharp frequency transi-

tion as shown in Fig. 5.6 (a), and it will be filtered out after passing through a

narrow-bandwidth low-pass filter. With the triangular frequency modulated wave-

form, there is no sharp frequency transition so that the deramping will never produce

high beat frequency as shown in Fig. 5.6 (b).
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5.2.1.3 PCD Imaging in Digital Baseband

Without deramp-on-receive, from (3.19), the PCD imaging process in digital

domain can be expressed as

Ip((m+ 1)∆x, yn) = Ip((m+ 1)vTs, yn)

= Ip(mvTs, yn)ej2πfDp (yn)Ts

− Tssr((m+ 1)Ts + tp)s
∗((m+ 1)Ts + tp −

2r(tp, 0, yn)

c
)ej

4π
λ
r(tp,0,yn)

+ Tssr((m+ 1)Ts + tp+1)s∗((m+ 1)Ts + tp+1 −
2r(tp+1, 0, yn)

c
)ej

4π
λ
r(tp+1,0,yn).

(5.12)

To satisfy the Nyquist–Shannon sampling theorem, the sampling rate 1/Ts should

be larger than the transmitted bandwidth B. After applying the deramp-on-receive

technique to the GCW-SAR, the sampling rate can be significantly reduced due to

the much more narrow bandwidth of the received beat signal. Assuming that the

sampling interval of the beat signal is defined as Tb, Eq. (5.12) can be derived as

Ip((m+ 1)∆x, yn) = Ip((m+ 1)vTb, yn)

= Ip(mvTb, yn)ej2πfDp (yn)Tb

− Tbsr((m+ 1)Tb + tp)s
∗((m+ 1)Tb + tp −

2r(tp, 0, yn)

c
)ej

4π
λ
r(tp,0,yn)

+ Tssr((m+ 1)Tb + tp+1)s∗((m+ 1)Tb + tp+1 −
2r(tp+1, 0, yn)

c
)ej

4π
λ
r(tp+1,0,yn)

(5.13)

where the azimuth spacing ∆x can be extended from Tsv to Tbv. Based on (5.13), the

impacts of the deramping operation on the PCD imaging performance are elaborated

from the range and azimuth directions respectively as follows.

• In the range direction, the images at different yn are reconstructed indepen-

dently by correlating a location dependent reference signal with the received

signal. According to the pulse compression theory, the range ambiguity is de-

termined by the time delay between the reference and received signals. It is
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easily seen in (11) that the time delay 2r(tp, 0, yn)/c in PCD is independent

of the sampling rate of the received signal, 1/Tb. Therefore, PCD imaging

performance is hardly affected by deramping operation in the range direction.

• In the azimuth direction, the azimuth imaging spacing in the original GCW-

SAR is much shorter than the azimuth resolution since the sampling rate of the

received signal is much higher than the Doppler bandwidth, leading to a large

amount of redundant imaging points and hence significant computational cost

for the PCD implementation. The deramp-on-receive can drastically reduce

the sampling rate due to the low bandwidth beat signal and the down-sampled

received signal can be recovered, thus largely improving the imaging efficiency.

The azimuth spacing in (5.13) is extended to Tbv and the computational cost

is further reduced by Tb/Ts times.

Note that the recovered down-sampled received signal is not suitable to be used

in the conventional imaging algorithms based on two-dimensional (fast time and

slow time) raw data structure, e.g., the range-Doppler algorithm, since the range

compression is achieved in fast time dimension by the convolution between the re-

ceived signal and a reference signal. The fast time sampling with low sampling rate

would cause significant range ambiguity.

5.2.2 GCW-SAR with Millimeter Wave Signal

According to the SAR principle, the range and azimuth resolutions are deter-

mined by the transmitted bandwidth B and the physical antenna aperture La re-

spectively, i.e.,

δy =
c

2Bsinθ
(5.14)

and

δx =
λRc

2L
=
La
2

(5.15)
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where λ denotes the transmitted wavelength. From (5.15), the synthetic aperture

can be expressed as

L =
λRc

La
(5.16)

which is determined by the transmitted wavelength, the physical antenna aperture,

and the distance from the target. Assuming the same distance Rc and the physi-

cal antenna aperture La, the synthetic aperture can be shortened by reducing the

transmitted wavelength as seen in (5.16).

In conventional SAR, the synthetic aperture determines the imaging azimuth

dimension since the image is reconstructed by focusing the two-dimensional raw

data matrix. To achieve a large image in azimuth, conventional SAR has to achieve

several sub-images along the flight trajectory block by block and then performs the

image stitching to form a large image, e.g., Mosaic SAR [80, 81]. However, shortening

the synthetic aperture obviously increases the number of the sub-images in azimuth,

hence complicating the data stitching. Therefore, it is difficult for conventional SAR

system to achieve a large image by using the millimeter wave FMCW radar. In

GCW-SAR, however, the imaging size in azimuth is independent of the synthetic

aperture since the image is reconstructed recursively in azimuth. A large GCW-

SAR image in azimuth can be directly achieved without data stitching. This nature

allows for millimeter transmitted signal to be used in GCW-SAR without restriction

in azimuth dimension. The advantages of millimeter wave GCW-SAR system with

deramp-on-receive are elaborated in various aspects, including high PCD image

quality, low computational complexity, and high range and azimuth resolutions.
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5.2.2.1 High Image Quality

From (4.20) and (4.21), the PCD image quality can be evaluated by the PCD

imaging error derived as

ε2 = 2− 2Re{
√

2Q

π
ej

π
2Q

(
C(

√
π

2Q
)− jS(

√
π

2Q
)
)
} (5.17)

where Q = LaP
2/L is defined as the image quality factor, and C(.) and S(.) are the

Fresnel integrals respectively. As seen in Fig. 4.3, the PCD imaging error becomes

smaller as Q increases, indicating that a larger Q value leads to a better PCD image

quality. From (5.16), the PCD image quality factor can be further expressed as

Q =
L2
aP

2

λRc

=
L2
aP

2fc
cRc

. (5.18)

It is seen that, the shorter the wavelength of the transmitted signal is, the larger the

quality factor. With the same La and P , adopting the millimeter wave transmitted

signal can achieve a high image quality.

5.2.2.2 Low Complexity

The GCW-SAR adopts PCD imaging algorithm which approximates the range

curve as piecewise linear segments. A long synthetic aperture will increase the num-

ber of the linear segments. Given the same image quality and resolutions, the num-

ber of linear segments P can be significantly reduced by using a shorter wavelength

transmitted signal as seen in (5.18), thus leading to a low computational complex-

ity and reduced memory requirement. Assuming the same observed scene where

the number of range pixels is N , computational complexity of the millimeter wave

GCW-SAR and its required memory are compared with those of the conventional

one as follows.

The PCD algorithm updates the image in azimuth recursively whenever the

system obtains a new received sample. Assuming that the number of the received
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samples in the conventional GCW-SAR is N ×N , an N ×N2 pixel image over the

observed scene is achieved. Referring to, imaging each pixel needs 3P + 2 complex

multiplications, and thus (3P + 2)×N3 complex multiplications are required in the

conventional GCW-SAR. However, after adopting the millimeter wave transmitted

signal with shortened synthetic aperture, the deramp-on-receive can decrease the

number of the received samples to N ×N/(Tb/Ts). Hence the computational cost is

significantly reduced. Assuming that the number of the linear segments is further

reduced to P/NP , the proposed GCW-SAR system only requires (3P/NP + 2) ·N2 ·

N/(Tb/Ts) complex multiplications.

Assuming that the number of received samples over a transmitted period is

Nperiod and the number of the range pixels is N , the number of memory units used

in the PCD imaging of the conventional GCW-SAR is equal to Nperiod+N×(3P+2)

as seen in Fig. 3.3. In the proposed GCW-SAR, the Nperiod and P have been reduced

to Nperiod/(Tb/Ts) and P/NP respectively and thus the number of memory units is

Nperiod/(Tb/Ts) +N × (3P/NP + 2).

5.2.2.3 High Image Resolutions

As seen in (5.14) and (5.15), the range and azimuth resolutions are determined

by the transmitted signal bandwidth and the antenna aperture respectively. Using

the millimeter wave signal allows a wider transmitted signal bandwidth and hence

a higher range resolution. On the other hand, a high azimuth resolution requires a

short antenna aperture which leads to a long synthetic aperture and increases the

computational cost. Based on (5.16), the synthetic aperture can be shortened by

using the millimeter wave radar. Given the high image quality and the low com-

putational cost, a higher azimuth resolution La/2 can be achieved by transmitting

a shorter transmitted wavelength as seen in (5.18). Therefore, the millimeter wave

FMCW radar can provide high image resolutions in both range and azimuth.
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5.2.3 Simulation Results

In this subsection, comprehensive performance evaluation of the novel GCW-

SAR and comparison with the millimeter wave FMCW-SAR are made through

simulation in an airborne stripmap SAR geometry with the following parameters:

platform altitude 500 m, speed of radar platform 45 m/s, the transmitted band-

width 250 MHz, and Rc=1113.3 m. The noise at the receiver is not considered for

simplicity.
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Figure 5.7 : Imaging performance comparison between conventional GCW-SAR

and GCW-SAR based on deramp-on-receive: (a) range direction and (b) azimuth

direction.

5.2.3.1 Performance of GCW-SAR Imaging from Beat Signal

Deramp-on-receive can significantly reduce the sampling rate of the received

signal. In the first simulation, the impact of the deramping operation on PCD

imaging performance is investigated. The point targets are located at (−2 m, 0),

(2 m, 0), (0,−2 m) and (0, 2 m). The antenna aperture La is 0.8 m, the carrier

frequency is 7 GHz, the number of linear segments P is 40, and the triangular

frequency modulated waveform is adopted. The full imaging result is shown in Fig.

6, and the range and azimuth imaging results at xm = 0 and yn = 0 are shown
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Figure 5.8 : Azimuth imaging comparison using fc = 7 GHz and fc = 77 GHz when

the La = 0.4 m and P = 20.

in Fig. 5.7 respectively. It is evident from the imaging results shown in Fig. 7

that the deramp-on-receive in GCW-SAR system does not cause any performance

degradation. As the range ambiguity is determined by the time delay of the reference

signal with PCD imaging, reducing the samples in the received signal does not affect

the range resolution, as shown in Fig. 5.7 (a). In azimuth, reducing the received

samples improves the imaging efficiency without azimuth resolution degradation, as

shown in Fig. 5.7 (b).

5.2.3.2 High Image Quality by GCW-SAR with Millimeter Wave Sig-

nal

In the second simulation experiment, the impact of changing carrier frequency on

the image quality of the GCW-SAR is investigated. With the triangular frequency

modulated waveform, an image with a point target at (0, 0) is considered. The

antenna aperture La is 0.4 m, and the number of linear segment P is 20. The

image quality factor Q as a function of the carrier frequency has been described

in (5.18), where the Q is proportional to the carrier frequency. The images in

azimuth with 7 GHz and 77 GHz carrier frequencies respectively are given in Fig.

5.8. The results show that the 77 GHz millimeter wave radar can significantly

improve the image quality from 1.34 to 14.81 compared with the 7 Ghz radar. With
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Figure 5.9 : Azimuth imaging comparison using fc = 7 GHz and fc = 77 GHz when

the Q = 5.39 and P = 20.

7 GHz carrier frequency, P = 20 is not enough to approximate the slant range

over the 119 m synthetic aperture. However, with 77 GHz carrier frequency, the

synthetic aperture is shortened to 11 m, thus drastically reducing the error of slant

range approximation. Moreover, assuming that the echoes reflected from any two

targets whose spacing is larger than twice synthetic aperture are independent, the

interference from the sidelobes can be also suppressed by shortening the synthetic

aperture. As seen in Fig. 8, with 77 GHz carrier frequency, the sidelobes can only

impact on the image within the interval (−11 m, 11 m).

5.2.3.3 High Azimuth Resolution by GCW-SAR with Millimeter Wave

Signal

In the third simulation experiment, given the same Q and P , the azimuth reso-

lution by using different carrier frequencies is compared. Assume that the Q is 5.39

and P is 20. Adopting the triangular frequency modulated waveform and an image

with one point target at (0, 0), the azimuth imaging results with the 7 GHz and 77

GHz carrier frequencies respectively are provided in Fig. 5.9, which shows that a

higher azimuth resolution image with the same Q and P can be achieved with the

increase of the carrier frequency. Maintaining the same Q = 5.39 and P = 20, a
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Figure 5.10 : Azimuth imaging comparison using fc = 7 GHz and fc = 77 GHz

when the La = 0.4 m and Q = 5.39.

0.12 m azimuth resolution can be achieved when transmitting 77 GHz millimeter

wave, while transmitting 7 GHz signal can only achieve a 0.4 m azimuth resolution.

5.2.3.4 Low Complexity by GCW-SAR with Millimeter Wave Signal

The impact of changing carrier frequency on the number of linear segments in

GCW-SAR is investigated in this simulation experiment. The La is set to 0.4 m.

The triangular frequency modulated waveform is adopted. Given the same Q = 5.39

and La = 0.4 m, an image with one point target at (0, 0) is obtained by using the 7

GHz and 77 GHz carrier frequencies respectively as shown in Fig. 5.10. To achieve

the same image quality Q = 5.39, the P must ba as large as 40 in the 7 GHz imaging

but only 12 in the 77 GHz imaging, thus saving much computational cost.

5.2.3.5 Multi-point GCW-SAR Imaging with Millimeter Wave Radar

In the final simulation experiment, the multi-point GCW-SAR imaging between

the 7 GHz system and the 77 GHz millimeter wave system are compared. The La

and P are set to 0.4 m and 20 respectively, and the triangle frequency modulated

waveform is adopted in the two imaging scenarios. By transmitting the 250 MHz

bandwidth signals, the reconstructed 7 GHz and 77 GHz images are shown in Fig.
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Figure 5.11 : Multi-point imaging performance comparison between (a) 7 GHz

GCW-SAR and (b) 77 GHz GCW-SAR, where La = 0.4 m and B = 250 MHz.
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Figure 5.12 : Multi-point 77 GHz GCW-SAR imaging with high range and azimuth

resolution where La = 0.2 m and B = 2.5 GHz.

5.11 (a) and (b) respectively. It is evident that 77 Ghz millimeter wave GCW-SAR

performs much better than the 7 GHz one. To achieve higher range and azimuth

resolutions, a wider bandwidth 2.5 GHz and a shorter antenna aperture La = 0.2 m

are further used in the 77 Ghz millimeter wave GCW-SAR. To keep the same image

quality Q, the P is increased to 40 and the imaging result is shown in Fig. 12, which

validates the capability of the 77-GHz GCW-SAR system to achieve higher imaging

resolutions.
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5.3 Summary

In this chapter, two special GCW-SAR systems, i.e., passive GCW-SAR sys-

tem and a millimeter wave active GCW-SAR sytem with deramp-on-receive, are

developed.

In the first section, the passive GCW-SAR system is developed. By analyzing

the geometry and the reference and received signals of the passive SAR system, a

modified PCD algorithm is proposed to reconstruct the image recursively along the

flight path of the radar based on the constant Doppler frequency shift approximation

in segmented range curve. The proposed passive GCW-SAR removes the limitations

caused by the slow time sampling, thus achieving a high resolution and wide-swath

SAR image with good quality.

A novel active GCW-SAR system based on a millimeter wave FMCW radar

is developed in the second section. It is seen that with deramp-on-receive frontend

and PCD imaging algorithm the GCW-SAR not only works well with down-sampled

received signal but also can be easily implemented with existing FMCW radar hard-

wares. The shortened synthetic aperture due to the use of millimeter wave signalling

results in a number of advantages, such as improved image quality, high imaging

resolutions, and reduced computational complexity. It is believed that the proposed

millimeter wave GCW-SAR will find wide applications because of its high resolution

and low complexity imaging capability.
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Chapter 6

A Millimeter Wave GCW-SAR Experimental

System

This chapter presents a GCW-SAR experimental system composed of a millimeter

wave FMCW radar sensor and a linear moving platform, which contributes to the

experimental demonstration of the GCW-SAR concept proposed in the earlier chap-

ters. From the receiver frontend to the digital imaging process, all of the GCW-SAR

system development issues are presented in detail in this chapter.

6.1 System Configuration

This experimental system is built based on the millimeter wave GCW-SAR with

deramp-on-receive presented in Chapter 5, where the AWR1843 single-chip 77-GHz

FMCW radar sensor made by Texas Instruments [82] is adopted and the imaging

processing in digital domain is performed by a personal computer (PC). The whole

system is composed of receiver frontend subsystem, radar control subsystem, posi-

tioning control subsystem and the digital imaging subsystem, and its block diagram

is depicted in Fig. 6.1.

The receiver frontend subsystem is processed in the AWR1843 FMCW radar sen-

sor by using the deramp-on-receive technique as seen in Fig. 5.5, where a complex

beat signal can be acquired and transferred to the PC. The radar control system

has been integrated in the AWR1843 evaluation module, where antenna, transmit-

ted waveform, chirp period, and time synchronization can be selected manually via

a graphical user interface (GUI) installed in the PC. The corresponding position
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Figure 6.1 : Block diagram of GCW-SAR experimental system.

control system, made by FUYU Technology company in China, Chengdu, is an

independent micro controller [83] connected to a stepping motor, and can be also

manipulated via a GUI installed in the PC, where the platform moving speed and

its start location can be initialized. Meanwhile, both of the radar and platform

parameters setting can be transferred to the digital imaging subsystem. Finally,

the decimated PCD algorithm combined with the recovery of the received signal is

conducted in the digital imaging subsystem and a GCW-SAR image can be recon-

structed recursively.

6.2 Receiver Frontend Subsystem

This section describes the the receiver frontend subsystem from two aspects, the

antenna and the RF circuit.

The AWR1843 FMCW radar sensor includes onboard-etched antennas for its

three transmitters and four receivers. Here, a single channel mode within one trans-

mit and one receive antenna is adopted and the antenna peak gain is larger than

10.5 dBi. The radiation pattern of the antenna can be seen in the datasheet of the

AWR1843 evaluation module, where the horizontal and elevation 3dB-beamwidths

are ±28 and ±14 degrees respectively. Note that the AWR1843 made by TI is an
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FMCW radar sensor used in the automotive industry for applications such as avoid-

ing collision of cars. Although the antenna is not designed for the FMCW-SAR, it

can be applied to the GCW-SAR system since the imaging size of the GCW-SAR

is independent of the length of the synthetic aperture.
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IF 
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Figure 6.2 : Block diagram of RF circuit in the AWR1843.

The RF and analog circuit connected to the antenna consists of synthesizer, PA,

LNA, mixer, intermediate frequencies (IF), and ADC. The block diagram of RF

circuit in the AWR1843 can be shown in Fig. 6.2. With the known transmitted

waveform and period, the baseband transmitted chirp signal is produced repeatedly

by the ramp generator. After passing through the synthesizer, power amplifiers and

additional phase shifters, a RF millimeter wave chirp signals are emitted towards

the observed scene. A receive channel is composed of an LNA, mixer, IF filtering,

ADC, and decimation in digital frontend. Fortunately, the AWR1843 RF circuits

can produce a complex beat signal based on the deramp-on-receive seen in Fig. 5.5,

which uses quadrature mixer and dual IF and ADC chains to provide complex I

and Q outputs. This complex beat signal is then transferred to the PC used by the

digital subsystem.
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6.3 Radar Control Subsystem

TI company provides us a GUI called “mmWaveStudio” to operate the AWR1843

radar sensor, where the selection of the radar parameters setting can be conducted.

To run this GUI, a PC is connected by the USB cable to this radar sensor, the

required software package is installed, and the AWR1843Boost startup is initialized.

The connection operation is firstly described as seen in Fig. 6.3. The Sense-on-

Power (SOP) mode is set to debug mode via the jumper in the AWR1843 evaluation

module and the COM Port enumerated as “XDS110 Class Application/User UART”

is selected for RS232 operations to allow firmware download and enable the device for

characterization purposes. The PC host communicates with the AWR1843 by using

the serial peripheral interface (SPI) interface. Once the firmware is downloaded,

click the SPI connection and RF Power-up buttons.

Figure 6.3 : Connection tab in the mmWaveStudio.

Then, the number of transmit and receive channels, the data format of the ADC

input, and the frequency configuration are determined in the static configuration

tab. As seen in Fig. 6.4, Tx0 and Rx0 are selected to construct a single channel
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Figure 6.4 : Static configuration in the mmWaveStudio.

Figure 6.5 : Data configuration in the mmWaveStudio.

for the 1-D data acquisition, and a complex 16-bit 1-D data can be obtained. To

maximize the range resolution, the widest frequency range is set from 76 GHz to 81

GHz. To transfer a large amount of received data to the PC, the DCA1000EVM data

capture card is used and the data path format can be set in the data configuration

tab shown in Fig. 6.5.

Afterwards, the transmitted waveform can be generated by using the sensor
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Figure 6.6 : Sensor configuration in the mmWaveStudio.

configuration tab. To obtain a high transmitted bandwidth, the chirp rate is set to

60.012 MHz/µs and the chirp duration is set to 60 µs. In the AWR1843 radar sensor,

the transmitted signals are packaged in a series of frames and each of them includes

a sequence of chirps to be transmitted subsequently. Since the AWR1843 radar

sensor is not capable of generating the triangular frequency modulated waveform

and its ADC does not work whenever the beat signal is at high frequencies, the

one-dimensional beat signal is obtained by concatenating the received samples in

all chirp periods and padding zeros during ADC idle time. Therefore, appropriate

chirp and frame parameters are set up to obtain a high duty-cycle in the system as

seen in Fig. 6.6, and the trigger frame button is clicked to launch the transmission.

6.4 Positioning Control Subsystem

A linear motion machine made by FUYU Technology company with a length

of 1.5 m is adopted to build a moving platform. The stepping motor is triggered



108

Micro 
controller 

Power

Motor 
driver 

Position-
limit switch 

Origin

Moving 
platform Stepping 

motor

220 V 

24 V 

Sensor 

PC 

Figure 6.7 : Construction of moving platform.

by its driver and this driver is connected to a micro controller. For simplicity, this

company provides a GUI to conduct the movement in a PC, sending the command

signal to the micro controller via a USB cable.

The construction of the moving platform is described in Fig. 6.7, where the

red and black solid lines denote the power and signaling connections respectively.

According to the user’s manuals, the moving platform can be installed as follows. A

position-limit switch is used to set up the origin. Once the platform reach the origin,

a trigger signal can be sent to the micro controller. The outputs of this switch and

the PC are connected to the micro controller. After the installation, the moving

platform system is powered up and the GUI is launched in the PC. The parameters

of stepping motor is set up and the moving process can be conducted by a program

which is written, complied and stored into the micro controller. Once clicking the

trigger button, the platform can be launched.
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6.5 Digital Imaging Subsystem

After triggering the radar transmission and the stepping motor of the moving

platform simultaneously, the received 1-D complex beat samples can be directly

transferred to the PC and stored as a binary file. The Matlab 2018 is adopted to

read this binary file and implement the decimated PCD algorithm. The flowchart

of the digital imaging process is described in Fig. 6.8.

Before the decimated PCD processing, the time synchronization between the

received and reference signal should be achieved accurately. Firstly, a time index is

obtained from the 1-D data matrix and then the transmitted signal and the received

beat signal can be constructed based on the know radar parameters after padding

zeros during ADC idle time. Thus, the 1-D downsampled complex received signal

can be recovered from (5.9) and a GCW-SAR image can be finally reconstructed.

Note that the first small part of the data received during the acceleration of the

moving platform must be removed.
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Figure 6.9 : GCW-SAR laboratory system set up.

6.6 Experiment Results

This section describes the real GCW-SAR imaging experiment of the multiple

targets in an indoor scenario. Fig. 6.9 shows the GCW-SAR experimental system

setup from which the final imaging results are obtained to validate the GCW-SAR

concept and demonstrate the performance of the proposed GCW-SAR implementa-

tion.

6.6.1 Geometry of the GCW-SAR Experiment

A stripmap GCW-SAR geometry, as shown in Fig. 3.1, is adopted in this ex-

periment. The AWR1843 radar sensor is mounted on the moving platform and its

radiation pattern points to the observed targets with an incident angle θ = 40 de-

gree. The height of the radar is set to 0.92 m. The maximum accelerated speed of

the platform, 20 m/s2, is used to reach the constant speed v=0.8 m/s. In the ex-

periment, the one-dimensional raw data are obtained by using one-channel working

mode with chirp signal bandwidth 3.6 GHz to maximize the range resolution, where

the chirp rate and chirp duration are 60.012 MHz/µs and 60 µs respectively. The
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sampling rate can be achieved and a larger azimuth spacing can further reduce the

complexity. In this subsection, the real GCW-SAR imaging results are presented.
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Figure 6.11 : Real data GCW-SAR imaging comparison with different Q: (a) Q=

0.5617, (b) Q= 3.5106, and (c) Q= 14.0425.

By using the AWR1843 radar sensor, the ratio L/La = 7.1212 is fixed in the

experimental scenario and thus the PCD image quality Q is only determined by

the parameter P . Based on the proposed GCW-SAR parameter design in section

4.4, to obtain the upper bound of the normalized PCD imaging error ε2 = 0.1, the

image quality factor Q is approximately equal to 3.6 and thus P is set to 5. For

comparison, the GCW-SAR images with different Q values = 0.5617, 3.5106, and

14.0425, corresponding to P= 2, 5, and 10 respectively, are reconstructed by using

the decimated PCD algorithm with the same ∆x = 0.004 m, as shown in Fig. 6.11.

It is evident that the two targets are shown clearly in the GCW-SAR image with the

Q = 3.5106. When Q is increased to 14.0425, the improvement of the image quality

in azimuth can be hardly seen, and a small Q can lead to a worse PCD imaging

performance. Therefore, P = 5 is suitable for this real imaging system.

With the known P = 5 and L/La = 7.1212, the number of constant segments

K in the decimated PCD algorithm can be selected based on (4.25). Fig. 6.12

shows the relationship between K and ε2. To keep ε2 ≤ 0.2, K is set to 10. The

real data GCW-SAR images reconstructed by using different K = 2, 5, and 10 are
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Figure 6.12 : Decimated PCD error function with different K, where P = 5 and

L/La = 7.1212.
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Figure 6.13 : Real data GCW-SAR imaging comparison with the same P = 5 and

L/La = 7.1212 but different K: (a) K = 2 (∆x = 0.02 m), (b) K = 5 (∆x = 0.008

m), and (c) K = 10 (∆x = 0.004 m).

shown respectively with the same P = 5 and L/La = 7.1212 in Fig. 6.13. The

two targets can be seen clearly even when K = 5 where the corresponding ε2 = 0.4

since the radar cross section of the targets is much higher than that of the carpet

floor. Therefore, the threshold of ε2 is determined based on the different imaging

scenarios.

In addition, the computational cost can be further reduced by downsampling

the received signal. In the above experimental results, Ns1 is set to 1, and thus
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the sampling rate of the downsampled received signal is 10 MHz. With the known

P = 5, L/La = 7.1212, and K = 10, the real data GCW-SAR image with Ns1 = 2

is reconstructed as shown in Fig. 6.14. With reduced SNR, the two targets cannot

be distinguished and thus Ns1 should be set to 1 in this GCW-SAR experimental

scenario.
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Figure 6.14 : Real data GCW-SAR image with Ns1 = 2.

Therefore, to design a practical GCW-SAR system, the antenna aperture La

and the transmitted signal bandwidth should be firstly determined to ensure the

azimuth and range resolutions. Then, the synthetic aperture L is obtained based

on the carrier frequency and the imaging distance. With the known L/La ratio

and the desired normalized PCD error ε2, the number of linear segments P can be

determined. Substituting P and L/La into (4.25), the number of constant segments

K can be further determined. Finally, Ns1 can be selected based on the required

SNR.

6.7 Summary

A real millimeter wave GCW-SAR experimental system with deramp-on-receive

is presented in this chapter. By using the AWR 1843 radar sensor made by TI and

a linear moving platform made by FUYU Technology company, a stripmap single
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channel GCW-SAR system, consisting of receiver frontend subsystem, radar con-

trol subsystem, positioning control subsystem and the digital imaging subsystem, is

achieved and these four subsystems have been described respectively. The experi-

mental results can validate the GCW-SAR concept, performance analysis and the

millimeter wave GCW-SAR system proposed in the early chapters. This practical

GCW-SAR system also provides a suitable platform to demonstrate more GCW-

SAR working modes in our future work. For example, the AWR1843 sensor can

acquire multiple channels within 3 transmit and 4 receive antennas, which allows

for a MIMO GCW-SAR system. By substituting the circular moving platform to the

linear one, a circular GCW-SAR system can be developed. These novel GCW-SAR

working modes will be further investigated by this experimental platform.
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Chapter 7

Conclusion

The conventional slow time sampling in azimuth leads to some intrinsic limita-

tions to the pulsed and FMCW SAR systems including the rigid time sequences

in transmission and reception, the trade-off between the range swath and azimuth

resolution, the range cell migration, and the azimuth ambiguities and restrictions

in FMCW SAR. The methods to overcome these limitations have become the most

challenging topics in SAR related researches. To achieve a high resolution and a

wider range swath, the state-of-the-art SAR uses several advanced techniques to

develop different SAR working modes, and a large number of corresponding SAR

imaging algorithms are proposed to deal with the range cell migration and other

phase errors. However, these intrinsic limitations are not removed with existing

SAR technologies since they still adopt the compression of the slow time samples to

determine the azimuth image.

This thesis develops a novel GCW-SAR system, where the slow time sampling is

no longer adopted and the SAR image can be reconstructed by correlating the 1-D

received signals with location dependent reference signals after self-interference can-

cellation. The state-of-art SAR technologies are revisited in Chapter 2, indicating

the limitations caused by slow time sampling. Chapter 3 presents the GCW-SAR

concept including the SIC technique in GCW-SAR, 1-D CW imaging process and

GCW-SAR ambiguity function. To reduce the computational cost, the PCD algo-

rithm is proposed in this chapter based on the linear approximation of the slant

range. A faster and more flexible PCD implementation, i.e., decimated PCD algo-
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rithm, is further proposed to reduce the PCD complexity. The PCD imaging is the

key enabling technology in GCW-SAR and its performance analysis is derived in

Chapter 4, offering a clear guideline to the GCW-SAR imaging system design. The

difference between conventional SAR and PCD imaging is investigated and then the

PCD ambiguity function is derived. An error function of the PCD imaging as com-

pared with the ideal matched filtering is adopted and can be shown as a function

of image quality to quantify the PCD imaging performance. Accordingly, the error

function of the decimated PCD imaging is analyzed. In Chapter 5, two GCW-SAR

systems, i.e., passive GCW-SAR system and millimeter wave GCW-SAR system

with deramp-on-receive, are developed. A novel modified PCD imaging is proposed

for the passive GCW-SAR system. A millimeter wave GCW-SAR implementation

is achieved based on the deramping technique in FMCW signalling, leading to a

light-weight and low cost GCW-SAR system. Using the millimeter wave signals also

can offer advantages to the GCW-SAR imaging. Chapter 6 describes the construc-

tion of the real millimeter wave GCW-SAR experimental system in detailed. The

experimental results are shown to validate the proposed GCW-SAR system.

7.1 Future Work

The works presented in this thesis establishes a solid theoretical foundation for

next-generation imaging radars. Without the slow time, the transmitted signal

and the imaging system designs are more flexible, and thus more effective practical

GCW-SAR systems can be developed in the future based on the different system

geometry and the multiple received channels. The following research fields will be

considered.

• Circular SAR is a new kind of imaging process in a circular trajectory which is

capable of achieving a 360-degree aspect angle observation to the target scene.

In a conventional linear SAR system, the Doppler spectrum bandwidth can be
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only improved by extending the synthetic aperture to increase the observed

angle. In contrast, the observed angle in a circular trajectory varies from

zero to 360 degrees, thus achieving a higher resolution. Therefore, a circular

GCW-SAR can be developed. Since the targets with the same distance from

the origin have the same variation of the instantaneous slant range, a polar

coordinate is more suitable for the PCD imaging. The effect of the PCD

imaging on a circular GCW-SAR will be investigated and a modified PCD

algorithm will be proposed. The implementation and real-data experiment

are also required in the future work.

• In a microwave imaging system, an image can be reconstructed from the data

recorded over a 2-D aperture. This multiple-channel data acquisition can be

achieved by a linear mechanic scanning of an antenna array. The conventional

imaging algorithms are conducted in a two-dimensional domain similar to the

range Doppler algorithm in SAR system. Adopting a wideband transmitted

signal, the radar can look down the observed scene on both sides and a 3-D

image can be reconstructed. This technique can be also used in a GCW-SAR

system. With a 2-D synthetic aperture, the variation of the instantaneous

slant range can be presented as a hyperbolic surface. Therefore, different linear

approximation of the slant range has to be considered and a new microwave

imaging system will be developed.
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Appendix A

Derivation of PCD azimuth ambiguity function

Defining the rectangular function rect( t
T

) as

rect(
t

T
) =



1, |t| < T/2,

1
2
, |t| = T/2,

0, otherwise

(A.1)

the PCD image I1(xm, 0) in (4.14) can be described as

I1(xm, 0)

= σ(0, 0)e−j
2πx2

m
λRc

∫ ∞
−∞

1

T
rect(

t

T
)ej

4π
λ
d1(t,0,0)e−j2π

2vxm
λRc

tdt
(A.2)

which can be viewed as a Fourier transform, in terms of a frequency variable Ω =

2vxm
λRc

. The time domain function, which is a product of 1
T
rect( t

T
) and ej

4π
λ
d1(t,0,0),

can be represented as a convolution in Ω domain, so that Eq. (A.2) can be rewritten

as

I1(xm, 0)

= σ(0, 0)e−j
2πx2

m
λRc

(∫ ∞
−∞

1

T
rect(

t

T
)e−j2πΩtdt⊗

∫ ∞
−∞

ej
4π
λ
d1(t,0,0)e−j2πΩtdt

) (A.3)

where ⊗ denotes convolution operation. The expression of 1
T
rect(t) in Ω domain is

the sinc function sinc(TΩ). Since d1(t, xm, yn) is a periodic function, the Fourier

transform of ej
4π
λ
d1(t,0,0) can be expressed as∫ ∞
−∞

ej
4π
λ
d1(t,0,0)e−j2πΩtdt =

1

TP

∞∑
i=−∞

D(
i

TP
)δ(Ω− i

TP
) (A.4)

where D(Ω) is the Fourier transform of ej
4π
λ
d1(t,0,0) in one period, i.e.,

D(Ω) =

∫ TP
2

−TP
2

ej
4π
λ
d1(t,0,0)e−j2πΩtdt. (A.5)
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Therefore, I1(xm, 0) can be expressed as

I1(xm, 0)

= σ(0, 0)e−j
2πx2

m
λRc

(
sinc(TΩ)⊗ 1

TP

∞∑
i=−∞

D(
i

TP
)δ(Ω− i

TP
)
)

= σ(0, 0)e−j
2πx2

m
λRc

( 1

TP

∞∑
i=−∞

D(
i

TP
)sinc(T (Ω− i

TP
))
)
.

(A.6)

Defining W (x) = 1
TP
D( 2vx

λRc
) and replacing Ω by 2vx

λRc
, we have the final expression of

(4.14).
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Appendix B

PCD Weight Function

Assuming that the number of linear segments, P , is odd, d1(t, 0, 0) in the integration

interval [−TP
2
, TP

2
) can be expressed as

d1(t, 0, 0) =
v2

2Rc

(−t2 +
T 2
P

4
), t ∈ [−TP

2
,
TP
2

). (B.1)

Hence, the corresponding weight function can be derived as

W (x) =
1

TP

∫ TP
2

−TP
2

ej
4π
λ
d1(t,0,0)e−j2π

2vx
λRc

tdt

=
1

TP

∫ TP
2

−TP
2

ej
4π
λ

v2

2Rc
(−t2+

T2
P
4

)e−j2π
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λRc

tdt

= ej
πv2T2

P
2λRc

1
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2
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2π
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(v2t2+2xvt)dt
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πv2T2

P
2λRc ej

2πx2
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2
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dt
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2πv2T 2
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ej
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2λRc ej

2πx2

λRc

∫ (x+
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2
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dt
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(B.2)
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where S(x) and C(x) are the Fresnel integrals respectively defined as

S(x) =

∫ x

0

sin(t2)dt =
∞∑
n=0

(−1)n
x4n+3

(2n+ 1)!(4n+ 3)
,

C(x) =

∫ x

0

cos(t2)dt =
∞∑
n=0

(−1)n
x4n+1

(2n)!(4n+ 1)
.

(B.3)

Since L ≈ λ
La
Rc, Eq. (B.2) is further expressed as (4.15).

When P is even, d1(t, 0, 0) is a time TP
2

shifted version of that with odd P , so

that W (x) has the same expression as (B.2) except for a phase shift e−j
2πvTP
λRc

x. Note

that both weight functions have the same amplitude |W (x)| and W (0).
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Appendix C

Integral in Decimated PCD Error Function

Based on (4.23), the integral 1
T

∫ T
2

−T
2

ej
4π
λ
d̂1(t,0,0)dt can be expressed as a sum of P ·K

integrations over respective constant segments of the slant range, i.e.,

1

T
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(C.1)

Since tp = −T
2

+ pTP , L ≈ λ
La
Rc, and ∆x = TP

K
v, Eq. (C.1) can be further derived

as

1
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