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Abstract 

Road traffic information acquisition technologies have the capability to provide important 

information for intelligent transportation systems (ITS) by employing sensor networks, especially 

for detecting the road network information in dots, sections or large-scale areas. Sensor network 

plays a vital role in acquiring road traffic information of ITS. By exploiting spatial-temporal models, 

traffic flow models or correlation models, the traffic information of road sections and networks can 

be derived from the traffic data of some key points in the road for the temporal and spatial 

correlation. Furthermore, because of the constraints of space-time correlation, project investment 

and construction cost, the investigation of traffic information acquisition by employing sensor 

network technologies has become an important research direction of ITS. As a result, the 

investigation of the theories, techniques, sensors, and methodologies of traffic information 

acquisition sensor network (TIASN) has been a significant research topic.  

Based on specific requirements on real time, accuracy and completeness for traffic information 

acquisition, this thesis has focused on the following key challenges: (1) new algorithm to acquire 

traffic flow based on multi-functional geomagnetic sensor; (2) efficient optimization methods for 

TIASN; (3) efficient calibration method for Inertial Measurement Unit (IMU); (4) effective testing 

method for urban rail transit sectional passenger flow.  

In this dissertation, motivated by the above challenges, a thorough investigation is presented on 

a novel multi-parameter sensing method of traffic information by using a multi-function 

geomagnetic sensor (MFGS). Furthermore, in order to improve the efficiency of IMU based traffic 

monitoring, the calibration and its associated experimental design schemes are developed for the 

two-key tri-axial sensors in an IMU, i.e. tri-axial magnetometers and tri-axial accelerometers. At 

the end , we study the short-term prediction methods of sectional passenger flow and selects 

Back-Propagation (BP) neural network combined with the characteristics of sectional passenger 

flow itself. 
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1. Background 

1.1. Introduction 

As the recent rapid development of world economy, the amount of motor vehicles and level of 

mobility on roads has been dramatically increased. The demand of traffic system has significantly 

raised. The quality of services related to road traffic have been challenged. The road traffic 

information is complicated and also variable due to the interaction of mix traffic flows (MTFs) which 

consist of different objects such as motor vehicles, non-motor vehicles and pedestrians, the 

interaction between MTFs and roadways, the restraint between MTFs and their surrounding 

environment. 

Road traffic information is the basic variable, including multi-traffic parameters such as flow, velocity, 

occupancy-rate and route time. Road traffic information acquisition includes the successive stages 

of MTF data's acquisition, generation, communication, storage and further process. The road traffic 

information acquisition provides the important fundamental data for intelligent transportation systems 

(ITS), which promotes the effectiveness of traffic control and traffic guidance strategy by the timely, 

accurate and comprehensive road traffic information. 

Nowadays, the traffic congestion has already been a universal problem all over the domestic 

metropolises. The release of traffic congestion highly depends on the efficient synergism of related 

service, control and dispatch which strongly requires the comprehensive acquisition and fully 

utilization of the traffic information. Therefore, in order to essentially enhance the safety level, 

advance the operation efficiency and promote emerging industry, the related technologies for traffic 

information acquisition sensing network (SN) is imperative for ITS. 

The physical basis of traffic state information acquisition is composed of physical sensors and their 

complete sets of systems. At present, there are many types of sensors used in the road traffic system, 

such as ring coils, radar guns, infrared tachymeters, ultrasonic tachometers and so on, which are 

used for road traffic flow and velocity statistics. The sensors of the related application system include 

infrared tachometer, stress and strain gage, ultrasonic gage and gas alcohol detector. The sensors 

used for road infrastructure monitoring include temperature, stress and strain gage, fibre grating, etc. 

The existing traffic sensor features single, multi-use of wired communication, installation is not 

convenient enough, these factors lead to the realization of large-scale, network deployment. With 

the application of ITS in urban road management, it has put forward new requirements for the low 

cost, multi-function, easy installation, easy maintenance and large-scale deployment of traffic 

sensors. 
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Single sensor detection performance, multi-sensor networking, and large-scale deployment 

optimization are critical for accurate access to road and even road traffic status information. Accurate 

access to traffic state information requires multiple sensors in the network space-time collaboration. 

Therefore, how to configure the sensors reasonably and how to construct the traffic information 

acquisition sensor network (TIASN) becomes the key technology for the accurate, comprehensive 

and efficient access to the road traffic state information. The existing situation is usually a variety of 

sensors to achieve an application service, ITS further development requires the sensor to form a 

variety of applications to meet the demand for large-scale deployment, detection of a variety of traffic 

environment sensor network. Therefore, the problem of single sensor traffic information multi-

parameter sensing, regional sensor network optimization and construction, the sensor network 

layout optimization under large-scale deployment has become an important topic in academia, and 

industry. 

Nowadays, there is an urgent need for large-scale traffic information acquisition in urban roads, 

expressways, and even national and county roads. The number of traffic sensors and related 

networks and system deployments has exploded. With the development of microelectronics 

technology, wireless communication technology and computer technology, the cheap, reliable traffic 

related products and systems have been becoming more and more available, and the cost of 

transportation sensor-related products and systems is decreasing rapidly. In addition, the types of 

traffic application systems needed by ITS in urban traffic management are increasing, which are 

mostly based on accurate and comprehensive traffic information acquisition. This research provides 

an application basis for the study of the multi-parameter traffic information sensing, sensor network 

topology optimization, sensor placement optimization and so on. Therefore, the research in this 

direction has important theoretical and practical significance. 

On the other hand, GPS (Global positioning system) devices in the motor vehicles become more 

and more important when vehicles are on the road and make the traffic flow. For strap-down Inertial 

Navigation System (INS), an inertial measurement unit (IMU) is directly installed in the vehicle. Thus, 

the navigation precision of INS depends on the measuring accuracy of IMU. An inertial measurement 

unit (IMU) is an electronic device that measures and reports a body's specific force, angular rate, 

and sometimes the orientation of the body, using a combination of accelerometers, gyroscopes, and 

sometimes magnetometers. Since the INS updates the data rapidly and possesses the advantages 

of high short-term accuracy and stability, it can provide comprehensive navigation data, such as the 

location, speed, or the attitude of the carrier. Therefore INS plays a very important role in civilian 

navigation. 

 

https://www.sciencedirect.com/topics/engineering/navigation-data


 

14 
 

With the rapid development of Micro Electro Mechanical Systems (MEMS) technology it allow the 

size reduction of the chip-based inertial sensors in IMU (e.g. Tri-axial Accelerometers (TAs), Tri-axial 

Magnetometers (TMs), Tri-axial Gyroscopes (TGs) and also for the production of IMU-enabled GPS 

devices. An IMU enables a GPS receiver to work when GPS signals are unavailable, such as in 

tunnels, inside buildings, or when electronic interference is around. Therefore, Calibration of TAS 

and TMs becomes crucial. 

Due the quickly expended size of population and city size, the development of road construction is 

far behind of the development of urbanization especially in the tier-one cities in China, such as Beijing 

Shanghai and Guangzhou. The demand of building urban rail transit is raised to relief the traffic 

pressure on road. And the high peak period of urban rail is key part to test and challenge the capacity 

of the rail network and also provide very important information to future expansion of rail network 

planning and design.  Therefore the close control and forecast of the passenger flow is essential. 

And sectional passenger flow prediction especially in the important stations are one of most 

important elements.  

1.2. Research Topics 

Urban traffic problem (such as congestion, pollution, accidents, etc.) has been a serious problem 

facing in many large cities all around the world. Currently, ITS is one of the primary methods in the 

urban road network, which can improve the testability, observability and controllability of the traffic 

system. This is done by placing a certain number of traffic sensors to obtain real-time traffic 

information.  

It is an important support for ITS in large-scale road traffic information acquisition. It is a key 

technology to realize the single-point, cross-section and regional traffic flow information acquisition 

in the network by sensor network technology. The real-time, accuracy and comprehensiveness of 

the traffic information of single-point and section are related to the real-time, accuracy and 

comprehensiveness. Due to the temporal and spatial correlation of traffic information, road sections 

and road network traffic information are often based on the traffic information of key points on the 

road, which is derived from the spatio-temporal model, traffic flow model and relational model. In 

addition, due to the spatial and temporal correlation of traffic information and engineering capital, 

construction costs and other constraints, research for single node, cross-section, sensor node traffic 

information multi-parameter sensing, sensor network topology optimization and network construction, 

large-scale deployment of sensor networks Layout optimization technology has become the focus of 

urban traffic research direction, the direction of the relevant theory, technology and methods of 

research has important theoretical and practical significance. 

https://en.wikipedia.org/wiki/GPS
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In some complex traffic environment such as inside a tunnel or somewhere when even GPS may be 

inaccessible, an Inertial Measurement Unit in the vehicle can still predict the pitch and roll information 

by integrating the measurements of TAs and TGs, without error accumulated with time. However, 

when only accelerometers and gyroscopes are used, the heading of vehicle is hard to estimate. That 

brings Tri-axial Magnetometers (TMs) to IMU and combined TMs with IMU to provide more accurate 

navigation information in terms of attitude and heading.  Given the down sized IMU and every sensor 

embedded, the mobile navigation used in traffic control and monitoring becomes more and more 

popular. And how to calibrate TAs and TMs in the IMU is most important part of setting work and 

Auto-Calibration is one of the main research topics in this area.  

With highly maintained traffic issues on the road, the urban rail train network expansion become the 

main way to reduce public transportation problems. Given the urban rail train is convenient, one time, 

not impacted by weather and cost economic, most of public choose to urban rail train to go to work 

or schools. And continuous population growth of some tier-one cites make the existing rail network 

under challenge. To avoid over passenger flow in some key sections and intersections, the 

passenger control and prediction is crucial. The research regarding how to best predict the 

passenger flow and give the support information of traffic control is very important.  

1.3. Research Status and Analysis 

The related technologies and methods of sensor network applied to traffic information acquisition 

have attracted the attention of scholars and engineers all of the world, and formed more and more 

related theories, methods and systems.   

1.3.1. Wireless Sensor Network  

Sensor Network has three main function which are acquisition of data, processing and transfer. 

Sensor network together with communication and computer technology constitutes main three pillars 

of information technology. 

Wireless Sensor Network (WSN) [1-8] is a set of lots of static or dynamic senor combined together 

in the form of a self-configured mode in which the information is gathered from monitored field 

through wireless links. The data is forwarded through multiple nodes, and with a gateway, the data 

is connected to other networks like wireless Ethernet.  

In WSN, there are many types of sensors to gather all different parameters in many scenarios such 

as earthquake, temperature, humidity, vibration, noise, pressure, intensity, electromagnetism, speed, 

direction and size of moving subject etc. It applies in all sort of industries including military, aviation, 

medical, environment, healthcare, modern living, anti-explosion, ocean analysis and many other 

https://www.elprocus.com/what-is-ethernet-and-different-types-of-ethernet-networks/
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sectors. Data retrieved from sensors is passed through the network to a main location to be observed 

and analyzed.  

1.3.2. WSN Network Topologies   

The typical structure [9-15] of a WSN are various topologies as shown below. 

 

Fig.1-1 Wireless Sensor Network Topologies 

Star Topology  

Star topology is a topology of communication, in which each node connects directly to a gateway. 

One gateway can send or receive a message to several remote nodes. The nodes can’t talk to each 

other.  

Because each single node is independent, the gateway has to manage the node within the 

distance or range which data is transmissible between the end node and gateway. But there is also 

an advantage in this star topology. It is easy to manage the far end node in a low cost and minimum 

power consumption mode.  The sizes of this topology vary from the amount of connections to the 

interchange.  

Tree Topology 

Tree Topology is like a combination of star topology, in which each node first connects to a node 

higher in the tree, and then to the gateway. Tree topology makes network expansion easier and also 

make error detection becomes convenient. But this network relies on the bus cable a lot.  All the 

network will become failure if the cable breaks. 

Mesh Topologies 

Mesh topology is more complex topology in which data transmission from one node to another 

becomes even easier as long as within its radio transmission range.  Data need to be forwarded by 

an intermediate node if one node is out of radio communication range.  The advantage of mesh 

https://www.elprocus.com/wp-content/uploads/2014/03/28.jpg
https://www.elprocus.com/wp-content/uploads/2014/03/28.jpg


 

17 
 

topology is easy isolation and failure detection. And the disadvantage is the network is sometimes 

huge and requires lots investment and maintenance. 

1.3.3. Key factors of Wireless sensor network 

Large Scale 

To acquire the accurate information, the number of sensors which are deployed in the system could 

be over thousands or even more. There are two presentations of large scale.[16-17] One is in a large 

geographical area, there are many sensors for instance in the scenario of bush fire monitoring 

network. Many sensors need to be deployed in all different locations in a massive area. The other is 

lots of sensors are deployed very intensively in a relatively small space. 

Large scale sensor network has following advantages:  the information received from different 

spacial views are more economic; the accuracy rate of information has been increased through 

distributed processing method; the requirement of accuracy level of single node has been softened; 

the existing redundant nodes make the system more fault-tolerant; the large number of sensors can 

also cover more monitoring area and reduce the blind monitoring area.   

Self-configure 

During the application of sensor networks, some sensors have to be placed in the rural area or the 

places without infrastructure [18-21]. The distance between the sensors is not pre-defined, the 

relationship before the neighbor sensors has not been set up. It makes the node in the network has 

self-configure ability which allows network to work properly and the data captured by the sensor can 

still be transmitted in the network through the topology and network protocols. In some cases, part 

of sensors may lose their function by dead battery or other environmental impacts. The number of 

sensors will decrease. In some cases, to achieve better monitor result or accuracy, the backup 

sensors will be added to network and make the number of sensors increase. That will make the 

network topology will change accordingly. Self-configure function is required to set up to adapt these 

situations dynamically. 

Reliability  

WSN is occasionally set up in very tough nature environment. In some cases, the place is hard to 

reach by human beings. The sensor and devices are exploded outdoor suffering strong sun light, 

rain, wind and sometimes destroyed by nature animals or other people [22-25]. This requires the 

sensor need to be tough and resistant.  
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Because the restriction of working environment and the large amount of sensors, it is very hard to 

maintain a high-level care on each of devices. It makes the network security become one of the most 

important issues. And fault tolerant is also a big impact to the reliability.  

Data as the center 

The development of internet is to start with PC as terminal and then connect the terminals into the 

network. The terminal also can exist as an isolated device out of network. In internet IP address is 

the single tag for each of computer and device. Resource allocation and information transfer rely on 

the IP address of the terminals, routers and servers [26-30]. To visit a device on internet, the first 

thing needs to know is the IP address.   

WSN is a type of task-oriented network. Without the network, the isolated single sensor couldn’t do 

any task. The node and device in WSN also have a tag, and they talk to each other through network 

communication protocol. In most of cases the sensors are randomly deployed and relationship 

between the nodes and their tags are dynamic. It means the tag and location of the node or device 

are not bound together. The user of WSN send request to the network not to any particular device 

and the network get the information to pass it to the user. This kind of command is more related to 

the tradition of human’s nature language communication. So WSN is a network with data as the 

center.  

Cooperative on tasks  

Cooperative on tasks includes date acquisition, processing, saving and transmission. Through the 

cooperation, the sensors can work together to get more accurate information about the monitoring 

subjects. It also reduces the disadvantage of lack of the storage or processing capability of single 

unit. The units cooperatively work together to accomplish the complicated tasks.  

1.3.4. Related Application of WSN   

WSN is to acquire the real information in the physical world. The information is diversified and in 

many different kinds of format. Different WSN is designed to work with different physical parameters 

in different industries. So, the demand of WSN is totally different case by cases, not only in hardware 

platform and software system, but also in network protocols. So unlike internet with unified 

communication protocol platform, each WSN was designed to have its own ones. Even some of 

WSN has similarity, the majority of WSN care more about the differences which means the applicable 

to project the system was designed, the better result will be achieved by WSN. Customized design 

of each WSN based on the project requirement is main character of WSN compared to the traditional 

network designs.  
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WSN is designed and deployed in many industries [31-39]. Most of cases it was designed to monitor 

data, especially in the rural area where wired network is nearly impossible to establish or cost a 

fortune to set up. Wireless devices can be left in the rural for long time and only be called back or 

replaced when there is faulty or dead battery.  The typical WSN applies in video surveillance, 

transportation monitoring, aviation controls, robotics, motor vehicles, healthcare sector and 

automation.  

In recent years, the rapid development of sensor networks, especially wireless sensor networks 

(WSNs), has provided technical support for the real-time, networked and large-scale acquisition of 

various types of information in the transportation field [40]. The idea of wireless sensor networks was 

originally proposed by the US military [41]. As early as 1978, the US Department of Defence 

Advanced Research Institute Program began to fund Carnegie-Mellon University for distributed 

sensor network research, which is seen as the embryonic form of wireless sensor networks. The 

concept of Internet of Things (IoT) has been proposed by academia and industry [42-44], and the 

data perceived by the sensor network as one of the important sources of mass information of the 

Internet of Things has greatly expanded the application of sensor networks range, showing that the 

technology is in more rich application prospects. 

The development of sensor networks has greatly facilitated the acquisition of environmental 

awareness and information [45-48]. At present, the most research achievements of sensor networks 

in the world are from the United States, Canada, Britain, Germany and Japan. Sensor network 

research started in the 1980s, in recent years, with the rapid development of microelectronics 

technology, computing technology, nanotechnology and wireless communications technology, it 

becomes possible to create cheap, micro, low power, multi-function sensor nodes. 

In the area of sensor network application research, Nanyang R & D University of Singapore 

developed a large-scale real-time weather monitoring system based on wireless sensor networks in 

2007 [49], which aims to enhance the environment protection awareness by automatically detect 

regional weather changes and predict climate change, global warming and other environmental 

issues. In this project, hundreds of mini weather stations are deployed in more than 100 universities 

or high schools in Singapore, each weather station contains several detection nodes that can 

measure weather parameters such as temperature, rainfall, humidity, wind speed and wind direction. 

The information with 5-15min sampling cycle was transferred to the data centre. In 2008, Harvard 

University and BBN deployed a large-scale wireless sensor network system in Cambridge, 

Massachusetts based on the City Sense project [50], mainly for monitoring a wide range of weather 

and air pollution. City Sense system consisting of more than 100 sensor nodes can monitor the air 

temperature, atmospheric pressure, relative humidity, wind direction, wind speed, rainfall, CO2 

concentration, sound level and other environmental information, one data sample per hour. The data 
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was sent to the base station by multi-hop routing technology. In the same year, the University of 

Virginia completed a wireless sensor network project called MetroNet [51], which developed a 

pedestrian monitoring system to make use of pedestrian data collected in various stores across the 

city to make certain predictions. The system will deploy sensors in the store's doors and windows, 

counting the number of pedestrians in a period of time, in order to get the information of the store's 

advertising effect, the weather conditions, the most visited store and so on. In the field of intelligent 

transportation, as early as 1995, the US Department of Transportation proposed the National 

Intelligent Transportation System Project Planning which will be fully in operational by 2025. The 

program seeks to integrate advanced information technology, communication technology, sensor 

technology, control technology and computer technology into the integrated terrestrial traffic 

management, and establish a real-time, accurate and efficient of the integrated transport 

management system. The system uses large-scale wireless sensor network and GPS positioning 

system and other resources, not only maintaining all vehicles in the efficient, low-power state, 

automatically keeping distance, but also recommending the best driving route, and warning the 

potential faults [52]. 

In China, the research of sensor network system started late, but the related technology, standards, 

application developed rapidly [53-60]. Many universities and research institutions, such as Tsinghua 

University, Southeast University, Harbin Institute of Technology, Wuhan University, Zhejiang 

University, Chang'an University, and the Chinese Academy of Sciences have carried out the sensor 

network research, and more and more institutions and research institutions are joining to this field of 

research. In the field of intelligent transportation, Shenyang Institute of Automation of Chinese 

Academy of Sciences proposed an expressway traffic monitoring system based on wireless sensor 

network. This system adopted image sensor, which can effectively monitor high-speed road sections 

under low visibility and ice. Liu Xinxin of Wuhan University proposed a traffic light control system 

based on wireless sensor network, the sensor nodes on the road surface carrying the ultrasonic 

transceiver module which were used to detect the traffic flow in each direction lane. Based on the 

technical advantages of wireless sensor network, this thesis studies the method of automatic 

detection of highway traffic accident using wireless sensor network technology, aiming at the 

physical characteristics of traffic events which are common in highway traffic. Jia Tong from 

Southeast University proposed a wireless sensor network-based real-time monitoring system for 

roadside slope, the wireless sensor network using GPRS to achieve the remote monitoring of 

highway slopes which has obvious advantages of real-time, intelligence and low cost, can widely 

been applied to real-time monitoring of dam and reservoir facilities.  Hui Meng, et al used the wireless 

sensor network and amorphous localization algorithm, combined with a wireless camera and related 

mobile platform to monitoring and positioning the fire of subway station or tunnel, which has great 

significance for the timely detection of subway fire and timely rescue. 
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1.4.  Contributions and Organization of the Thesis 

1.4.1. Contributions 

A) High-accuracy traffic information multi-parameter sensing based on single geomagnetic 

sensor. In order to fast and accurately acquire traffic information, a novel multi-parameter 

sensing method of traffic information is proposed by using a multi-function geomagnetic 

sensor (MFGS), which is shown in Chapter 3. Compared with manual investigation, floating 

car technology, and several isolated traffic information acquisition methods, the developed 

multi-parameter sensing method based on MFGS is able to acquire information without any 

limitation by time. Furthermore, it has advantages of low cost, transmitting information 

wirelessly and ease of implementation. These enable the developed MFGS to be deployed 

in large-scale, which meet the needs of the road network in full-time and space and large-

scale traffic information acquisition.  

B) Various vehicle detection algorithms such as double window vehicle detection algorithm 

(DWVDA), Go-stop vehicle detection algorithm (GSVDA) and ADWVDA (Adaptive DWVDA) 

are compared for the first time for different application needs, which is shown in Chapter 3. 

By comparing these algorithms, the most appropriate algorithm for single-point vehicle speed 

acquisition method based on single-module and dual-module MFGS can be found. The 

various algorithms and methods compared in this chapter have been verified in actual road 

scenarios, which proves the practicability and effectiveness of each algorithm and method. 

C) A new type of TIASN network and its optimization method is presented in the thesis. The 

architecture and function of TIASN are analyzed in terms of information standardization and 

subnet topology optimization of TIASN, which is given in Chapter 4 

D) In order to improve the efficiency of Inertial Measurement Unit (IMU) based traffic monitoring, 

the calibration and its associated experimental design schemes were investigated for the 

two-key tri-axial sensors in an Inertial Measurement Unit (IMU), tri-axial magnetometers and 

tri-axial accelerometers. Furthermore, we introduce new methods to assess the quality of 

each individual experiment in terms of desired experimental characteristics, such as 

orthogonality, D-optimality, and G-optimality.  

E) We also proposed a new method to simultaneously identify both the TA and TM 9-parameter 

models with certain optimality in Chapter 6. The effectiveness of the proposed experimental 

schemes have been demonstrated for the auto calibration of a recently developed μ-IMU 

which includes a 9-axis motion tracking chips. 
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F) Lastly we studied the short-term prediction methods of sectional passenger flow and selects 

BP neural network combined with the characteristics of sectional passenger flow itself. With 

a case study, we designed three different schemes. We used MATLAB to realize the 

prediction of the sectional passenger flow of the Beijing subway Line 2 and made 

comparative analysis. The empirical research shows that combining data characteristics of 

sectional passenger flow with the BP neural network have good prediction accuracy. 

1.4.2. Organization of Thesis 

The organizational structure of this thesis is as follows:  

The first chapter is the introduction, showing the research background and significance of the main 

work. 

The second chapter describes the background information about traffic information acquisition 

sensor network and geomagnetic sensor. More particularly, it studies the multi-parameter 

comprehensive acquisition of the traffic information based on single geomagnetic sensor, focusing 

on the accurate and real-time acquisition of traffic flow and vehicle speed based on the single-

geomagnetic sensor.  

In chapter three, a vehicle classification method based on single geomagnetic sensor is studied, and 

the time-frequency characteristics and multiple algorithms analyzed.  

The fourth chapter is the mesoscopic research, involving the sensor network of traffic information 

acquisition. The methods of network node semantic coding, physical topology optimization and 

communication topology are researched, and the methods are validated by scenario and data 

examples.  

In the fifth chapter, we investigates the calibration and its associated experimental design schemes 

for the two-key tri-axial sensors TAs and TMs in an IMU. For the commonly used 9-parameter models, 

we adopted a 12-observation rotatable G-optimal experimental scheme.  Based on our previously 

proposed linearization approach, we linearized both the 9-parameter tri-axial accelerometers and 

magnetometers and the parameters of both two sensors can be simultaneously identified with 

acceptable accuracy. We also proposed two other experimental schemes and investigated their 

efficiency based on the analysis of their information matrices. 

In the sixth chapter, the calibration and its associated experimental design scheme for the tri-axial 

magnetometers were discussed. The Icosahedron scheme is proved to be rotatable. And for this 12-

observation experiment scheme, a simple linearization approach is applied for the parameter 

estimation. This algorithm can be easily implemented in a micro-controller with low computational 
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capacity. We also proposed online recursive least square algorithms for both 6-parameter and 9-

parameter models when fast calibration is need. Experimental results showed the effectiveness of 

these calibration approached. It should be noted that the precision turntable is not required to ensure 

the desired calibration accuracy although these calibration methods utilize the projection of the local 

earth's magnetic field as a calibration input.   

In the seventh chapter, short term sectional passenger flow forecasting is studied based on the 

historical data of Beijing Subway Line 2. BP neural network is used to predict sectional passenger 

flow.  Three schemes are found feasible when the features of sectional passenger flow are combined 

to predict. Moving over more advanced video surveillance and face recognition system will be used 

together to verify the result of prediction and make the forecasting model more practical and accurate.  

In the last chapter, the main conclusions of this thesis are analysed and summarized. Based on the 

experience of the research, the next research plan is given.  

 

 



 

24 
 

2. Traffic Information Acquisition Sensor Network and Geomagnetic 
Sensor 

2.1. Traffic Information Acquisition Sensor Node 

"Traffic information" has a rich connotation and extension. Traffic information includes traffic facilities 

information, traffic flow information, parking lot information, traffic incident information, traffic 

environment information, and sometimes even traffic road network information (such as road grades, 

fees, interchange connections, traffic management information, etc.) and so on. The traffic 

information in this thesis mainly refers to dynamic traffic information, which is narrow and basic traffic 

information, that is, traffic flow parameter information (such as flow, speed, occupancy, headway, 

vehicle stop) and traffic flow Models, etc.. 

Access to traffic information is now largely dependent on various types of traffic sensors. Traffic 

sensors are the "sensory organs" of traffic information, which are mainly fixed traffic detection 

technology [61-68] and floating vehicle technology [69-76]. Floating vehicle method is currently the 

most common travel time acquisition technology. Investigators drive a specific vehicle (such as a 

taxi with GPS positioning) on a pre-selected route, measuring the time taken and the distance 

travelled. In order to save manpower and improve the efficiency of data processing, floating car 

investigators can be through special instruments and equipment, such as EDMI or GPS receiver to 

assist in the recording, processing data [77-78]. The cost of this method is high, and it is not 

convenient for large-scale, network and long-time observation. This thesis focuses on fixed traffic 

detection technology. 

With the continuous development of microelectronic technology, sensing technology, computer 

technology, communication technology and advanced manufacturing technology, as well as the 

continuous innovation of ITS technology, the market opportunity and the increasing demand of 

application, promote the industry and academia to develop new Detection technology [79-82], so 

more and more types of traffic sensors used in traffic information acquisition. Existing traffic sensor 

technology is divided into three categories: intrusion detection technology, non-invasive detection 

technology, road detection technology [83-84]. Intrusive detectors are installed beneath pavements 

of roads or bridges, by drilling (for example, some magnetic detectors) on a road surface (e.g. 

induction coil detectors) or by excavating pipes under the road surface (e.g. some models Magnetic 

detector, road tube detector, piezoelectric detector and weighing detector, etc.), or on the road 

directly fixed (such as the road tube detector) and other ways to install. Non-intrusive detectors do 

not need to be placed directly above the road surface or buried below the road surface, this detector 

is usually installed in the driveway or lane next to the main passive infrared detector, active infrared 

detector, microwave Radar detectors, ultrasonic detectors, acoustic detectors and video detectors, 
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etc. [77]. Off-road detection technology is mainly a non-fixed detection method, such as floating car 

technology, cellular communications, and remote sensing images. 

For the fixed traffic detection technology, performed the performance evaluation for different types 

of traffic sensors, such as data type, detection accuracy, installation and maintenance cost. Table 2-

1 shows the performance of different traffic sensors. Type of traffic flow parameters. 

For large scale deployment of applications, the sensor cost and installation costs are still high. Many 

scholars are committed to define the characteristics of different sensors [85-86] in order to select the 

appropriate cheap traffic sensors to reduce ITS costs; other sensors to detect various types of traffic 

information. The researchers have developed the corresponding vehicle detection algorithm to 

reduce the complexity of the algorithm to improve the speed of operation [87-90]. The different types 

of traffic sensors have different application costs and detection errors. Table 2-1and Table 2-2 give 

the life cycle cost estimates for different types of traffic sensors when they are applied to two-way 

six-lane freeway traffic flow information detection. The test error rate of different traffic sensors is for 

different traffic flow parameters [83-84]. 

Table 2-1 and Table 2-2 to be continued in following pages. 

Note: √, can provide the data type; ×, cannot provide the data type. 
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Table 2-1 Data types of detector devices 

Sensor type Device name Traffic 
flow 

Traffic 
velocity 

Vehicle 
Length Occupancy Existence 

 
Induction coil Inductive 

loop √ √ √ √ √ 
 

Geomagnetic 
sensor 

3M micro 
loop √ √ √ √ √ 

 
SPVD √ √ × × √  

Pneumatic 
road tube 
detector 

Pneumatic 
Road Tube × × × × × 

 

Passive 
infrared 
sensor 

ASIM IR 224 √ √ √ × √ 
 

ASIM IR 254 √ × × √ √ 
 

Eltec model 
842 √ √ √ × √ 

 
Siemens 

PIR-1 √ × × √ √ 
 

Positive 
infrared 
sensor 

Autosense II √ × × × × 
 

Doppler 
radar sensor 

TC 26-B √ √ √ × ×  
TDN-30 √ √ × × ×  
Loren √ √ × √ √  

Microwave 
radar sensor 

Accuwave 
150LX √ √ √ × √ 

 
RTMS √ × × √ √  

Ultrasonic 
sensor 

TC-30 √ √ √ × √  
Lane King √ × × × √ 

 

Passive 
acoustic 
sensor 

SmarTek 
SAS-I √ × × √ √ 

 
SmartSonic 

TSS-I √ √ √ × × 
 

Video sensor 

Autoscope √ √ √ √ √ 
 

Video Trak √ √ √ √ √ 
 

Traficon √ √ √ √ √  
Vantage √ √ √ √ √  

Traffic Vision √ √ √ √ √ 
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Table 2-2 Estimated life-cycle costs for a typical freeway application (for 6 lanes) 

Device 
name 

Unit Installation Maintenance 
cost/a 

Lifecycle 

(Year) Number Cost Mounting Cost 

Inductive 

loop 
12 $9,000 Inbuilt Included $700 5/15 

3M 

Microloop 
6 $13,125 Inbuilt Included $200 15 

Autosense 

II 
6 $36,000 O $3,200 $600 7 

ASIM IR 

254 
6 $4,200 O/S 

$3,200/$1,20

0 
$600 7 

Seimens 

PIR-1 
6 $6,600 O $3,200 $600 7 

RTMS 1 $6,600 O/S $2,400/$400 $200 7 

TC 26B 1 $1,470 O/S $2.400/$400 $200 7 

SmarTek 

SAS-1 
1 $7,000 S $800 $400 7 

Autoscope 

solo 
1 $9,800 O/S 

$3,000/$1,00

0 
$400 10 

VideoTrak 

900 
1 $17,400 O/S 

$3,000/$1,00

0 
$400 10 

Traficon 1 $8,000 O/S 
$3,000/$1,00

0 
$400 10 

 

Compared with various traffic sensors, the geomagnetic sensor has its unique advantages, such as 

climate adaptability, low cost, convenience process, small size, fast installation and wireless 

transmission [83-84] [91-92]. In addition, there are many traffic information fusion algorithms based 



 

28 
 

on geomagnetic sensors, which can synthesize many important parameters of traffic information, 

such as speed, flow, time occupancy, stop discrimination, vehicle classification, etc. Because of 

these advantages, the geomagnetic sensor is easy to compose a cheap sensor network which can 

provide a possibility for large-scale deployment in the entire city adapting to the demand of full-time, 

network and large-scale traffic information acquisition. 

In terms of traffic velocity acquisition, many scholars have studied the speed acquisition methods 

based on geomagnetic sensors [93-95]. These methods often require multiple sensors (two or more) 

to be used in conjunction with two adjacent sensors at a certain interval d , the detection system 

writes down the time difference t  of the vehicle through the two sensors, and computes the vehicle 

speed by /v d t= . In some special sections, such as bridges, tunnels, curve sections, ramp 

entrances, etc., there is no suitable places for a number of sensors spaced at intervals, resulting in 

reduced applicability of this method. In addition, as for the single-lane flow detection, one sensor is 

enough, this method in the detection of traffic flow speed will increase the system construction costs. 

Traffic information is becoming more and more important for ITS [96-97]. Along with the continuous 

popularization of ITS technology, the information such as the proportion and distribution of vehicles 

on the road is important for traffic planning, management and toll. Also, vehicles at a variety of 

regional road need to be real-time classified, such as the intersections with speed and load 

restrictions, highway toll stations, large parking lot. In addition, the traffic information provides the 

basic data and reference [91-92] for the application of the traffic flow forecast, the traffic regulation 

efficiency evaluation, the toll collection system, the vehicle weight limitation, the environmental 

impact assessment, the vehicle priority control, the roadbed life estimation and the road section 

overhaul. In recent years, many scholars have tried vehicle detection, classification algorithms by 

means of video [98-99], audio [100-104], coil [103-104] and geomagnetism [91-94] [105-106]. Yang 

Zhaosheng developed an offline classification system using the length, axle number, axle weight 

and other parameters as an input to solve the automatic classification problem in highway toll system 

[82]. Chen Qiang made traffic classification according to the two types of vehicle samples using the 

sound sensor to collect noise signals outside the vehicle [102]. Jeng studied the vehicle classification 

by the data fusion of the vehicle output of the coil, the number of axles, the KNN algorithm. Coifman 

and Kimb studied the car-length-based vehicle classification method using a single coil detector [77-

78]. In recent years, the research of vehicle classification based on geomagnetism sensor has 

aroused the attention of scholars. Cheung and Varaiya used the actual data collected by the 

geomagnetic sensors to make classification according to the 13 classes of vehicles proposed by 

FHWA [91-92]. They used KNN, SVM and other classifiers to study the vehicle classification method 

for different data sets. Due to data acquisition constraints, the main study focused on 6 types of 

vehicles (1 type of car and 5 types of trucks) classification with the average accuracy rate around 
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80%. Kaewkamnerd, established a vehicle classification system based on the characteristics of 

vehicle induction length, average energy and peak number, and classified the vehicle into four 

categories: motorcycles, cars, pickups and vans [93-94].The system automatically performs vehicle 

detection, feature extraction and vehicle classification with the average accuracy rate of 79.66%. 

Vehicle classification based on sensors such as geomagnetism or coils [91-94] [82] usually rely on 

the length of the vehicle by two or more sensors obtaining the vehicle speed and deducing the length 

of the vehicle, which will increase the single-point vehicle classification cost. In addition, there is 

rarely research on the sample robustness of the model and the efficiency of algorithm 

implementation. 

2.2. Multi-Functional Geomagnetic Sensors 

The traffic sensor used in this thesis is a multi-functional geomagnetic sensor (hereinafter referred 

to as "sensor" or "MFGS"), which is shown in Figure. 2-1. 

 

Fig. 2-1 MFGS product 

The typical MFGS is 100mm in diameter and 64mm in height. The MFGS can real-time detect the 

magnetic field around the sensor, using magneto-resistive effect to turn the magnetic field signal into 

mV-level voltage signal, then amplified into a V-class voltage by the amplifier. The voltage is 

processed by the filter to eliminate interference and converted to digital signal through the A/D 

converter. The size of digital signal is corresponding to the magnetic field changes by vehicle 

disturbance.  

 
Earth′s magnetic flux lines 
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Fig. 2-2 The disturbance of Earth’s magnetic flux lines by a vehicle 

Figure 2-2 shows the magnetic field disturbance diagram by vehicle. When there is no vehicle in the 

sensor's surrounding environment, the output is a specific digital quantity (excluding the random 

noise) which is defined as the sensor reference value by . When the vehicle is passing through the 

sensor, the output is superimposed due to the influence of the ferromagnetic material on the 

magnetic field, the output is the waveform accumulated by the vehicle disturbance variation and the 

reference value by , defined as the original vehicle waveform. An MFGS detects traffic flow 

information in a single lane and can comprehensively detect a variety of parameters such as vehicle 

presence, vehicle stop, vehicle flow, vehicle speed, headway, time occupancy, and even vehicle 

types. In this thesis, single-module and dual-module geomagnetism sensors are chosen for vehicle 

detection in different application scenarios, and then study the traffic flow, vehicle speed, vehicle 

parking or presence, headway and vehicle traffic information such as comprehensive access 

methods.  

Single module sensor can sense three sensitive axes (magnetic field direction), respectively, X, Y, 

Z axis in three directions, and output the corresponding digital value; dual-module sensor can sense 

four sensitive axes X, Y, Z1, Z2, respectively. It can output the corresponding digital values and the 

other module designed to receive only the Z-axis direction of the output. The X axis points to the 

reverse direction of the vehicle direction and collects the direction information of the vehicle direction. 

The Y axis is perpendicular to the direction of the vehicle direction and the interference information 

of the bypass path is collected. The Z axis points to the reverse direction of the gravity direction and 

collects the vehicle information, finally records the waveform of the vehicle (magnetic disturbance 

profile). MFGS can set the sensitivity of the axis strength to adapt to different applications when the 

effective detection range differs. 

Multi-functional geomagnetic sensors can be used by wired or wireless communication (depending 

on different model) according to different application requirements. Wired communication is mainly 

used to acquire original sensing waveforms for product experiment and parameter calibration. 

Wireless communication is mainly for traffic flow information acquisition, based on different 

communication protocols (SimpliciTI, Zigbee, etc.) to form a wireless sensor network. 

Another feature of this sensor is the environment self-learning mechanism. When the sensor works, 

it will measure and record the road environment's inherent magnetic field. During the vehicle 

detection, the sensor removes the environment inherent magnetic field from the output, so the 

vehicle waveform data will not be affected by the road environment. For the output may be negative 

at this time, which is not easy to deal with, the sensor sets the initial reference value for each sensitive 
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axis output, that is, the aforementioned by . Traditional geomagnetism sensor is influenced by the 

latitude and longitude of the installation location and the ambient temperature. After introducing the 

environment self-learning mechanism, it can reduce or even eliminate the influence of the two factors 

on the vehicle waveform output. 

2.3. Traffic Information Acquisition Sensor Network 

The road traffic information acquisition sensor network has not established a series of technologies 

and standards, which need more research of standardization. Compared with the traditional sensor 

network, the road traffic information acquisition sensor network is particularity in the aspects of 

network node distribution, network node semantics, network node information and communication 

links, it needs to study the topology optimization method of sensor network based on these 

characteristics, and then construct a low cost and low power consumption sensor network. 

In this thesis, the definition of TIASN is given as follows. The set of sensors, repeaters, access nodes, 

gateways, servers, other nodes equipment and software system are arranged in the traffic network 

and traffic management department, connected by wireless or wired communication, in order to 

obtain the traffic system status. In the entire TIASN network, network devices are distributed at 

different levels. These devices carry different spatial granularities, time granularities and traffic 

information types. 
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Fig. 2-3 Structure of TIASN and its devices 

It can be seen that, in addition to the underlying detection nodes, TIASN also needs various network 

nodes with different functions to ensure that the traffic information acquired by the underlying 

detection nodes can be timely and accurately transmitted to local or remote storage and processing 

devices, supporting the upper application system. Although these network devices are not the focus 

of this work, they are an indispensable part of the sensor network.  

(1) End Device (ED) 

TIASN's low-level detection nodes, such as MFGS, other types of traffic flow sensors, road 

infrastructure sensors, meteorological sensors, etc., for the detection of ITS applications in various 

types of static and dynamic traffic information, which constitute the entire network traffic information 

data source, the ED of the test data to the network access node. 

(2) Repeater Point (RP) 
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In the process of wireless communication, in order to effectively extend the transmission distance 

from ED to AP, RP nodes need to be relayed to transmit the ED information to its destination access 

node through multi-hop. 

(3) Access Point (AP) 

The access node is a gateway of the TIASN network. It collects the information of each ED node to 

which it belongs. It can receive information directly from the ED node or receive information from the 

RP node. Usually an AP and a number of RP, ED constitute a small TIASN subnet, for the collection 

and processing of specific areas of traffic information, to complete the regional application system 

functions. 

(4) Fusion Point (FP) 

This is used to realize the aggregation and processing of a plurality of TIASN sub-network 

information, and directly receives information from each AP node. The features include several local 

information processing functions, and can realize the fusion of a plurality of TIASN sub-network 

coverage area information and complete several coverage area applications system functions. 

(5) Centre Point (CP) 

The central node, or the traffic information data centre, connects multiple FPs to realize the collection, 

processing distribution of traffic information in a large area. It is the traffic information data centre of 

several regions or the whole city. 

According to the size of the research area, there are two types of nodes in a TIASN subnet: ① EDs 

and an AP, ② EDs, RPs and an AP. FPs and CPs are involved only when multiple TIASN subnets 

are required and detection information is passed to the data centre. One of the APs and several 

MFGSs form a small TIASN subnet and transmit the test data to the CP through the FP. In different 

scenarios, the TIASN network configuration is different, depending on the distance to choose 

whether the RP is needed. 
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Fig. 2-4 A typical subnet of TIASN and its application scenario for road traffic flow information 

acquisition.  
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3. Synthetic Acquisition of Traffic Flow based on Multi-Functional 
Geomagnetic Sensor 

3.1. Traffic Flow Acquisition based on Multi-Functional Geomagnetic Sensor 

3.1.1. Vehicle detection Algorithm and Application 

Vehicle detection is the first step of MFGS to obtain traffic flow. A good vehicle detection algorithm 

can improve the accuracy of flow counting, reduce the computational complexity and prolong the 

service life of the sensor. An adaptive threshold vehicle detection algorithm based on geomagnetism 

sensor is proposed in the reference document [5], which mainly solves the output drift problem 

caused by temperature or other environmental factors of the geomagnetism sensor, that is, the 

reference value of the sensor's sensitive axis output needs to be adjusted to accommodate this slow 

fluctuation. The algorithm determines whether to update the reference value by discriminating Xd and

Zd , which are the difference between the current output and the historical output value of the X-axis 

and Z-axis. The forgetting factor is introduced to determine the weight between the new output 

value of a sensitive axis and the original reference value when updating the reference value. In 

addition to the other model parameters that should be determined in the algorithm, three parameters,

Xd , Zd and  , need to be determined from the field data, which increases the uncertainty of 

calculation and results. Because MFGS has environment self-learning mechanism, which eliminates 

the influence of temperature, latitude and longitude on the output reference value, this thesis 

presents a simpler double window vehicle detection algorithm (DWVDA). Because Z-axis can reflect 

the close and leave information, in order to further reduce the computational complexity of MFGS, 

only the two windows of Z-axis is initialized to reduce the difficulty of parameter calibration and 

prolong the service life of nodes. 

The DWVDA algorithm is described as follows: 

(1) The initial of reference value by and two window sizes, including the vehicle proximity 

determination window 1w  and the vehicle departure determination window 2w ; 

(2) Starting the vehicle proximity judgment window 1w ; 

(3) Input the waveform data of each sampling point sequentially, if the sampling data is beyond 1w , 

turn to (4), record the vehicle adjacent point as 1p , otherwise turn to (2); 
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(4) Starting the vehicle to leave the discrimination window 2w ; 

(5) Input the waveform data of each sampling point sequentially. If the sampling data is within 2w , 

record the vehicle departure point as 2p and the traffic volume plus 1, and record the waveform 

between the sampling points 1p and 2p as the vehicle waveform, and then turn to (2) continue to 

detect the next car, otherwise turn to (4). 

DWVDA algorithm can get a complete single vehicle waveform and write down the vehicle adjacent 

to the vehicle and leave the sampling points for the calculation of traffic flow, speed, length, headway, 

vehicle types and other traffic flow information to provide basic vehicle waveform data, in the 

following chapters, the research of traffic information acquisition is based on the algorithm. 

This algorithm can also detect the situation of vehicle stop movement, that is, the vehicle stops near 

the MFGS for a period of time to leave. In the algorithm DWVDA, the introduction of variable window

3w , you can get the time to stop the vehicle 1s  and end 2s . In this thesis, the Go-Stop Vehicle 

Detection Algorithm (GSVDA) is given as follows: 

(1) Set the initial width and height of window 3w to StopWinWidth  and StopWinHeigh respectively; 

(2) Obtaining 1p and 2p using the DWVDA algorithm, then input the waveform between 1p and 2p into 

window 3w ; 

(3) If there exists continuous waveform points in 3w , note the beginning of 3w for 1s , enter (4), 

otherwise enter (6); 

(4) Increases StopWinWidth ; 

(5) If several consecutive points are not in 3w , note the end point of 3w for 2s , enter (6), otherwise 

enter (4); 

(6) End. 

Using GSVDA algorithm, not only can determine the vehicle stop time, you can also modify the 

vehicle waveform. For example, in the geomagnetic sensor-based vehicle classification, vehicle 

parking situation recognition rate by using the traditional method is low or even cannot identify. 

Because the input parameters of the vehicle classification algorithm are mainly for the characteristics 

of normal vehicle waveform extraction, the vehicle stop waveform not only changes the time-domain 
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characteristics of the vehicle waveform, but also the uncertainty of the time factor. GSVDA algorithm 

can cut off the waveform data between 1s and 2s  re-splicing new vehicle waveforms between 1p and

2p which can effectively improve vehicle classification accuracy. 

In addition, when the vehicle stops at the top of the MFGS, the sensitive axis output is a constant 

value which is far different from the reference value by , then by modifying the DWVDA algorithm, a 

simpler Stationary Vehicle Detection Algorithm (SVDA) can be obtained. 

The SVDA algorithm for real-time vehicle discrimination is described as follows: 

(1) Initialize reference value by , stop reference value difference yd and suspension determination 

window 4w ; 

(2) Input the waveform data of each sampling point in turn; 

(3) If the distance between sampling point data in the width of 4w and yd is greater than by , turn to (4), 

otherwise turn to (6); 

(4) If the sampling point data in (3) are all within 4w , turn to (5); 

(5) The output detection state is "Vehicle Exists", turn to (2); 

(6) The output detection status is "No Vehicle", turn to (2). 

Using the SVDA algorithm, a single function parking sensor can be developed for vehicle detection 

and management in car park. As a result of single function, simple algorithm, and the non-directional 

laying, these parking geomagnetic sensors with low cost, longer life, easy to lay features are 

convenient for all types of large underground park, street parking spaces, large-scale parking spaces, 

improving the intelligent management level of car park. 

The intelligent parking management and guidance system can be realized by using the SVDA 

algorithm and the sensor network node described in section 3.1. The system can acquire the parking 

status and the time point when the vehicle enters and leaves the parking space by installing the 

parking sensor and real-time analysis. At the macroscopic level, real-time parking status is the 

dynamic attracting points of traffic flow, which explains the source of traffic flow and the end of traffic 

flow in order to carry out targeted police deployment for the effective induction and management. On 

the microscopic level, real-time parking status information shows the real-time usage of each parking 

space, which is convenient for real-time statistics of the utilization ratio of large-scale parking lots 
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and on-street parking spaces for convenient parking management, planning and billing. It can 

provide data support for parking monitoring, parking information release, urban parking guidance 

and off-site parking forensics applications. According to the collected parking space usages and 

traffic flow information, an accurate parking guidance function can be realized by means of guidance 

screen, broadcasting, network, mobile equipment, etc., which can reduce manpower cost, searching 

time and pollution, and provide decision-making basis for city planning and road planning. 

The specific functions of intelligent parking management and guidance system are as follows: 

(1) Parking status real-time detection 

A parking sensor is located in the centre of each parking lot for real-time detection of parking 

occupancy. When the parking space geomagnetism sensor detects that some street parking space

j is occupied by the vehicle i , the parking status is set to "Occupied" and triggers the parking sensor 

timer to obtain the time ,i int which the vehicle i starts to park at the parking space; When leaving, the 

parking status is set to "Vacant" and the time ,i outt . 

In this way, the TIASN composed of parking sensor, RP, AP and so on, can transfer the real time 

occupancy and vacant time of the parking spaces to the MFA or the detachment centre to realize 

real-time detection of the whole network or regional parking resources. 

(2) The space-time statistics of the parking status 

By analysing the occupied and vacant time series  1, 1, , , , ,, , , , , , ,j in out i in i out n in n outT t t t t t t= L L , the spatial 

and temporal distribution status ,j occupiedT of parking space j is obtained. , , ,j occupied i out i inT t t= − ,

, 1, ,j vacant i in i outT t t+= − . If 1 stand for the parking space is occupied, 0 stand for the parking space is 

vacant, the spatial and temporal distribution status of the parking space can be described by 0-1 

sequence,  1, 2( ), ( ), , ( ), , ( )t j mS s t s t s t s t= L L , where ( ) 0 1js t or= . If the time discretization is 

performed, the space-time distribution of the parking spaces can be represented by the two-

dimensional 01 matrix ST , ( ) ( ) ( ) ( )1 2, , , , ,i i j i m iST s t s t s t s t =  L L . 

 (3) Statistical analysis of bureau level and detachment level of parking spaces 

According to the real-time parking spaces information obtained by the intelligent parking 

management and guidance system, the bureau/detachment level server, the different sizes of 

regional parking space information is prepared to analyse the spatial and temporal distribution of 
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parking spaces in time and space, and statistically analyse parking space related data of different 

spatial granularity. Bureau level is mainly about the status of parking spaces, such as the proportion 

of time, space balance and other information, providing reference for the new parking plan, different 

regions of the different regions of the development of charges, car OD estimation, etc.  Detachment 

level is mainly about the specific situation of the parking space distribution in the jurisdiction, 

including the demand for sub-area parking space, the status of the real-time parking status and the 

parking status information such as parking spaces for the management of parking, traffic control and 

other traffic management. 

(4) Parking supervision, publish, planning and parking guidance 

Using the system, according to the parking status information, the traffic control station can judge 

whether the parking spaces are occupied reasonably and then supervise the parking spaces. The 

parking spaces can be distributed in real time according to the status of the parking spaces and the 

status data. According to the status of the sub-regional parking spaces and the proportion of the 

relevant sections of the traffic flow characteristics, rational plan the parking spaces (especially on-

street parking spaces), location and quantity. At important junctions, parking status, number of 

occupants and location of the parking spaces are displayed on the display screen, and parking 

guidance is provided for the traveller to reduce the waiting time searching for parking space and 

reduce the interference of the parking vehicles to the traffic flow of the adjacent road sections. 

3.1.2. Secondary Environment Adaptive Vehicle Detection Algorithm 

In high congestion scenarios, such as traffic jams, ramp, highway toll stations, and congestion-prone 

sections, these vehicles travel slowly, with a small front-to-rear distance, even below 100 cm, 

resulting in low MFGS vehicle detection rate. In project applications, it is already a common problem 

that almost all unidirectional interactive traffic sensors (different from the detection method using on-

board RFID) exist for the high accuracy vehicle detection in the high congestion level. The reference 

[43] studied the factors of traffic sensors detection performance such as environment and traffic 

condition, combined with his research results and my study. 

Although MFGS has environment self-learning mechanism, in the case of high congestion, the 

reference value by of DWVDA algorithm cannot return to the original level in time due to the distance 

between the front and rear vehicles too close to the neighbouring vehicles, leading to the failure 

when the geomagnetic environment return to baseline level without vehicle impact. On this basis, 

this thesis designs adaptive detection algorithm (ADWVDA), similar to the adaptive threshold vehicle 

detection algorithm of reference [5] , ADWVDA algorithm based on DWVDA adding update 

mechanism of reference value by  (The first time for the MFGS itself to achieve the geographical 
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environment adaptive, the second time for the traffic flow environment adaptive). Field tests show 

that the algorithm can achieve high vehicle detection accuracy in high congestion scenarios. 

ADWVDA algorithm update mechanism is as follows: 

( ) ( )51b b bnewy oldy buffery w = − +                                                  (3.1) 

bnewy is the new reference value, boldy is the newly used reference value, 5w is the second 

adaptive window; bbuffery is the mathematical expectation when the sampling points of the 

neighbouring vehicles are in the window 5w , otherwise the bbuffery value is null;  is forgetting factor. 

ADWVDA update conditions: 

1 2b b b b bbuffery oldy dr and buffery y dr and buffery null−  −                     (3.2) 

In the formula, 1dr and 2dr are the short-term drift and long-term drift of the traffic flow. ADWVDA 

algorithm needs to calibrate 1dr , 2dr ,  , 5w and other parameters. 

3.1.3. Experiments and Analysis 

In this thesis, the parameters of each vehicle detection algorithm proposed are calibrated by using 

MFGS to collect urban road traffic data and video. 

 (1) The experimental scenarioⅠ 

The experiment is based on the MFGS at the traffic lights of the Beijing Jiaotong University, which 

is used to verify the algorithm of DWVDA and realize the general road traffic information detection.  

MFGS was used to collect the data of the traffic data at different time points in the experiment scene, 

and the continuous geomagnetic waveform data set with different traffic flow was obtained. The data 

sets were named after the MFGS time (year, month, day and hour).  

The DWVDA algorithm achieves a high accuracy rate of more than 99% in the test scenario-traffic 

volume detection, and the overall statistical error is lower, only 0.25%. The sample set of this 

experiment contains many factors such as different climate and temperature difference (summer and 

winter), peak-peak traffic flow (midday peak and late peak), signal change (traffic flow in green light 

and car-following in red light). The test results do not reflect the differences under these factors, 
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indicating that the MFGS and DWVDA algorithms used in this thesis have good robustness to these 

factors in traffic information acquisition. 

(2) The experimental scenario II 

This experiment is used to verify the detection results of ADWVDA algorithm in the high congestion 

scenario. The experimental scene in Xi'an, a main road layout MFGS. 

In the second experiment, MFGS collects the 24-hour vehicle waveform data from 24:00 on 

November 24th, 2016 and uses the ADWVDA algorithm proposed in this thesis to validate the 

method. the 24th and 25th at a number of time points of the traffic flow state, we can see that from 

8:00 on the 24th, the traffic flow began to increase, then the traffic congestion degree increases, the 

phenomenon of vehicle stop-and-go gets serious, and the vehicle is closely followed, in this case 

DWVDA algorithm's detection error increased. 

Because of the large amount of data, this thesis uses hourly traffic volume as the unit of statistics, 

using uninterrupted video data (18: 00-19: 00 and 02: 00-03: 00 hours is incomplete, not statistics) 

to calculate the hourly traffic of the lane. In order to compare the applicability of different algorithms, 

this thesis uses the collected 24-hour continuous waveform data for scene reproduction, respectively, 

using DWVDA and ADWVDA algorithm for vehicle detection.  Under the high congestion scenario, 

the DWAVA algorithm has an average absolute error of 7.07% in 24 hours. After introducing the 

secondary environment adaptive mechanism, the ADWVDA algorithm reduces the error to 2.54%, 

and the traffic flow detection at all times the accuracy rate is greater than 90%. Figure 3-1 and Figure 

3-2 show the hourly traffic statistics and statistical error distribution for DWVDA and ADWVDA, 

respectively. As can be seen from Figure 3-2, the detection error of ADWVDA algorithm is smaller, 

especially in the high congestion period. It can effectively reduce the vehicle detection error. 

However, there are still some errors in some periods, such as 6: 00-8: 00 and 22: 00-00: 00 in the 

non-high congestion periods. By analysing the video data and waveform data, there are some 

reasons: ① long-time manually statistics error; ② video acquisition equipment replacement 

corresponds to a slight error; ③ the probability of vehicle lane change makes the man-made 

statistics ambiguous. The above reasons are mostly due to the following statistical errors. In this 

study, only the single-lane statistics are used, in practice, the traffic flow is mostly cross-section. If 

the lanes are parallel to the MFGS, the traffic flow statistics of the cross-section will be negligible. 
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Fig. 3-1 DWVDA and ADWVDA based hour traffic counting of experiment scenario 2 

 

Fig. 3-2 DWVDA and ADWVDA based percentage error of experiment scenario 2 
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Using the vehicle detection algorithm in this thesis, the MFGS not only gives the number of traffic 

flow in a given time period, but also gives the time point when the vehicle arrives and departs from 

the MFGS, which makes it possible to estimate the traffic flow.  

3.2. Vehicle Speed Acquisition Method based on Multi-Functional Geomagnetic Sensor 

It is very important to obtain the speed of each vehicle for estimating the traffic flow velocity of all-

time network. Floating vehicle technology estimates the average travel speed of the road section of 

the average speed from single vehicle, using the vehicle camera identification system which is similar 

to the road traffic flow sampling, to estimate the average speed of the corresponding sections. These 

techniques provide a reference to the overall situation estimation of the traffic flow, but the method 

cannot pay attention to the details of the vehicle operation because of the lag of the traffic flow state 

estimation and the untypical sampling value. MFGS is able to reflect the detailed characteristics of 

traffic flow at the same time, such as headway, vehicle time slot and vehicle speed as described 

above. In reference [5], a statistical method for estimating the velocity of a traffic flow using a single 

geomagnetic sensor is presented. In this section, a vehicle speed estimation method based on one 

single module and a dual module MFGS is studied [107]. This method not only obtains the average 

speed, median speed, but also can obtain the time and space distribution of the vehicle speed of the 

road network and provide more detailed basic data for real-time traffic guidance, traffic signal control, 

traffic accident and congestion detection and other applications. 

3.2.1. Vehicle Speed Dual-Module Sensor Acquisition Method 

The distance between the two modules cL leads to two waveforms offset, which just depends on the 

speed of vehicles at this time. Assuming that sd is the offset of the Z1 axis and Z2 axis waveform, 

the vehicle speed doublev based on the two-module MFGS is estimated as follows: 

( )3.6 km/hc s
double

s

L fv
d

 
=                                                           (3.3) 

Compared with the traditional method of estimating the vehicle speed with two detectors at a certain 

distance, the cost of the method is reduced by 50%, and the influence of the two detectors on the 

estimation result is also eliminated. However, the distance cL is smaller (the limitation on the 

individual sensor volume in engineering), so sd is smaller. In the case where sf is constant, from 

function (3.3), the time vehicle passing through the distance cL is s sd f . It can be seen that the 

smaller the sd , the greater the error of the velocity estimation. In order to reduce the error caused by 
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the small sd , this thesis introduces interpolation method to improve the speed estimation accuracy. 

Let interpk be the interpolation multiple, then the vehicle's estimated time resolution is increased from

1 sf to ( )1 s interpf k  which can improve the vehicle speed estimation accuracy. At this time, the 

vehicle speed doublev is: 

( ) ( )
3.6

km/hc s interp
double

s interp

L f k
v

d k
  

=                                             (3.4) 

Where ( )s interpd k is the offset of Z1-axis and Z2-axis after interpk multiples? 

3.2.2. Experiments and Analysis 

The experimental scenario I (the sensor in this scenario is a dual-module MFGS and the single-

module MFGS vehicle estimation method using only the Z1-axis output data). The vehicle speed 

estimation method proposed in this thesis is validated by the data set 201605211118. Using live 

video and the data set, the traffic flow status at 11:00 AM on May 21, 2016 was reproduced. There 

were 45 vehicles, which were stopped 3 times due to pedestrian traffic lights.  

Table 3-1 gives the vehicle speed estimation results and errors for each method. The average 

absolute error of singlev and doublev are 4.12 km/s and5.90 km/s respectively, and the average absolute 

error is 0.33 km/s  (1.54%) and 0.91 km/s  (4.32%) respectively. In addition, combined with SVDA 

algorithm, 3 cases pedestrian traffic lights were all well detected, respectively, the 4,15 and 29 

vehicles. 
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Table 3-1 Results and errors of vehicle speed estimation based on single chip and double chips MFGS 

Number 𝝂𝒂𝒗𝒆𝒓𝒂𝒈𝒆 𝝂𝒔𝒊𝒏𝒈𝒍𝒆 𝝂𝒅𝒐𝒖𝒃𝒍𝒆 𝝂𝒔𝒊𝒏𝒈𝒍𝒆-MAE 𝝂𝒅𝒐𝒖𝒃𝒍𝒆-MAE 

1 33 31 20 1.6 12.6 

2 47 34 33 12.9 13.6 

3 19 13 22 6.2 3.0 

4 0 0 0 0.0 0.0 

5 8 8 11 0.1 3.2 

6 13 30 29 16.8 15.4 

7 14 12 14 1.9 0.4 

8 34 33 25 1.1 9.1 

9 31 29 22 2.2 9.1 

10 25 30 18 5.0 6.8 

11 30 44 40 14.0 9.9 

12 27 37 17 10.2 10.1 

13 11 10 18 0.3 7.3 

14 29 21 25 7.8 3.9 

15 0 0 0 0.0 0.0 

16 12 14 8 2.3 4.0 

17 19 17 22 1.7 3.4 

18 17 13 18 3.7 1.5 

19 27 40 22 13.2 4.6 

20 30 25 22 5.0 7.8 

21 34 27 25 7.1 9.1 

22 19 16 20 2.7 1.2 

23 26 26 29 0.1 2.7 

24 22 16 25 6.1 2.9 

25 21 17 20 3.8 0.9 

26 31 32 22 0.8 9.1 

27 31 33 25 1.8 6.3 

28 14 10 22 3.9 8.3 

29 0 0 0 0.0 0.0 

30 13 19 17 5.6 3.2 

31 14 18 15 3.9 1.2 

32 16 16 29 0.4 12.9 

33 20 15 17 4.7 3.1 

34 27 21 25 5.8 1.8 

35 24 19 33 4.8 9.1 

36 33 28 29 4.6 4.1 

37 33 34 25 1.4 7.6 

38 23 16 20 6.7 2.8 

39 11 10 11 0.9 0.2 

40 17 19 22 1.6 4.7 

41 23 21 22 1.7 0.5 

42 28 27 20 0.8 7.8 
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43 47 42 29 4.9 18.3 

44 19 12 29 3.2 19.7 

45 5 3 7 1.5 2.1 

average 21.40 21.07 20.49 4.12 5.90 

 

3.3. Summary 

In this chapter, based on the actual engineering and application requirements of ITS, a multi-

parameter acquisition method of traffic flow information based on single geomagnetism sensor is 

studied by using the self-developed MFGS. Compared with manual survey, floating vehicle 

technology and several isolated points, the single-geomagnetism sensor multi-parameter acquisition 

method can obtain all-weather information, and it can support wireless communication, easy 

deployment and low-cost installation, making the MFGS to facilitate large-scale deployment, so as 

to meet the road network full time and space, large-scale traffic information access needs. This thesis 

introduces the MFGS and its TIASN, and gives the vehicle detection algorithms such as DWVDA, 

SVDA and ADWVDA, which are suitable for different application requirements. Using these 

algorithms, the single vehicle speed acquisition method based on single module and dual module 

MFGS is studied. The algorithms and methods proposed in this chapter have been validated in 

practical road scenes, and the practicability and effectiveness of the algorithms and methods are 

proved.



 

47 
 

4. Optimization for TIASN 

In Traffic Information Acquisition Sensor Network (TIASN), sensors that are placed 

strategically to sample the road traffic information. The sensors send out the information 

sampled to a central data access point. The central data access point aggregates all 

information retrieved from all sensors and constructs a real-time monitoring of the road traffic 

by TIASN.  

However, typical wireless sensors have very limited transmission range. It is not always 

possible for the sensors to transmit their sensing information directly (one hop) to central data 

access points. In latest research of sensor networks, it is common to construct a sensor 

network where sensors may relay data for other sensors in order for the central data hub to 

cover a larger area and a larger number of sensors. That is, the sensors in TIASN forms a 

mesh data network.  

Note, to avoid confusion in terminology, we will use data traffic or traffic to denote the 

information flow transmitted in the TIASN mesh network and use road traffic to denote the 

traffic of vehicles on the road. We will also use nodes, end devices (EDs), and sensors 

interchangeably in this chapter.  

In addition to the limited wireless transmission range mentioned above, sensors have also 

scarce resource such as power capacity and computation capability. The forwarding of the 

data traffic from each sensor to the central data hub should take these limitations into 

consideration. The classical routing approach, which routes traffic through the smallest hop 

counts, shortest path routing, does not suit the wireless sensor mesh networks. Ultimately, we 

need to devise a routing mechanism that routes traffic efficiently within the constraint of 

transmission bandwidth, power capacity and computation capability. That is, the optimization 

for TIASN is essentially a traffic routing optimization problem.  

In this chapter, we will firstly go through the state of the art in network routing problems; 

Secondly, we will give a formal definition for the optimal routing problems; Finally, we apply 

an interior point Newton’s method, which has a second-order convergence on convex 

optimization problems, to the traffic routing in TIASN network. 
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Fig. 4-1: The mesh view of the data traffic routing in TIASN 

4.1. State of the Art 

Traffic routing is the process of deciding the path of a data packet from source node to 

destination node among one or multiple potential paths. The goal of the routing task in TIASN 

is for the nodes to forward their data traffic from the source sensors where the sensing data is 

sampled to the central data hub where the sensing data is consumed. As in the example 

shown in figure 1, node S denotes the source sensor and node D denotes the central data 

hub or the destination node. 

 In classical shortest path routing, the traffic are routed through the path with the least hop 

counts between node S and node D, that is, path 1 in the figure. Existing shortest path routing 

protocols include RIP and OSPF for wired communications, and OLSR and AODV for wireless 

communications. These protocols are generally based on Dijkstra’s algorithm or Bellman-Ford 

algorithm. They are dynamic and find the shortest available paths for any given communication 

pair.  

However, it is possible that intermediate nodes in path 1 may have a heavy traffic, high 

interference or low in available bandwidth. Traffic may be routed through path 2 or 3 and is 

much more efficiently due to lighter traffic conditions despite their longer distance in hop counts. 

This is very much like going through motor way may reach the destination faster despite 

traveling a longer distance in vehicular traffic.  

Of course, in reality, there might be much more potential paths between node S and node D. 

And the traffic on each node in a path may be dynamically changing. Therefore, the actual 
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optimal routing path should be determined in real time based on the traffic and the constraints 

of each node in the mesh network.  

It is possible to formulate the routing problem as an optimization problem and applies a 

variation of gradient descent algorithm to solve the problem. The issue of doing so is the 

gradient descent algorithm is typically first order and converges to an optimal solution in a 

linear or sub-linear speed. In reality, it may take an extremely long time for such an 

optimization algorithm to reach to an acceptable solution that it is practically suboptimal. 

4.2. Problem Formulation 

In this section, we give a formal definition of the optimal routing problem in TIASN. 

Firstly, we provide mathematical representation of the mesh network and the traffic in the 

network. A wireless mesh network G={V,L} is defined as a set of nodes (or sensors) V and a 

set of wireless links L. A communication pair w={s,d} consists of a source node where the road 

traffic information is sensed, and destination node d where the road traffic information is 

consumed. A path p⊂L is a set of connected links. Let P denote all potential paths in the 

network between any communication pair. Let Pw denote all paths between a communication 

pair w. That is Pw is a subset of P. 

We denote the traffic demand for communication w as Tw. A data flow fp denotes the data 

payload that are transmitted over a path 𝑝 ∈ 𝑃𝑤. The universe of fp, 

 𝐹 = {𝑓𝑝|𝑝 ∈ 𝑃}, represents all traffic flows of a network. We call F a feasible solution to a 

routing task if for any w, 𝑇𝑤 = ∑ 𝑓𝑝𝑝∈𝑃𝑤 . 

The data load 𝑓𝑎̅ of node a, is the summation of all flows that run through it: 

𝑓𝑎̅ = ∑ 𝛿𝑎𝑝𝑓𝑝𝑝∈𝑃𝑤                                                      (1) 

Where 

𝛿𝑎𝑝 = {
0      𝑖𝑓 𝑎 𝑛𝑜𝑡 ∈ 𝑝
1         𝑖𝑓 𝑎 ∈ 𝑝

 

We define Na as the set of neighbours of node a, and accordingly define Na as the 

neighbouring traffic of node a: 

𝑁𝑎 = ∑ 𝑓𝑥̅
𝑥∈𝑁𝑎
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Next, given a mesh network defined above, we need to define the optimality of the routing 

problem. There can be two ways of defining an optimality: cost minimization and utility 

maximization: 

4.2.1. Optimality: Cost Minimization 

Communication delay is a strong indicator of underlying transmission ability, interference and 

workload over a medium. Communication delay is a direct result of the transmission capacity 

of a node. When a node is under heavy usage, it incurs a high delay to the traffic that runs 

through it. In addition, in TIASN, the road traffic information needs to be communicated in a 

real-time fashion. Therefore, it is natural to use the delay of the network as the cost function 

that the optimal routing algorithm tries to minimize. 

We define a latency function 𝑙(∙) over one hop. It takes the data load of the medium as input. 

We assume the latency function to be convex increasing. We define the cost function over 

one node, Ca, as the latency experienced by all communications that run through the node. 

𝐶𝑎 = 𝑙(𝑓𝑎̅ +𝑁𝑎)𝑓𝑎̅ 

The cost of a network is given accordingly. 

𝐶(𝐹) = ∑𝐶𝑎
𝑎∈𝑉

 

Given a network and the traffic demand, the objective of our solution, namely the network 

optimum, is to find a feasible F that minimizes the network cost. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝐹

𝐶(𝐹)                                                             (2a) 

s.t.∑ 𝑓𝑝 = 𝑇𝑤𝑝∈𝑃𝑤                                                            (2b) 

𝐹 ≥ 0                                                                    (2c) 

g(F)<C                                                                  (2d) 

The equality constraint (2b) means that the traffic distributed along all possible routes sums to 

the traffic originated from the source, that is, to guarantee the feasibility of the solution. The 

inequality constraint (2d) is trivial in that there can be no negative traffic. The inequality 

constraint (2d) is called the capacity constraint. It is a set of constraints that are imposed by 

the network and device conditions. 



 

51 
 

The basic form of the capacity constraint can be given as: 

𝑅𝑇 ≤ 𝐶𝑁𝐸𝑇𝑊𝑂𝑅𝐾                                                         (3) 

where R is the linear matrix that describes the connectivity among sensors, an example of this 

connectivity matrix is shown in Figure 4-2. 

𝐶𝑁𝐸𝑇𝑊𝑂𝑅𝐾 is the vector that represents the link capacity in communication bandwidth. It is also 

possible to add further inequality constraints to the capacity constraints, such the minimum 

battery life before a node can take any relays for other nodes. We use the general form (2d) 

to denote all potential inequality constraints relating to capacity. 

 

{
 

 
𝐺1,1𝑥1 + 𝐺1,2𝑥2 + 𝐺1,3𝑥3 + 𝐺1,4𝑥4 = 𝑏1
𝐺2,1𝑥1 + 𝐺2,2𝑥2 + 𝐺2,3𝑥3 + 𝐺2,4𝑥4 = 𝑏2
𝐺3,1𝑥1 + 𝐺3,2𝑥2 + 𝐺3,3𝑥3 + 𝐺3,4𝑥4 = 𝑏3
𝐺4,1𝑥1 + 𝐺4,2𝑥2 + 𝐺4,3𝑥3 + 𝐺4,4𝑥4 = 𝑏4

 

 

Fig. 4-2 Connectivity matrix 

4.2.2. Optimality: Utility Maximization 

In the previous section, we have chosen the communication delay as the objective function 

that the optimal routing algorithm to minimize. It is easily shown that using a cost as the 

objective function to minimize is mathematically equivalent to using a utility function as the 

objective function to maximize. The most trivial way of transforming a cost minimizing problem 

to a utility maximizing problem is to add a negative sign to the cost function and to maximize 

the negative of the cost function. 

Since the maximizing and minimizing problems are equivalent, it can be beneficial to discuss 

a proper utility maximization that may be used in real world situation. For example, it is 

common to use traffic throughput of a mesh network as the utility function. The optimal solution 

to such a utility function is an optimal routing that achieves the most data throughput over a 

network. Another possible utility function that is suitable for mesh sensor networks is the 

battery life. The optimal solution to such a utility function is an optimal routing that achieves 

the long lifetime of a battery-powered mesh sensor network. 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑈𝑖(𝑇𝑖)
𝑖=𝑆
𝑖=1                                                      (4) 

3 

2 

4 1 

G4,

G1,
G2,

G1,

2 

G1,
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T>0 

g(F)<C 

Here U is the utility function of each sensor. To represent a throughput maximization problem, 

U could be given as log (T); to represent battery life maximization problem, U could be given 

as log (P) where P is the set of the battery life of all sensors. 

Note we apply logarithm function to the throughput or the battery life as the objective function. 

The motivation for this transformation is to make the optimization problem convex, which can 

be solved efficiently. It can be demonstrated that the application of the logarithm function does 

not impact the optimal solutions. 

It has been demonstrated in previous work that the delay minimization problem (2) and (4) are 

both convex. 

4.3.  Interior Point Newton's Method 

We can formulate the sensor network communication as follows: 

𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑈𝑖(𝑇𝑖)
𝑖=𝑆
𝑖=1                                                    (5) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑅𝑇 ≤ 𝐶 

T>0 

Here U is the utility function of each sensor and T is the traffic/request throughput across the 

sensor network. R is the linear matrix that describes the connectivity among sensors. With the 

help of auxiliary variables E such that RT +ɛ = C, the problem can be transformed into non-

negative constraints and equality constraints. Applying the interior-point method, the problem 

becomes: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑦(𝑥) = −∑ 𝑈𝑖(𝑥𝑖) − 𝜇 ∑ log (𝑥𝑖)
𝑆+𝐿
𝑖=1

𝑆
𝑖=1                         (6) 

Subject to Ax=C 

where x={T,ɛ}, A={R,I}. This equality constrained problem can be addressed by iterative 

steps: 

{
∆𝑥(𝑡) = −∇2𝑦(𝑥(𝑡))

−1
(∇𝑦(𝑥(𝑡)) + 𝐴𝑇𝑣(𝑡))                                   (7)

(𝐴∇2𝑦(𝑥(𝑡))
−1
𝐴𝑇)𝑣(𝑡) = −𝐴∇2𝑦(𝑥(𝑡))

−1
∇𝑦(𝑥(𝑡))                    (8)
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Since the utility function Ui(Ti); i = 1:::S is defined on each single-path communication, y(x) is 

separable with respect to each xi; i = 1:::S + L. Both∇2𝑦(𝑥) and∇2𝑦(𝑥)−1 are diagonal. The 

primal step (7) is separable therefore can be solved locally at each source node and each link, 

given the value of the dual variable v(t). However, the dual step (8) is not separable and cannot 

be directly addressed in a distributed manner. The major contribution of Wei's distributed 

Newton method is to apply a matrix splitting technique to solve the dual step distributivity. For 

the purpose of convenience, denote  𝐺 = 𝐴∇2𝑦(𝑥(𝑡))
−1
𝐴𝑇  and 𝑏 =

−𝐴∇2𝑦(𝑥(𝑡))
−1
∇𝑦(𝑥(𝑡)).  The dual step (8) is written as 

Gvt=b 

where G is a L × L matrix, v(t)and b are both L ×1 vector. 

Matrix splitting is a type of iterative method to solve the above equation system. It splits G = 

M + N and solves 

𝑀𝑣̃(𝑘+1) = 𝑏 − 𝑁𝑣̃(𝑘)                                                 (9) 

If a matrix splitting approach converges, as 𝑘 → ∞, the value of 𝑣̃𝑘 approaches 𝑣̃(𝑘), which is 

the solution of equation (8). In fact, the Jacobi method and the Gauss-Seidel method can be 

classified as matrix splitting approaches. 

We propose to split G into three parts: 1) a diagonal matrix D with diagonal element (D)i,i = 

(G)i,i; 2) a residual matrix B = G - D; 3) a diagonal matrix 𝐵̅ with diagonal element 𝐵̅𝑖,𝑖 =

∑ (𝐵)𝑖,𝑗
𝐿
𝑗=1  Therefore, we have 

𝐺 = (𝐷 + 𝐵̅)⏟    
𝑀

+ (𝐵 − 𝐵̅)⏟    
𝑁

 

where 𝐷 + 𝐵̅ is diagonal. 

It has been proved that as long as the matrix splitting approach converges to a certain 

neighbourhood of the solution to dual step, i.e. v(t) ±ɛ  for some small error ɛ, then the interior-

point Newton's method converges quadratically to a neighbourhood of the network optimum. 

The iterative algorithm that update the solution set can be given as follows: 

Algorithm 1 Algorithm of the sensor utility maximization algorithm 

Starting with an initial value x(0), µ = µ(0) > 0,  0 < 𝛾 < 1  and ɛ > 0 repeat: 
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1. Find the solution  𝑇̃∗ to the equality constrained problem (6) using Newton's method 

2. Update the solution: T =𝑇̃∗  

3. Update the control scalar: 𝜇 = 𝛾𝜇 until the stopping criterion is satisfied: mµ < ɛ 

At the beginning, each sensor starts to transmit their sensing data through a predefined set of 

paths. As traffic are sent to the central data hub, feedback is sent back to the source nodes 

piggybacking the response messages. All nodes along the paths adjust their routing decisions 

based on the update mechanism given above for the second round of data transmission. This 

completes one iteration of the data transmission. It can be argued with a random starting point, 

this algorithm converges quadratically, that is, second order, towards an optimal routing 

solution. 

4.4.  Summary 

In this chapter, we have formulated the optimal routing problem for communications in TIASN. 

We have demonstrated it is possible to structure the problem as an optimization problem with 

convexity property. We can use either communication delay or traffic throughput as the 

objective function to optimize. The constraints in wireless mesh network, such as the network 

capacity or battery life limitations, can all be worked into the equality and inequality constraints 

of the optimization problems. Finally, we have applied the latest research in convex 

optimization theory, that is, the interior point Newton's method to convex optimization problem. 

Such an optimization algorithm will converge to an optimal routing solution quadratically, which 

is superior than the common well-known gradient descent algorithms suite. 
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5. Auto-Calibration of Tri-axial Accelerometers within an IMU 

5.1. Calibration of TAs 

In order to improve the efficiency of IMU based traffic monitoring, this thesis investigates the 

calibration and its associated experimental design schemes for the two-key tri-axial sensors 

in an Inertial Measurement Unit (IMU), tri-axial magnetometers and tri-axial accelerometers. 

For the commonly used 9-parameter models, we adopted a 12-observation rotatable G-

optimal experimental scheme.  Based on our previously proposed linearization approach, we 

linearized both the 9-parameter tri-axial accelerometers and magnetometers and the 

parameters of both two sensors can be simultaneously identified with acceptable accuracy. 

We also proposed two other experimental schemes and investigated their efficiency based on 

the analysis of their information matrices.  

The rapid development of Micro Electro Mechanical Systems (MEMS) technology enables the 

size reduction of the chip-based inertial sensors (e.g. Tri-axial Accelerometers (TAs), Tri-axial 

Magnetometers (TMs), tri-axial gyroscopes, and inertial measurement units (IMUs)). 

Furthermore, the recently manufactured MEMS sensors and devices are often inexpensive, 

lightweight, and low power consumption, which motivated their applications in traffic 

monitoring [108-109]. However, due to the mechanics of their fabrication MEMS internal 

sensors often have relatively large bias instability and high noise levels; regular calibrations 

are necessary to ensure the accuracy of their measurement. Unfortunately, for the users of 

traffic monitoring, the available calibration equipment is often hard to achieve comparable 

accuracy of sensor calibration performed in a laboratory environment.   

Auto-calibration method [110-112] is recently developed to calibrate the MEMS TAs. Although 

the auto-calibration method is especially suitable for in-field calibration, the quality of the 

calibration has not received the attention they deserve. In this thesis, the classical 

Experimental design (DoE) theory [113-115] will be applied to generate experiment schemes 

for the auto calibration of TAs in order to improve the quality of auto-calibration method. 

DoE theory investigates the optimal selection or design of an appropriate input signal to 

stimulate the system significantly in order to extract the maximum system information under 

limited number of experiments with physical even constraints. The DoE of traditional 

accelerometer calibration problem can be addressed by using the well-established DoE theory 

[116-123]. The key step in experimental design is the calculation and analysis of the Fisher 

Information Matrix (FIM), which is related to this classical parameter estimation problem. Later, 

the optimal experimental design may be achieved by maximizing or minimizing a certain index 
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of FIM. Such an index is often defined in various ways, which lead to several famous design 

schemes, e.g., D-optimal, E-optimal, ED-optimal[124-125], G-optimal [122-123], and Ds-

optimal [126-127] design. Because D-optimality is independent with parameter 

transformation[122-123], it is often the first choice. In terms of minimization of variance 

functions, G-optimality is often the most appropriate selection [128]. 

In this section, we derived one 14-points experimental plan based on Central Composite 

design (CCD) and two 12-points design from Box–Behnken design (BBD) and Icosahedron 

design for the most commonly used 6-parameter and 9-parameter models [129-130]. In this 

study, we also experimentally investigate these two models in terms of mean square error 

(MSE) when auto-calibration approach is utilized.  

For a classical TA calibration, it requires an ideal orientation of the TA along a predetermined 

direction. In a non-laboratory environment, it is often difficult to implement the design on-site 

by users of infield traffic monitoring.  

To assess the quality of a specific experiment  , in our previous studies [133], we provide 

the following index D-efficiency to  evaluate the quality of a particular experiment [134-135]:  

*( ( )) / ( ( ))effD M M =                                                      (1) 

where 
* and  stand for the designed optimal experiment (e.g. BBD/CCD) and a specific 

experiment respectively, )(M is the Fisher Information Matrix (FIM) of an experiment 

which belongs to the compact set  , and )( is the index or criterion function which is often 

a convex real function on  non-increasing. D-optimality is one of the most commonly used 

criterion [134-135] which maximizes the determinant of the FIM, in particular,  

mMM
1

)]([ −=                                                      (2) 

Another quality of the evaluation experiment is G-optimality, which aims to minimize the 

maximum value of the prediction variance: 

( ) ( ) (m)T (m)
ym R

v x min max n x M x





  =     
                                    (3) 

where 
( )mx  represents model matrix, and 𝑛𝑦 is the number of parameters to be identified. 
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The organization of this study is as follows. The next section will introduce the proposed 

three experimental plans. In Section 3, we will introduce the experimental results. Section 4 

provides conclusions. 

5.2. The proposed experimental plans 

Classically, accelerometer calibration has been performed in a laboratory environment. In 

such an environment, the axes can be precisely oriented, so each axis can be individually 

calibrated [136].  

Generally, it can be assumed the model of an accelerometer (or a magnetometer) can be 

written as a standard second-degree model as follows: 

  ++ ++=
==

k

i
iiijiij

ji

k

i
ii xxxxy

1

2

1
0                                         (4) 

where kxxx ,, 21 are a number of associated control or input variable (the input accelerations 

in each axis), i ( ij
) are the unknown coefficients, called as parameters here, and  is a 

random experimental error.   

Assume a set of n experiment points have been executed. Then, the matrix form of the 

experiment can be expressed as follows: 

+= XY                                                        (5) 

where 1 pR is the vector of the unknown parameters, 1 nRY is the vector of measurements, 

the matrix pnRX  is generated by the input signals, and 1 nR is the vector of random 

experiment error.  

If we assume that the vector 1 nR has a zero mean and a variance-covariance matrix 

I2 , the ordinary least-squares (OLS) estimation of  1 pR is: 

YXXX TT 1)(ˆ −=                                                (6) 

The variance matrix of ̂ is then of the form: 

21)()ˆ( −= XXVar T                                               (7) 

The variance of 𝑦̂(𝑥) is of the form: 

( )( ) ( ) ( ) ( )1
ˆ m T m2 TVar y x = σ x X X x

−                                    (8) 
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The experimental design of classical accelerometer calibration is a linear DoE problem, for 

which several optimal experimental schemes have been developed [136]. These schemes are 

designed to enable the FIM matrix, XX T , to fulfil various desired properties such as rotatability, 

orthogonality, G-optimality and D-optimality. 

The auto-calibration is based on the simple fact that the acceleration measured by the 3-axis 

accelerometer should be equal to the local gravitational acceleration, "1g", under static 

conditions. The basic rule of automatic calibration is: 

2 2 2
x y zg = a +a +a  

 
A 6-parameters model [129-130] has the following form: 
 

( )
( )
( )

x xx x x

y yy y y

z zz z z

a S V O

a S V O

a S V O

 =  +
 =  +


=  +                                                   (9) 
 

where 𝑆𝑗𝑗 is sensitivity of each direction, 𝑂𝑗is the offset, and 𝑉𝑗 is the ADC values that obtained 

from the μ-IMU. It can be seen that the model (9) cannot be written in the form of equation (4) 

because it is non-linear for the parameter to be estimated. Thus, classical experimental 

protocols cannot be directly applied to automatic calibration. However, by using the 

linearization strategies proposed previously, e.g., [133], the nonlinear model (9) can be locally 

linearized and transformed in the form of equation (4), and the unknown parameters can 

estimate recursively.  After some modifications of the equation, the experimental design is 

linear, and linear DoE methods can be applied.  

For the auto-calibration model of 6 parameters, we have  

2 2 2 2
x y zg a a a = + + +  

( ) ( ) ( )
22 2

xx x x yy y y zz z zS V O S V O S V O    =  + +  + +  +    
+𝜀 

For the equation above, with a pre-calibration for offset, the remaining offset
2
xO , 

2
yO and 

2
zO  

will be quite small with respect to input signal
2
zV , 

2
yV and

2
zV . In this case, neglecting the items 

containing
2
xO , 

2
yO and

2
zO , the unknown parameters can be estimated with acceptable 

accuracy based on the remaining parts of the equation. Finally, we will recursively estimate 

the neglected items, and show that the estimation will finally converge to the desired values.  
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We now analyse the equation above after neglecting 2
xO , 2

yO and 2
zO . 

2 2 2 2 2 2 2

2 2 22 2 2
xx x yy y zz z

xx x x yy y y zz z z

g S V S V S V

S V O S V O S V O 

 + +

+ + + +
                                     (10) 

If we let 2
11xxS = , 2

22yyS = , 2
33zzS = , 2

12 xx xS O = , 2
22 yy yS O = , 2

32 zz zS O = , 1xV V= , 2yV V= and 

3zV V= . 

Equation (9) can be present as: 

2 2 2
1 1 2 2 3 3 11 1 22 2 33 3V V V V V Vy       = + + + + + +  

This can be simplified as: 

3 3
2

i i
1 1

V Vi ii
i i

y   

= =

= + +   

Since iV is input signal, the equation is now a linear equation about unknown parameter i . 

Assume, we have 𝑁 set of experiments. Applying linear least square method for the tri-axial 

model above 

𝐵̂ = (𝑋𝑇𝑋)−1𝑋𝑇𝑌 

Where, 𝑋 = [𝑉̅1, 𝑉̅2, 𝑉̅3, 𝑉̅1.2, 𝑉̅2.2, 𝑉̅3.2],  
𝑉̅𝑖 = [𝑉𝑖1, 𝑉𝑖2, … , 𝑉𝑖𝑁]

𝑇 , 

𝑉̅𝑖
.2 = [𝑉𝑖1

2 , 𝑉𝑖2
2 , … , 𝑉𝑖𝑁

2 ]
𝑇
, 

(𝑖 = 1,2, 3), 

and 
𝐵̂ = [𝛽̂1, 𝛽̂2, 𝛽̂3, 𝛽̂11, 𝛽̂22, 𝛽̂33]

𝑇 

Based on linear least square method, the factor  i  and 𝛽𝑖𝑖  can be evaluated. With i  and 
2S =  which we defined above, the parameters of sensitive S can be estimated. After that, 

with ii , , ,xx yy zzS and 
22S O =  , the offset O can be obtained. So, the 6 unknown parameters 

have been solved.  It has to be noticed that 𝛽𝑖 and 𝛽𝑖𝑖 are not independent. For example, 𝛽11 

and  𝛽1 include common term Sxx2  from the definition above. Another important condition here 

is that a pre-calibration is necessary not only to neglect offset O but also to decide the polarity 

of S. 

For the 9 parameters TAs model, we extend 6-parameters model discussed above to 9-

parameters model [129][142-143]. After simplification and comparison, the 9-parameters 
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model also does not include 𝛽0 term, so the measurements of center point are unnecessary 

in this experiment plan.  

For auto-Calibration model of 9 parameters [129] [142-143]: 

2 2 2 2
x y zg = a +a +a  

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2

2

2

xx x x xy y y xz z z

xy x x yy y y yz z z

xz x x yz y y zz z z

S V O S V O S V O

S V O S V O S V O

S V O S V O S V O

 =  + +  + +  +
 

 +  + +  + +  +
 

 +  + +  + +  +
 

 

For this 9-parameter model, if we replace x, y, z with 1, 2, 3, this equation can be expanded 

as: 

( ) ( )

( )

( )

3 222 2

1 1

1

1 ,

2

2

2

ii i i ij j j
i i j i

ij jj i i i j j i i j
i j i

ij ik j k j k k j j k
i j i k i k j

S V O S V O

S S VV VO V O OO

S S V V V O V O O O

= = 

= 

=   

=  + +  +

+   + + +

+   + + +

 



 

 

This equation above contains four items. The first item is actually the equation of 6 parameters 

model. For the second and forth terms, the ijS and ikS represents the un-orthogonal between 

each axis which is very small compare to iiS . In this case, 
2
ijS  and ij ikS S will be extremely 

small which means the second and forth terms can be also neglect.  The neglected items will 

be estimated and compensated iteratively.   

The remaining part of the equation after the simplification can be representing as: 

( ) ( ) ( )

2 2 2 2 2 2 2 2 2 22 2 2

2 2 2
xx x xx x x yy y yy y y zz z zz z z

xx yy xy x y xx zz xz x z yy zz yz y z

g S V S V O S V S V O S V S V O

S S S V V S S S V V S S S V V

 + + + + +

+ + + + + +
 

Based on 6 parameter model and then define 

( )
( )
( )

12

13

23

2

2

2

xx yy xy

xx zz xz

yy zz yz

S S S

S S S

S S S







 + =
 + =


+ =

 

Equation (2) above can be written as: 

2 2 2
1 1 2 2 3 3 11 1 22 2 33 3

12 1 2 13 1 3 23 2 3V V V V V V
y V V V V V V     

   

= + + + + +

++ + +
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The above equation can be simplified as: 

3 3

1 1

2
i i ii i ij i j

i i i j

y = βV + β V + β VV +ε
= = 

    

Again, the parameters can be estimated based on linear least square method as we discussed 

for the estimation of 6-parameter model. We will later show that the estimated parameters will 

approach to real value after regression. 

Based on the study of the response surface methodology [131-132], we found well developed 

two types of optimal experimental method which is suitable for the calibration of Tri-axial 

Accelerometers model. One is Central Composite Design (CCD); the other is Box-Behnken 

Design (BBD). Generally speaking, central composite design and Box-Behnken Design are 

designed to reach the desired orthogonality, rotatability, and D-optimality as discussed in[139]. 

In this study, beside revised BBD and CCD, we will also discuss an Icosahedron design which 

is more suitable for this specific model. 

A. Central Composite Design (CCD) 

Central Composite Design is one of the most popular response surface methodologies when 

building a second-degree model. It can be used to estimate curvature based on the 

measurement value from fractional factorial points, axial points and centre points [140].  

 

 

Fig. 5-1 The general structure of three factors CCD  

Before applying Central Composite Design, the linearized model of the TAs should be 

comparing with general three factors quadratic model. The general three factors quadratic 

model is: 

0 1 1 2 2 3 3 12 1 2 13 1 3 23 2 3
2 2 3

11 1 22 2 33 3

y b b x b x b x b x x b x x b x x

b x b x b x

= + + + + + +

+ + +  
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Normally, Central Composite Design for three factors of second degree system includes 20 

runs (or points)[140]. Six runs are for centre points, 8 runs for 8 fractional factorial points, and 

6 runs for 6 axial points. 

For this experiment design, orthogonal information matrix is expected. But due to the limitation 

of central composite design and our specific model, the information matrix includes a 

3 × 3 block matrix in the middle for 6 parameters model. For 9-parameters models, the 

estimation of 6 joint parameters can be independent from each other. The rest 3 joint 

parameters are dependent as the information matrix is only block diagonal. 

As the auto-calibration requires calibrating three axes at the same time, the value of axial 

points cannot select as2
3

4 . Besides this, the center points cannot be pursued due to the 

constraint. Compare to classic CCD, center points have to be removed and the value of axial 

points should be modified to a suitable value. Table 5-1 shows the new proposed CCD design. 

We replace the 1 in the classic CCD with the actual gravity projected on each axis, and we 

reuse it for BBD and Icosahedron designs. In this case, three different designs will share the 

same unit and can be applied to analytical criteria such as D-optimality or G-optimality.  

 

Fig. 5-2 The structure of CCD for TAs models 

 

Table 5-1 Three factors central composite design for Tri-axial accelerometer models 

Point A B C 

1 −√3/3 −√3/3 −√3/3 

2 √3/3 −√3/3 −√3/3 
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3 −√3/3 √3/3 −√3/3 

4 √3/3 √3/3 −√3/3 

5 −√3/3 −√3/3 √3/3 

6 √3/3 −√3/3 √3/3 

7 −√3/3 √3/3 √3/3 

8 √3/3 √3/3 √3/3 

9 −1 0 0 

10 1 0 0 

11 0 −1 0 

12 0 1 0 

13 0 0 −1 

14 0 0 1 

 
 

In this modified CCD, 14 points of experiment requires different arrange of Teas’ Points 1 to 8 

represent fractional factorial points while points 9 to 14 represent axial points. In order to 

achieve the requirements of run 1, the gravity should be equally projected along three axes. 

Consider i   ( },,{ zyxi ) as tilt angle between three axes and gravity. i is equal to54.74° 

according to geometry (see Figure 2). Based on the same theory, for run 2, the tilt angle 

θ𝑥(between x-axis and gravity) is equal 125.26°. Actually, run 3 to 9 are similar to run 1 and 

run 2 only with different rotation sequence. 

Point 1 Point 2

X

Z

Gravity

Y

θ

X

Z

Gravity

θ

Y

 

Fig. 5-3 Demonstration of Point 1 and Point 2 
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For point 9 to point 14, it is designing to measure axial points. In order to achieve it, keep 

two axes perpendicular to gravity to minimize the influence from gravity while the third axis 

on the same direction of gravity (or on the opposite direction).  Figure 3 below demonstrate 

the arrangement of points 9, 10, 13 and 14.  

 

 

Point 13 Point 14

X
Y

Z

Gravity

Z

Gravity

X

Y

 

Fig. 5-4 Demonstration of points 9, 10, 13, and 14 

 

Based on the above discussions, three new symbols A, B and C are defined as follows and 

these definitions are also applied in BBD and Icosahedron Design: 

A cos
B cos

C cos

x

y

z







=

=

=
 

• 𝜃𝑥: tilt angle between x and gravity 
• 𝜃𝑦: tilt angle between x and gravity 
• 𝜃𝑧: tilt angle between x and gravity 

 
 

Table 5-2 Tilt angle of teach point to fit in CCD 

Point 𝜃𝑥 𝜃𝑦 𝜃𝑧 

1 125.26° 125.26° 125.26° 
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2 54.74° 125.26° 125.26° 

3 125.26° 54.74° 125.26° 

4 54.74° 54.74° 125.26° 

5 125.26° 125.26° 54.74° 

6 54.74° 125.26° 54.74° 

7 125.26° 54.74° 54.74° 

8 54.74° 54.74° 54.74° 

9 180° 90° 90° 

10 0° 90° 90° 

11 90° 180° 90° 

12 90° 0° 90° 

13 90° 90° 180° 

14 90° 90° 0° 

 

B. Box-Behnken Design (BBD) 

Box-Behnken Design is another commonly used response surface methodology. It is focused 

on midpoints of edges of the process space and at the centre [141]. Compare to central 

composite design, Box-Behnken design are normally less expensive due to the less points 

required of Box Behnken Design[140]. 

 

Fig. 5-5 The general structure of 3 factors BBD 

Normally, Box-Behnken design requires 15 runs for a three factors second degree system 

model [140]. 12 runs are for 12 midpoints and 3 runs for centre points. However, due to the 

limitation of gravity-based calibration and the structure of the TAs model, 3 runs for centre 

points cannot be pursued. The modified BBD will be reduced to 12 points. 
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Fig. 5-6 The structure of BBD for TAs models 

Table 5-3 Three factors Box-Behnken design for Tri-axial accelerometer model 

Point A B C 

1 −√2/2 −√2/2 0 

2 √2/2 −√2/2 0 

3 −√2/2 √2/2 0 

4 √2/2 √2/2 0 

5 −√2/2 0 −√2/2 

6 √2/2 0 −√2/2 

7 −√2/2 0 √2/2 

8 √2/2 0 √2/2 

9 0 −√2/2 −√2/2 

10 0 √2/2 −√2/2 

11 0 −√2/2 √2/2 

12 0 √2/2 √2/2 
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In Table 5-3, point 1 to point 4 can be arranged as shown in Figure 5-7 

 

Fig. 5-7. Demonstration of Points 1 to 4 

Point 5 to point 12 are similar. 

Table 5-4 Tilt angle of each point to fit in BBD 

Point 𝜃𝑥 𝜃𝑦 𝜃𝑧 

1 45° 45° 90° 

2 135° 45° 90° 

3 45° 135° 90° 

4 135° 135° 90° 

5 45° 90° 45° 

6 135° 90° 45° 

7 45° 90° 90° 

8 135° 90° 90° 

9 90° 45° 45° 

10 90° 135° 45° 

11 90° 45° 135° 

12 90° 135° 135° 
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C. Lcosahedron Design 

Lcosahedron experiment design is a 12-points space filling design which aiming for the 

uniformly distribute of experiment points on experimental domains for 6 and 9 parameters TAs 

models. The idea of Icosahedron design is coming for uniform design. 

 Due to the constraint of the tri-axial accelerometer model, all the experiment points will be 

located on the surface of a sphere whose radius equals to the local gravity. Furthermore, these 

12 points will construct an Icosahedron whose radius of its circumcircle will be gravity 

 

Fig. 5-8 The structure of Icosahedron design for TAs models 

 

For Icosahedron design, if the radius of its circumcircle is 1, the 12 points can be placed as 

Table 5-5 where assume 𝑎 = √ 2

5+√5
, = 1+√5

√10+2√5
 . 

Table 5-5 Three factors Icosahedron design for Tri-axial accelerometer model 

Point A B C 

1 0 −𝑎 −𝑏 

2 0 𝑎 −𝑏 

3 0 −𝑎 𝑏 
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4 0 𝑎 𝑏 

5 −𝑎 −𝑏 0 

6 𝑎 −𝑏 0 

7 −𝑎 𝑏 0 

8 𝑎 𝑏 0 

9 −𝑏 0 −𝑎 

10 𝑏 0 −𝑎 

11 -𝑏 0 𝑎 

12 𝑏 0 𝑎 

 

The arrangement of Icosahedron design is similar to BBD which will not be presented again. 

And the definition of A, B and C are the same as CCD and BBD. So, Table 5-6 presents the 

tilt angle of each point to fit uniform design. 

Table 5-6 Tilt angle of each point to fit in Icosahedron Design 
Point 𝜃𝑥 𝜃𝑦 𝜃𝑧 

1 90° 148.3° 121.7° 

2 90° 31.7° 121.7° 

3 90° 148.3° 58.3° 

4 90° 31.7° 58.3° 

5 148.3° 121.7° 90° 

6 31.7° 121.7° 90° 

7 148.3° 58.3° 90° 

8 31.7° 58.3° 90° 

9 121.7° 90° 148.3° 

10 58.3° 90° 148.3° 

11 121.7° 90° 31.7° 

12 58.3° 90° 31.7° 
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Orthogonality: 

The information matrixes for all three type of experiment designs in both 6 and 9 parameter 

model are not fully orthogonal. In fact, they are block orthogonal matrix which shares the same 

format.    

For 6 parameters model: 

3 3
2

i i
1 1

V Vi ii
i i

y   

= =

= + +  , 

Y XB= . 

Where, 

𝑋 = [𝑉̅1, 𝑉̅2, 𝑉̅3, 𝑉̅1
.2, 𝑉̅2

.2, 𝑉̅3
.2],  

𝑉̅𝑖 = [𝑉𝑖1, 𝑉𝑖2, … , 𝑉𝑖𝑁]
𝑇 , 

𝑉̅𝑖
.2 = [𝑉𝑖1

2 , 𝑉𝑖2
2 , … , 𝑉𝑖𝑁

2 ]
𝑇
, 

(𝑖 = 1,2, 3), 

and 

1 2 3 11 22 33 , ,   , , ,B      =   
T. 

 

As it is mentioned above, the FIMs share the same format. It is block orthogonal, and the FIM 

is shown below. 

Information matrix for 6 parameter model: 

X11

X22

X33

X44 X45 X46

X54 X55 X56

X64 X65 X66

é

ë

ê
ê
ê
ê
ê
ê
ê
ê

ù

û

ú
ú
ú
ú
ú
ú
ú
ú . 

For 9 parameter model, 

3 3

1 1

2
i i ii i ij i j

i i i j

y = βV + β V + β VV +ε
= = 

   , 
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Y XB= , 

Where 1 2 3 11 22 33 12 13 23, , , , ,      , , ,  B         =   
 T. 

𝑋 = [𝑉̅1, 𝑉̅2, 𝑉̅3, 𝑉̅1
.2, 𝑉̅2

.2, 𝑉̅3
.2, 𝑉̅1. 𝑉̅2, 𝑉̅1. 𝑉̅3, 𝑉̅2. 𝑉̅3],  

𝑉̅𝑖 = [𝑉𝑖1, 𝑉𝑖2, … , 𝑉𝑖𝑁]
𝑇 , 

𝑉̅𝑖
.2 = [𝑉𝑖1

2 , 𝑉𝑖2
2 , … , 𝑉𝑖𝑁

2 ]
𝑇
, 

(𝑖 = 1,2, 3). 

Information matrix for 9 parameter model is as follows: 

11

22

33

44 45 46

54 55 56

64 65 66

77

88

99

X
X

X
X X X
X X X
X X X

X
X

X

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  . 

It has to be noticed that after the linearization of the non-linear model of tri-axis accelerometer, 

we use first order variables  𝛽 to replace second order variables in original model.  So even 

the matrix is block orthogonal, the original unknown parameters are still not independent. 

D-optimality: 

One target design characteristic of experiment design is D-optimality. The criterion of D-

optimality is to maximize the determinant of information matrix (FIM). This aims to the 

minimization of the size of the confidence ellipsoid for the vector B in equation (4).  

According to [139], both original CCD and BBD for 3 factors are not truly D-optimal, but rather 

D-best. Our modified CCD and BBD do not include the runs for constant terms in full factor 

second order model. So, the D-optimality will be slighter different from original designs.  

Table 5-7 Determinant of fims for three proposed designs  
 6 parameter Model 9 Parameter Model 

14 Point CCD  1897 1334 

12 Point BBD  256 256 

12 Point ID 655.38 335.54 
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Consider two experiments with the same number of points. It is easy to tell that the 

experiments with larger det (𝑋𝑇𝑋) is better. However, this comparison of determinants cannot 

be applied to experiments with different number of n directly. In order to solve this problem, a 

matrix called matrix of moments [128] is defined to evaluate the influence of number of runs 

in experiments when comparing determinant:  

Matrix of moments: ( ) /TM X X n= . 

Now the determinant of matrix of moments will be compared for three designs proposed above. 

Table 5-8 Determinant of matrix of moments for three proposed design 
 6 parameter 

Model 
9 Parameter 
Model 

14 Point 
CCD  

2.52 × 10−4 6.45 × 10−8 

12 Point BBD  8.57 × 10−5 4.96 × 10−8 

12 Point ID 2.19 × 10−4 6.50 × 10−8 

 

It is difficult to determine whether the determinant of the information matrix is the largest or 

not directly. Kiefer developed a continuous counterpart of G optimality criterion and showed 

that it is equivalent to the continuous D-optimality criterion [144].  

Based on the analysis above, we can propose a theorem about the Icosahedron design. 

Assumption 1: Assume that: 

a. A model represents as equation below: 

3 3

1 1

2
i i ii i ij i j

i i i j

f(x)= β + β + β xx x x
= = 

    

  b. (x)f  are continuous function in , mX f R  ; 

  c. ( )M  is a convex function; 

  d.
3

2

1
1i

i
x

=

= .  

 

Theorem 1 [133] Under Assumption 1, then the Icosahedron design for (x)f is D-optimal. 
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Proof: 

According to Theorem 2 below, Icosahedron design for (x)f is G-optimal. With the 

assumptions, the following equation: 

( )max det TX X


 

( ) 1(m)T T (m)
ym R

min max n x X X x


−



  
  
  

 

 

are equivalent [144]. Generally, it means under specific condition, G-optimal is equivalent to 

D-optimal 

In Theorem 2, Icosahedron design will be proved as a G-optimal design for model (x)f . 

Subsequently, Icosahedron design is D-optimal design for model (x)f . 

Based on this theory, the Icosahedron design proposed above for 9 parameters is D-optimal 

for our constrained 3 factors 12-run experiment designs. Since the Icosahedron design we 

proposed is D-optimal for this specific condition, equation (1) and (2) can be applied to 

evaluate the specific experiment. In this thesis, the modified BBD is also 3 factors 12 run 

design. It is not D-optimal compare to Icosahedron design. The D-efficiency of BBD is 97.78% 

for 9 parameter model. This result indicates that BBD is also a very good experiment for 9-

parameter model. 

G-optimality: 

G-optimal design is seeking to minimize the maximum value of the prediction variance in Eq. 

(3) over the experiment region. G-optimal is an important measurement of performance which 

indicates good prediction of output throughout the design region. Clearly, one disadvantage 

of G-optimal is that G-optimal is depending on the location of x instead of a single number.  

Now, we introduce Theorem 2 related with G-optimality of the proposed Icosahedron design. 

Theorem 2 [133] Under Assumption 1, the Icosahedron design is G-optimal for (x)f . 

Proof: 

Recall Eq. (8)  

( )( ) ( ) ( ) ( )1
ˆ m T m2 TVar y x = σ x X X x

− . 
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The scaled prediction variance is defined as: 

( )
( )( ) ( ) ( ) ( )1

2

ˆy m T m
y

n Var y x
v x n x X X x



−= =     (11) 

Where 𝑛𝑦 represents the number of runs and 𝑥(𝑚) represents location in the design space. 

The G-optimal of above equation is equivalent to 

( ) (m)T (m)
ym R

min max n x M x





      
 

According to [131-132] 

( ) max
x R

v x p


  (Number of parameters) 

For specific experiment, if 

( ) max
x R

v x p


=  

Then this experiment design is G-optimal [131-132]. 

Consider the Icosahedron design proposed above for 9 parameters. 

2 2 3
1 2 3 1 2 3 1 2 1 3 2 3, , , , , ,     , , 

T
X X X X X X X X X X X X X =

 
 

For these 9 parameters 12-point uniform design, assume 𝑎 = √ 2

5+√5
, 𝑏 = 1+√5

√10+2√5
 

 

Recall the 12-point Icosahedron design, for this case, we have 

2 2 2
1 2 3 1 2 3 1 2 1 2 2 3

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

2 2

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

X
x x x x x x x x x x x x

a b a b ab
a b a b ab
a b a b ab
a b a b ab

a b a b ab
a b a b ab
a b a b ab
a b a b ab
b a b a ab
b a b a ab
b a b a ab
b a b a ab

= 

 − −

 −
 −


− −

− −
− −

− −
− −

− −














 
 
 
 
 
 
 
 
 
 
 
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F oll o w b y 𝑋 𝑇 𝑋  

4 0 0 0 0 0 0 0 0

0 4 0 0 0 0 0 0 0

0 0 4 0 0 0 0 0 0

0 0 0 2. 4 0. 8 0. 8 0 0 0

0 0 0 0. 8 2. 4 0. 8 0 0 0

0 0 0 0. 8 0. 8 2. 4 0 0 0

0 0 0 0 0 0 0. 8 0 0

0 0 0 0 0 0 0 0. 8 0

0 0 0 0 0 0 0 0 0. 8

TX X =  
 
 
 
 
 
 
 
 
 
 
 
 
 
   

Al s o  

( ) 2 2 3
1 2 3 1 2 3 1 2 1 3 2 3      , , , , , , , ,

Tm
x x x x x x x x x xx xx =    

v x( ) = n y x
( m )T X T X( )

- 1
x ( m )

= 3( V 1
2 + V 2

2 + V 3
2 ) + 6( V 1

2 + V 2
2 + V 3

2 )2

 

N o w c o n si d er t h e r e gi o n a n d c o n str ai n fr o m a s s u m pti o n e. 𝑉 1
2 + 𝑉 2

2 + 𝑉 3
2 = 1  s o u n d er t hi s 

c o n str ai n e d:  

( ) m a x 9
x R

v x


=  

A c c or di n g t o t h e d efi niti o n of G -o pti m al [ 1 3 1 -1 3 2], t hi s 1 2 p oi nt s I c o s a h e dr o n d e si g n f or 

m o d el ( x)f  i n it i s G-o pti m al.  

B a s e d o n t h e s a m e m et h o d t h at w e a p pli e d t o t h e pr o of T h e or e m 2, t h e v al u e of G -o pti m alit y 

f or t h e r e st d e si g n is c al c ul at e d a n d li st i n T a bl e 5 -9.  

T a bl e 5 -9 V al u e of G -O pti m alit y of t hr e e t y p e s of d e si g n  

 6 p ar a m et er M o d el  9 P ar a m et er M o d el  

1 4 P oi nt C C D  8. 6 6 7  9. 2  

1 2 P oi nt B B D  1 2  1 2  

1 2 P oi nt I D  9  9  

 

A n ot h er i m p ort a nt d efi niti o n h er e i s G -effi ci e n c y w hi c h i s al s o u si n g t o e v al u at e d e si g n w h e n 

t h e d e si g n i s n ot G-o pti m al:  
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( ) maxeff

x R

pG
v x



= . 

Rotatability 

Rotatability is another criterion that related to prediction variance. Unlike G-optimality, if the 

prediction variance is constant at all points which are the same distance from the centre of the 

design. Then this design is rotatable. For this specific experiment for TAs model, if all points 

locate on a ‘sphere’ has the same radius, the prediction variance of these points should be 

the same in order to meet the criterion of rotatability. It is important to notice that the rotatability 

relate to not only design but also model [140]. 

Recalling that the equation of prediction variance: 

𝑉𝑎𝑟(𝑦̂(𝑥)) = 𝜎2𝑥(𝑚)′ (𝑋′𝑋)
−1

𝑥(𝑚), 

from G-optimality section, it is shown that only 9 parameter 12 points uniform design is 
rotatable. 

 

For 9 parameter 12 points Icosahedron design: 

𝑉𝑎𝑟(𝑦̂(𝑥)) = 0.75𝜎2 

where all the points are located on the sphere andthe radius is 1g from the centre. Based on 

the same requirement, the rest of the designs proposed above do not match this criterion.  

The rotatability is important in this experiment, it represents that the prediction variance of 

different points is the same.  

We define another type of rotatability as space rotatability. In order to explain this space 

rotatability, we use 12 points Icosahedron design for 9 parameter model as an example. 

Recall the 12 points uniform experiment design, assume 𝑎 = √ 2

5+√5
, 𝑏 = 1+√5

√10+2√5
. 

We have D matrix 
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1 2 3

0
0
0
0

0
0
0
0

0
0
0
0

D
V V V

a b
a b
a b
a b

a b
a b
a b
a b
b a
b a
b a
b a

=  
 
 − −
 

− 
 −
 
 
 − − 
 −
 
− 
 
 
− − 
 −
 
 −
 
 

 

Define three rotate matrixes along three axes. 

 

1 0 0
0 cos sin
0 sin cos

x x

x x

Rx  

 

 
 = −
 
  

 

 

cos 0 sin
0 1 0

sin 0 cos

y y

z z

Ry
 

 

 
 =
 
 − 

 

 

cos sin 0
sin cos 0

0 0 1

x x

x x

x

Rz
 

 

− 
 =
 
  

 

Now D matrix after rotating 𝐷𝑛𝑒𝑤 is defined as: 

( )  1 2 3

TT
new new new newD Rx Ry Rz D V V V=    =

 

X matrix for 9 parameters model is: 

2 2 3
1 2 3 1 2 3 1 2 1 3 2 3        

T

r r r r r rX V V V V V V VV VV V V =    
It can be proved that the information matrix (𝑋𝑟𝑇𝑋𝑟)  is irrelevant with 𝜃𝑥, 𝜃𝑦  and 𝜃𝑧  which 

means the information matrix will not change. 

Actually, the Information Matrix (𝑋𝑟𝑇𝑋𝑟) is as follows: 
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4 0 0 0 0 0 0 0 0
0 4 0 0 0 0 0 0 0
0 0 4 0 0 0 0 0 0
0 0 0 2.4 0.8 0.8 0 0 0
0 0 0 0.8 2.4 0.8 0 0 0
0 0 0 0.8 0.8 2.4 0 0 0
0 0 0 0 0 0 0.8 0 0
0 0 0 0 0 0 0 0.8 0
0 0 0 0 0 0 0 0 0.8

T
r rX X =  

 
 
 
 
 
 
 
 
 
 
 
 
 
   

 
Based on the same theory, the above matrix indicates the space rotatability for other designs 

based on two different model. 

 
Table 5-10 Space Rotatability of experiments 

 
 6 parameter Model 9 Parameter Model 

14 Point CCD NO NO 

12 Point BBD NO NO 

12 Point ID NO YES 

 
This space rotatability is quite helpful during the data acquisition for calibration of Tri-axial 

sensors, especially, the Tri-axial Magnetometers (TM). It allows initial point to place in any 

position as long as all the 12 points at the end can construct an Icosahedron where the radius 

of its circumcircle is gravity or local magnetic field. 

When applying this result to the calibration of Tri-axial Accelerometers, it shows that in terms 

of parameter estimation accuracy, the initial situation of the sensor is not so important as long 

as the relative position during the calibration can match the proposed design points. 

5.3. Experiment Results and Discussion 

The equipment we use to pursue these plans is an IMU containing a tri-axial accelerometer. 

It has 10-bit fix resolution and will increase to 13 bits when g range at ±16𝑔while maintaining 

4mg/LSB scale factor. The key features appeared in the DATA sheet are summarized in Table 

5-11. 
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Table 5-11 Some significant specifications of Tas 

 
Parameter Min Typ Max Unit 

cross-axis  1   % 

sensitivity 

(2g range) 

230 256 282 LSB/g 

0g offset for X, Y -150 0 150 mg 

0g offset for Z -250 0 250 mg 

offset vs. temperature 

X, Y 

   mg/ C  

offset vs. temperature 

Z 

 1.2   mg/ C  

 

Based on the described experimental settings in last subsection, we tried to implement the 

designed CCD, BBD and Icosahedron design experimental plans. It is not supervising that the 

proposed plans cannot be fully implemented by using the imperfect experimental devices. We 

assessed the index D-efficiency as proposed in equation (1) in terms of D-optimality. This 

experiment includes design with different points. Recall Table 5-8, and use 2.52 × 10−4 as D-

optimal index for 6 parameter model and 6.5 × 10−8 as D-optimal index for 9 parameter model. 

Based on this, we compare the D-efficiency of pursued experiments. 

Table 5-12 D-efficiency of experiment based on ADXL345 
 

 6 parameter Model 9 Parameter Model 

14 Point CCD 93.20% 99.41% 

12 Point BBD 92.35% 99.31% 

12 Point ID 99.13% 101.78% 

 

In regarding to the comparison between the experiment value and the ideal value, one 

interesting phenomenon is that the D-efficiency of 9 parameters 12-point Icosahedron design 
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is larger than 100%. The reason of this phenomenon is that before calibration, the equation 

below, 

2 2 2
1 2 3y V V V= + + , 

is not exactly equals 1g. It is impossible that y is slightly larger or smaller than 1g even this 

data is collected from perfect points’ position. This slight difference will affect the information 

matrix. Subsequently, for this experiment, we should focus on the difference between D-

efficiency  and the value of this difference can be positive or negative. 

For parameter estimation, we apply the nonlinear least square approach proposed in [129-

130], the algorithm in [137-138] for 6-parameters model, and the extended this approach of 

[137-138] for 9-parameters model. If the experimental data is in required quality, no matter 

which approaches, in terms of testing Mean Square Error (MSE), both 6-parameters model 

and 9-parameters model can achieve desired calibration accuracy. The MSE before 

calibration is 0.0139 and Table 5-13 below indicates the MSE after calibration. 

Table 5-13  MSE Of Experiment based on ADXL345 
 

 6 parameter 
Model 

9 Parameter 
Model 

14 Point 
CCD 

0.001310 0.001201 

12 Point 
BBD 

0.001128 0.001112 

12 Point ID 0.00103 0.001234 

 
 

5.4. Summary 

This Section includes two parts. For the first part, we convert nonlinear TAs models into linear 

to simplify the equation. This is achieved via simplification and parameter substitution. For a 

linear model, least square method is applied to solve the unknown parameters. The second 

part, we investigate the experimental design of a new calibration approach for portable tri-axial 

accelerometers based on TAs models after linearization. Two experiment plans have been 

proposed according to Central Composite design and Box–Behnken design. Beside this, we 

have introduced a new scheme, Icosahedron design. Furthermore, Orthogonality, D-optimality, 

G-optimality and Rotatability have been compared for three proposed designs. We have 

proofed that Icosahedron Design is D-optimal, G-optimal and Rotatable for a specific model 
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that suitable for 9 parameters TAs model. The result shows that with a good design of 

experiment, MSE of TAs after calibration will decrease significantly which also proofed this 

linearization method is reliable and efficiency. We hope these proposed experimental plans 

can be accepted, tested, and improved by the researchers and users of wearable sensors.   
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6. Auto-Calibration of Tri-axial Magnetometers 

 
In this chapter, we will discuss the calibration and its associated experimental design scheme 

for the tri-axial magnetometers. For the widely used 6-parameter and 9-parameter models of 

tri-axial Magnetometers, based on experimental design for Tri-axial accelerometers discussed 

previously, we selected the 12-observation experiment scheme, i.e., the Icosahedron design, 

rather than BBD, CCD designs to reduce estimation error. As discussed before, this 

Icosahedron scheme is proved to be rotatable; before experiment, it is not necessary to 

estimate the direction of the magnetic field of the Earth, which is quite difficult in infield 

environment. For this 12-observation experiment scheme, a simple linearization approach is 

applied for the parameter estimation. This algorithm can be easily implemented in a micro-

controller with low computational capacity. We also proposed online recursive least square 

algorithms for both 6-parameter and 9-parameter models when fast calibration is needed. 

Experimental results showed the effectiveness of these calibration approach. It should be 

noted that the precision turntable is not required to ensure the desired calibration accuracy 

although these calibration methods utilize the projection of the local earth's magnetic field as 

a calibration input.   

6.1. Introduction 

For the monitoring of traffic inside a tunnel, even GPS may be inaccessible, an Inertial 

Measurement Unit can still predict the pitch and roll information by integrating the 

measurements of TA and Tri-axial Gyroscopes (TG), without error accumulated with time. 

However, in the absence of a GPS signal, if only inertial sensors (i.e., accelerometers and 

gyroscopes) are used, it is difficult to estimate the heading (i.e., the yawn angle) within 

acceptable accuracy. 

Magnetometers, commonly used as magnetic compasses, have been widely used to measure 

heading by sensing the Earth's magnetic field. The measurement error of the magnetometer 

does not accumulate over time compared to the gyroscope [145]. Therefore, Tri-axial 

Magnetometers (TMs) are often combined with the IMU to construct an attitude and heading 

reference system (AHRS). 

One of the first magnetic compasses was invented thousands of years ago [129]. With 

advances in integrated circuit (IC) manufacturing and MEMS sensor technology, TMs have 

been scaled down and embedded into traffic monitoring systems. Consequently, by integrated 

with MENS Inertial Measurement Unit (IMU), its use for mobile navigation [146], mobile 

health/exercise monitoring [131], and especially traffic control/monitoring [147], is popularizing. 
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Compared to the TA and TG, the TAs have a relatively low accuracy because the 

magnetometers outputs are polluted by broadband disturbance and noise, stochastic biases 

due to sensor deficiencies, and unwanted magnetic interference in the vicinity of the sensors 

[148]. An effective approach to reduce the unwanted magnetic interference (i.e., hard iron and 

soft iron biases [149]) is infield calibration. Several convenient methods have been offered 

[129][131][145-149]. However, one of the most popular methods is developed by using 

Ellipsoid Fitting [145]. In this section, we will apply the linearization approach introduced in the 

previous sections to develop new calibration algorithms for TM calibration.  

Furthermore, to ensure the calibration efficiency, we also discuss the optimal experimental 

design for TM. As far as we know, the only paper discussing the Experimental Design (DoE) 

for the auto-calibration of magnetometers is [133], which provided a first investigation of DoE 

of the auto-calibration for TM.  

On the other hand, there are many studies focusing on the experimental design of 

accelerometers, gyroscopes or IMU calibrations [134][150]. Because of its similarity to the 

calibration of a three-axis accelerometer, the experimental design of the magnetometer 

calibration can draw on the idea of a three-axis accelerometer.  

We have introduced our previous research results [134][150] for the auto-calibration of tri-axial 

accelerometers, in which effective linearization methods for both 6-parameter and 9-

parameter auto-calibration model were presented. We also showed before, the 12-observation 

experimental scheme (the Icosahedron scheme) is both G-optimal and rotatable. 

Because of the non-orthogonality and misalignment of the triaxial anisotropic magneto 

resistive sensor, as well as the unwanted magnetic interference, the 6-parameter model may 

not be sufficient to obtain the desired heading estimate. In this section, we will first examine 

the effectiveness of the 9-parameter model and its associated 12-observation icosahedral 

design to evaluate its suitability for calibrating TM through simulation and real time 

experimentation. 

The main reason for testing the suitability of 9-paramter model with 12-observation icosahedral 

design is the detection of the local magnetic field is much more difficult than that of the local 

gravity. For in-field calibration of TA, it is nearly impossible to realize the 12-observation 

Icosahedron design with reference to the local magnetic field. However, the 12-observation 

scheme is rotatable; we can still simply implement the Icosahedron scheme with reference to 

local gravity rather than the local magnetic field, and still ensure the G-optimality. This shows 

that this Icosahedron experimental scheme is especially suitable for the calibration the tri-axial 
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magnetometers. Even more, due to the rotate-ability, the single experimental scheme can 

simultaneously implement G-optimal calibrate for both TA and TM in an IMU, and at the same 

time it can give a relative accurate estimation of the inclination angle of magnetic field.  

We also investigated the calibration of TM by using 6-parameter model experimentally. At the 

same time, to implement fast infield calibration of TM, we also developed a recursive online 

calibration algorithm for 6-parameter TA model. Its efficiency has been experimentally 

demonstrated. 

This chapter is organized as follows. In section 6.2, the linearized TM model is introduced. In 

section 6.3, the 12-observation Icosahedron design is re-explored by using numerical analysis. 

In section 6.4, experimental results are presented. Section 6.5 concludes this chapter. 

6.2. TM model and its experimental design 

In this section, we introduce the TM model [133] for auto-calibration. Recently, more and more 

IMUs have been equipped with magnetometers for the AHRS system. For MEMS sensors, 

accelerometers and magnetometers have similar model structures. The only difference is that 

local gravity points to the centre of the earth, while the magnetic force of the local geomagnetic 

field is more horizontal. In this case, the auto-calibration method applied [152] to MEMS TAs 

should be also efficiency for that of the MEMS TMs. For a TA , define local magnetic field and 

the measured value as 13RrH  and 𝐇 𝐦 ∈ 𝑅3×1respectively. The typical mathematical model 

of magnetometer can then be expressed as: 

,nO)G(H=H mr ++                                      (1) 

 where G ∈ 𝑅3×3 is the matrix derived from es GG  . sG  is a diagonal matrix constructed by 

scale factors, eG  represents the error from soft iron and/or misalignment? 13RO  is the offset 

and n  is white noise? 

The calibration procedure assumes that the amplitude of local magnetic field 
2r ||H||  remains 

constants if the model coefficients are well calibrated. That is,   

,
=
=

2m

mTTm

mTm2r

nO)2nG(H
O)G(HGO)(H
n]O)[G(Hn]O)[G(H||H||

+++
++
++++

                                      (2) 

 The error distribution of the square norm is a combination of a Gaussian distribution and a 

chi-square distribution. When the variance of the Gaussian distribution is small compared to 
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the magnitude of the local magnetic field, the Gaussian distribution error in (2) dominates. In 

this case, the error of (2) can be considered as an approximate Gaussian distribution. We use 
  to denote the error in (2); based on (1) and (2), we have: 
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 where jiij GG = . The model parameters can be identified by minimizing the gap of the following 

term: 

 

‖𝐇𝐫‖2 − ℎ2                                                 (4) 

where h  is equal to “1”; it is regarded as the magnitude of local magnetic field. 

To this end, based on the experimental design theory, for (4), it is necessary for 
2r ||H|| ˆ

 to 

has minimum variance and the overall variance of 
2r ||H|| ˆ
 is uniform. To directly use 

classical DoE approach, it is necessary to linearize (3). As discussed for the DoE of TA, the 

second order polynomial again can be selected for experimental design [136-137]: 
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To linearize (3) into (5), we have to neglect some trivial terms first. Eq (3) can be expanded 
as follows:  
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                             (6) 

The off-diagonal elements of G  ( ijG ) for most commercial MEMS magnetometers are around 

0 to 5 percent of the diagonal elements of G  ( iiG ). The offset O  is around 0 to 5 percent of 

the magnitude of local magnetic field. Based on this fact, we neglect the terms which contain 
2
ijG  and 

2
iO first. Then, Eq (2) can be simplified as:  
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 where   is the neglected terms which will be recursively compensated later, and jiij GG = . 

By using substitution technique for (7) and define 9 new parameters as follows:  
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 By neglecting   in (7) first, (2) can then be simplified in the standard polynomial form as:  
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 where 
m

zyxh ,,  and 
2r ||H||  are re-writtens as 1,2,3x  and y respectively. For parameter estimation, 

the first requirement is to ensure the estimation is unbiased. Although the effect of neglecting 
  is minor, it is still required to compensate this effect to achieve unbiased estimation. We 

introduce the iterative method later. 

For the polynomial model in (9), G-optimal experiments can be applied to minimize the 

maximum variance of ŷ  [136]. That is the minimum maximum of (4) can be obtained. 

The standardized variance of predicted response, for G-optimal experimental design [136], 

can be reached  

                                          ( ) ( ) ( ) ( ) ( )( ) ,ˆv==, 2
1




xyarNxfMxfxd N
T

N
−  (10) 

 where )( NM   is the normalized information matrix [138], ( )xf T  is the row matrix of all 

possible values in experiment domain   from (9), and N is the number of runs. For model 9, 

( )xf T  is: 
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 and )( NM   is:  
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where X is the expected observations. Based on [136], as discussed in the TA section, if the 

maximum value of ( )Nxd ,  is equal to the number of unknown parameters, then this 

experimental design can reach G-optimality, i.e.,  

( ) ,=, pxdmax N                                      (13) 

p  is the number of parameters to be estimated. 

As discussed before, this G-optimal experimental design can be achieved by the 12-

observations design.  Again, defining 55
2=
+

a
 and 5210

51=
+

+b
, the Icosahedron design 

is then listed in Table 6-1 (or Table  6-5  three factors Icosahedron  design for Tri-axial 

accelerometer model). 

Table 6-1 12 observations Icosahedron experimental design for magnetometer 

   
Observation  

1x  2x  3x  

  1   0   a   b 

 2   0   -a   b 

 3   0   a   -b 

 4   0   -a   -b 

 5   a   b   0 

 6   -a   b   0 

 7   a   -b   0 

 8   -a   -b   0 

 9   b   0  -a 

 10   -b   0   -a 

 11   b   0   a 

 12   -b   0  a 
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 The G-optimality for (9) can be easily proved based on (10), (11) and (12), and the 

standardized variance for (9) based on the design in Table. 1 is:  
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 where the sum of )( 2
3

2
2

2
1 xxx ++  is the squared magnitude of local magnetic field. For the 

Earth's magnetic field, the magnetic force changes from 0.4T to 0.6T. For magnetometers, 

users typically use them to obtain yaw angles rather than magnetic forces. In this case, we 

can normalize the magnitude of the local magnetic field to "1h". So we have:  

  

( )
9,=
63=, +xdmax

                                                  (15) 

where the value of ( ),xdmax  is the same as the number of the parameters to be identified. 

As discussed before [151], this Icosahedron experimental design is G-optimal for (9). 

Another expected property is rotatability. If an experimental design is rotatable, then variance 

of predicted response ( ŷ ) in experimental domain   is only related to the distance between 

center point and observation points [140]. From (14) and (15), the value of ( ),xd  is only 

related to )( 2
3

2
2

2
1 xxx ++ , which is the squared distance between center point and experimental 

points. This clearly shows that the 12-observation design listed in Table6-1 is rotatable. 

For this design, it is both G-optimal and rotatable. These two characteristics indicate that the 

predicted response ( ŷ ) has the minimum maximin variance all over the domain  . 

This is not enough for the calibration of the magnetometer. Usually, an accelerometer is 

needed to determine the horizontal plane [145]. The direction of the magnetic field has an 

oblique angle to the horizontal plane. For the experiment in question, we have shown that it is 

spatially rotatable, indicating that only the relative direction/position is important for calibration. 

Compared to calibration such as [145], there is no need to care about the horizontal plane. To 

show this spatial rotatability, let's define three rotation matrices. We assume that the tilt angle 

between the magnetometer and the horizontal plane is yx  ,  and z . Then, the 

transformation matrices can be expressed as follows: 
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 . 

Similar to our proof of TA, in general, for any initial observation, the experimental design can 

maintain G-optimal as long as all 12 observations can be observed at the "relative" proposed 

point. Therefore, the misalignment error can be eliminated by the spatial rotatable 

characteristic. 

9=)())((=),( 1
)()(

)( xf
N
XXxfxd

newTnew
Tnew −

                   (16) 

This spatial rotatability provides great convenience for the calibration of the magnetometer. 

Especially suitable for users who want to calibrate the magnetometer directly without an 

accelerometer. 

6.3. Parameter Estimation and Numerical Analysis 

For experimental design, the optimum results can only be obtained in ideal situation. From 

Table 6-1, the relationship between the expected input and tilt angle of magnetometer is: 

In the case of experimental design, the best results can only be obtained under ideal 

conditions. From Table. 1, the relationship between the expected input of the magnetometer 

and the tilt angle is as follows: 

zyx
'

zyxh ,,,, cos=                     (17) 

 where zyxh ,,  is the expected input value in Table 6-1 
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Fig 6-1  The relationship between the expected value in the experimental design and the tilt 

angle of the magnetometer 

In the real world, when auto-calibration methods are used to calibrate unknown parameters, 

most users of traffic monitoring with an infield environment do not have advanced equipment 

to obtain precise tilt angles. For this calibration method, calibration can be handled using a 

simple platform with a suitable tilt angle. Denote the measured value as X
~

. We can estimate 

the recombined parameters set   by least square estimation: 

.~)~~(= 1 YXXX TT −         (23) 

With initial (0)~X  which is the measured value. According to the procedure, as shown in Figure 

6-2, we can use the iterative method to obtain a matrix representing the direction of the 

experimental scheme without scale factor error and offset.  

 

Fig. 6-2 The procedure of the iterative algorithm  
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Recursively, the estimation of the magnetic field   can be calculated as: 

 ).ˆ)ˆ)ˆˆ(ˆ(ˆ(ˆ=ˆ (1) (n)(2)(1)(1)(2)(n)r(n) OOOGGGH +++  X  (24) 

 

Fig. 6-3 Uncorrected error distribution  

 

Fig. 6-4 Calibrated error distribution 

 

 

 

 

 

 

 

 

Fig. 6-5 Estimation results of γ with 6-paramter 
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Fig. 6-6 Scale factor and Offset with 6-parameter 

From the simulation, it can be seen for most cases, the predicted r(n)H  will approach real value
H within only 3 iterations. To verify the performance of this method, performed 1000 Monte 

Carlo simulations. 

For TMs, the typical error of scale factor and bias are 5%  and 10% . It would cause a 

substantial variance for angle quantity. To obtain a reliable simulation, the parameters 

generation in Monte Carlo simulations are assumed as follows. The diagonal element of the 

scale factor ( iiG ) follows a uniform distribution 5%,5%)(−U , the off-diagonal element of the 

scale factor ( ijG )  follows 1%,1%)(−U  and the offset ( iiO ) follows 10%,10%)(−U .  

For each simulation, parameters will be generated according to the above instructions. In the 

real world, users who use our methods are less likely to access high-precision devices. As 

noted above, for this calibration method, a platform with a certain slope is sufficient for this 

calibration. Using the estimated scale factor and offset, we randomly generate another 100 

observations on the sphere. The radius of the sphere is the magnitude of the local magnetic 
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field (here we use h1  for the local magnetic field). In simulation, the noise level is at 
5)0.005,0.00(−U h . Statistical results for 500 Monte Carlo simulations are provided for the 

distributed distribution of the magnetometers before and after calibration. 

Figures 6-3 and 6-4 show the performance of our calibration method, MSE decreases around 
410−  to 310− . 

6.4. Experimental verifications 

A recently developed μ-IMU which including a 9-axis motion tracking chips has been applied 

to verify the proposed calibration approach. 

The calibration results of both 6-parameter and 9-parameter models are displayed from Figure 

6-5 to Figure 6-10. It can be seen that this method can converge and the estimated results of 

TM has been greatly improved after calibration from the aspects of magnitude of the magnetic. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6-7 Parameter before and after calibration 
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Fig. 6-8 Estimation results of γ with 9-paramter 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6-9 Scale factor and Offset with 9-parameter 
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Fig. 6-10 Parameter before and after calibration 

Based on the identified TA and TM models, we calculated the angle between the local gravity 

and local magnetic field, the closest angle of 12 points to the real inclination 64° 18' is 66° 54’. 

It is indicated that the angle can be estimated with desired accuracy (the mean relative error 

of 12 points is 0.1162).  

6.5. Summary 

 This chapter investigates an experimental design for the automatic calibration of 

magnetometers for the 6-parameter and 9-parameter models of MEMS TMs. An iterative 

algorithm is used to solve unknown parameters during calibration. Based on the results of the 

1000 Monte Carlo simulation, the measurement error of the TM after calibration was 

significantly reduced. The experimental results also show the effectiveness of the proposed 

approach. 

We hope this calibration method and iterative algorithm can provide the user with an easier 

way to improve the accuracy of the TM and at the same time improve the performance of the 

AHRS magnetometer. 
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7. The Research of Urban Rail Transit Sectional Passenger Flow 
Prediction Method  

7.1. Introduction 

In recent years, the domestic urban rail transit is under rapidly development, for instance, a 

complex road network structure, high passenger demand growth and others will come into the 

future network of urban rail transit in Beijing. Hence whatever in planning, construction or 

operation stage, the close control and forecast of the passenger flow is inseparable. One of 

the very important parts for the sectional passenger flow is the short-term forecast which is 

what traffic sequence is going to happen in short team. On the other way, typical time series 

with long temporal dependence will be long term forecast. And meanwhile, it is also very 

necessary for the research of forecasting methods. The study on short-term sectional 

passenger flow forecasting methods will be shown by this text based on the investigation on 

the Beijing subway Line 2. 

7.2.  Overview of Sectional Passenger Flow 

The passenger flow volume in a particular place of the subway line at a unit time is referred 

by the sectional passenger flow. An essential element of forecasting is the prediction on 

sectional passenger flow. The premise of traffic organization for smoothly working is to grasp 

the present situation and changes of the passenger flow. It is greatly significant to manage 

and control, set reasonable operation scheduling plan and track the Quality of Services. 

It is indispensable for the analysis of passenger flow in forecasting. It could be seen that 

bimodal pattern in a day time is belonged to the passenger flow of Beijing subway Line 2 and 

the weekend passenger flow is greater than usual by combining with the passenger flow 

features of Beijing subway Line 2. And holidays, weather conditions, season, emergencies 

and many other factors [153-156] can affect passenger flow as well. 

7.3. Research of the Forecasting Methods  

7.3.1. Short-Term Passenger Flow Forecasting Methods 

In the short-term passenger flow forecasting, methods[157-160] are commonly used for 

forecasting includes: 

• Research on traditional algorithms, such as regression method, time series and so on, 

concentrates on the law of the passenger flow sequence itself. 
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• Modern algorithms, such as genetic algorithms, neural networks. 

• Combinational algorithms combining traditional methods with modern algorithms. 

Among them, the artificial neural network, indexed as neural networks, is on the basis of 

physiological changes in the brain. It can stimulate the brain’s structure and function, so it is a 

computer-realized information processing system.  

 

Fig. 7-1 Schematic diagram of BP neural network 

7.3.2. Sample Analysis and Data Selection 

The collected raw data is from 1 March 2014 to 31 March 2014, of which the daily passenger 

flow volume is from 6 am to 23 pm every 30 minutes of each section of Beijing subway Line 

2. Enough samples, representative and uniform distributions are required by reasonable 

sample selection, hence the characteristics of sectional passenger flow must be analysed 

firstly before undergoing passenger flow forecasting. 

Because of the prominence of Monday morning rush hour and Friday evening peak compared 

with other periods, four parts including Monday, Tuesday to Thursday, Friday, weekends, 

divides one week. Due to the large passenger flow and Fuxingmen being a transfer station, 

the section of Fuxingmen to Fuchengmen of Beijing Subway Line 2 is selected and studied by 

this thesis. The use of the data between Tuesday and Thursday morning peak hours (6 am to 

10 am, down line) brings some representations on this prediction. The selected data will be 

normalized before training for ensuring that the sample is reasonable. 
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7.3.3. BP Neural Network 

BP neural network, the full name of which is Back-Propagation neural network, is a learning 

algorithm developed by McClelland, Rumelhart, in 1986. Currently, vast majority neural 

network models using BP methods, or its variants are widely taken in practical applications 

[161][162]. The schematic diagram of BP neural network is presented in Figure 7-1. 

This type of network usually includes three parts: input layer, hidden layer and output layer. 

Different sectional passenger flow is represented by p nodes contained in input layer. Forecast 

sectional flow is represented by Y in output layer. The actual situation will determine the 

number of hidden layer nodes. 

Accurate forecast is based on suitable network structure. And some conclusions can be made 

by a large number of experiments: s-shaped tangent function tansig is taken by the transfer 

function of hidden layer; s-shaped logarithmic function logsig is adopted by output unit, 

gradient descending, which trains dx when considering BP neural network, is adopted by 

training function. After largely repeated studies and trainings, the parameters can be adjusted 

and reasonable mapping relationship between input and output can also be set up. 

7.4.  The Instance of Predicting Sectional Passenger Flow 

Based on the features of sectional passenger flow, its prediction problems of urban rail transit 

are studied in this chapter by taking advantages of BP neural network model and MATLAB 

neural network toolbox for the stimulation of schemes. 

7.4.1. Solutions Design of Sectional Passenger Flow Forecast 

Each section, the passenger flow volume of which is intrinsically linked with the near time of 

it, is one part of the network; This leads to the essential link between the passenger flow 

volume of the section and its near section. A large amount of external factors including 

weekend, holidays, weather, season, can influence sectional passenger flow. Hence the 

prediction accuracy can be increased by taking these factors into consideration [163-166]. 

Sectional passenger flow will be predicted by the use of the following three scenarios which is 

shown in Table 7-1, and BP neural network is applied in these methods.  

The previous three periods and the current period can be viewed as input vectors, and the 

next period of the sectional passenger flow can be forecast based on them. 
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Table 7-1. Solutions design of sectional passenger flow forecast. 

Type of prediction  Solution Description  

On the basis of the 

relevant time 

Predict the sectional passenger flow of the T + 1 time period by 

using passenger  

flow of researched section of the T time period and previous 30 

minutes time period  

On the basis of the 

relevant section 

Predict the sectional passenger flow of the T + 1 time period by 

using passenger 

flow of researched section, the relevant section of the T time period 

and previous 30 minutes time period  

Consider other factors 

Predict the sectional passenger flow of the next day by using the 

sectional passenger 

flow of the previous day and influenced factors (holidays, weather, 

season) of the next day  

 

On this condition, as the structure shown in Figure 7-2, the network is four-dimensional 

input, one-dimensional output. 
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Fig. 7-2 Network structure diagram 

In order to be consistent with the method selected based on 7.1, 52 sample pairs are obtained, 

70% of which are treated as training samples for forming the network, 15% of which are set 

as the validation sample, and 15% of which are viewed as the test samples. 

Resultantly, Figure 7-3 shows the curve of the error performance, the relationship between 

the predicted value and the true value is shown in Figure 7-4. As it can be seen from the actual 

and predicted value of the curve, the predicted results are almost the same as the actual one, 

which proves that the future trend of sectional passenger flow can be well predicted by the 

scheme. 
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Fig. 7-3 Predicting outcomes 

 

 

Fig. 7-4 Predicting outcomes 
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Fig. 7-5 Predicting outcomes 

 

 

Fig. 7-6 Predicting outcomes 
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Fig. 7-7 Predicting outcomes 

 

 

Fig. 7-8 Predicting outcomes 



 

104 
 

Due to the strong correlation between the sectional passenger flow of Fuxingmen to 

Fuchengmen and its adjacent sections, the next time passenger volume of Fuxingmen to 

Fuchengmen section can be predicted by the input vectors composed of four sections 

including section of Fuxingmen transfer station, Changchunjie to Fuxingmen, Fuxingmen to 

Fuchengmen, Xuanwumennei to Chang- chunjie current period passenger volume and the 

section of Fuxingmennei to Fuchengmen in front of three periods. 

 Consequently, the error performance curve is displayed in Figure 7-5, while the relationship 

between the predicted and the true value is presented in Figure 7-6. As it is clearly shown, the 

predicted results are consistent with the actual value so that the fact the future trend of 

sectional passenger flow can be predicted by the scheme can be proved. 

The prediction accuracy can also be improved by the introduction of external factors which 

includes weekends, holidays, weather conditions, season, and other unexpected events. The 

factors of weather conditions and weekends are considered by this thesis. In this case, 

weekend is defined as 1, with weekday as 0, sunny weather as 0, overcast sky as 0.5 and rain 

and snow as 1. 

As a result, the error performance curve is displayed in Figure 7-7, while the relationship 

between the predicted and the true value is presented in Figure 7-8. As it is clearly shown, the 

predicted results are consistent with the actual one, and the fact that the future trend of 

sectional passenger flow can be predicted by the scheme can be proved. 

The above three schemes shown in Figures. 7-4, 7-6 and 7-8 all revealed the relations 

between the actual section flow and the predicted one. Hence section flow can be forecast by 

the method. 

The results selected from 8:00 to 10:00 on March 7th of three schemes for comparison is 

shown in Table 7-2. 

Based on the data above, a higher precision can be obtained when using the relevant section 

data than only using the relevant time. And error can be made smaller when considering other 

external factors. 
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Table 7-2. The comparison results of three schemes 

 

7.5.  Summary 

BP neural network and the features of sectional passenger flow are combined to predict, the 

results of which show that the three schemes are all feasible. Collected historical data is used 

in this thesis. However if Recurrent neural networks was involved with the deep learning a 

better prediction results can be obtained because recurrent networks are neural networks with 

backward connections[167-171]. They are dynamical systems with temporal state 

representations.  

 



 

106 
 

8. Summary and Prospect 

8.1. Conclusions  

In this thesis, the research work concentrates on the development of synthetic acquisition 

method of traffic flow based on multi-functional geomagnetic sensor and Auto-Calibration of 

Tri-axial Accelerometers and Magnetometers as well as the urban railway sectional passenger 

flow prediction. 

Firstly, the method of multi-parameter comprehensive acquisition of traffic information based 

on MFGS is studied chapter 3. The algorithms of DWVDA, SVDA and ADWVDA are used to 

solve the fast and accurate vehicle detection under different application conditions. On this 

basis, it can realize the comprehensive acquisition of traffic flow parameters such as traffic, 

speed, occupancy, vehicle existence, vehicle stop, headway and so on based on single MFGS, 

The research of microcosmic layer provides TIASN network with abundant functions, wireless 

networking and long-life detection nodes. 

In Chapter 4, the TIASN topology optimization and network construction method in multi-lane, 

multi-section or intersection traffic information acquisition are studied. By analysing the 

particularity of TIASN network, the hierarchical architecture and node functions of TIASN are 

given. The network topology and the communication topology optimization are implemented 

to ensure the economy of TIASN network deployment and the high efficiency of information 

transmission. The TIASN node semantic coding method developed in this thesis is expected 

to promote traffic information sharing and TIASN. 

In Chapter 5, the calibration of the tri-axial accelerometers (TAs) in a micro Inertial 

Measurement Unit (μ-IMU) is investigated. Two experimental schemes based on the Central 

Composite design (CCD) and Box–Behnken design（BBD）are developed. We also 

compared them with the Icosahedron design proposed by our previous study whose optimality 

and relatability have been proved. Furthermore, we introduce some indices to assess the 

quality of each individual experiment in terms of desired experimental characteristics, such as 

orthogonality, D-optimality, and G-optimality. Finally, the proposed experimental schemes 

have been applied for the auto calibration of a recently developed μ-IMU which includes a 9-

axis motion tracking chips. Both 6-paramter and 9-parammeter models have been applied for 

the auto-calibration of the TAs inside of μ-IMU. It is concluded that both models can achieve 

similar accuracy if the experimental data utilized for the estimation of the coefficient of the 

models can reach the required level of quality in terms of one of the proposed quality index. 
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In Chapter 6, we applied the Icosahedron design for the calibration of TM for both 6-parameter 

and 9-parameter models. Secondly, we proposed a method to simultaneously identify both 

the TA and TM 9-parameter models with certain optimality. Thirdly, based on the identified TA 

and TM models the angle between the local gravity and local magnetic field can be estimated 

with relative accuracy. 

In Chapter 7, short-term sectional passenger flow forecasting methods are discussed using 

BP neural network. Furthermore, the method for instance of predicting sectional passenger 

flow is described. It is found that  a better prediction results can be obtained if neural network 

with station control system is introduced to make real-time training and on-line prediction. 

8.2. Research Outlook 

It is a complex system engineering, which involves traffic engineering, electronic technology, 

data communication, intelligent algorithm, network optimization, signal processing and so on. 

In this thesis, although in the road traffic information acquisition sensor network, the road traffic 

information acquisition sensor network technology is in the ascendant, technical aspects of 

the work done to obtain a certain degree of research results, there are related issues and 

methods to be further studied and expanded, specifically in the following areas: 

(1) Multi-sensor node-based cross-section traffic information multi-parameter acquisition and 

field test. In this thesis, we study the traffic information acquisition of single sensor node, which 

proves the validity of the MFGS node to obtain real-time road traffic information. It forms the 

foundation of TIASN network. Next, we need to extend the application range of MFGS node. 

In addition, according to the different traffic flow information of MFGS detection, a variety of 

application scenarios of TIASN based on MFGS are expanded and realized, such as large-

scale parking management, large-scale traffic flow investigation, self-test of self- Adapt to 

traffic control, real-time traffic guidance, traffic incident identification. 

(2) Multi-vehicle waveform acquisition and verification based on the geomagnetic sensor 

nodes. In this thesis, an on-line recognition algorithm based on time-frequency domain is 

proposed and tested in the field to prove the effectiveness of the method. Due to the limitations 

of on-site data acquisition and the complexity of video data calibration, only car and bus are 

used as the basic data. In order to meet the needs of the field application, the vehicle 

classification data acquired in this thesis are collected and calibrated on the basis of the field 

test to further validate the vehicle classification method proposed in this thesis. 

 (3) To achieve multi-type detection node integrated access hybrid TIASN network 

optimization. In this thesis, we focus on the physical topology and communication topology 
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optimization of TIASN as the detection node of MFGS nodes. In order to realize the 

comprehensive access of ED nodes in hybrid networks, it is becoming more and more 

common in traffic information acquisition system. The next step is to apply the method 

proposed in this thesis. To the physical topology of hybrid networks and communication 

topology optimization development, in order to improve the adaptability of this method. 

(4) BP neural network and the features of sectional passenger flow are combined to predict, 

the results of which show that the three schemes are all feasible. Collected historical data is 

used in this thesis. Moreover, a better prediction results can be obtained if neural network with 

station control system is introduced to make real-time training and on-line prediction. 

With the rapid development of CCTV surveillance technology, it makes head counting over 

video camera much easier and more accurate. In the future the CCTV system can provide 

every solid real-time data as training input and the prediction source. As the facing recognition 

system become more advanced, it helps not only count the head also identify the passengers 

going into the station as well as their route. It definitely creates large database of the people’s 

movement history and with the analysis of these data it will show regular movement of majority 

of people. It also helps data matching and makes on-line prediction more practical. 
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