HOW DO ANALYSTS FORECAST
EARNINGS?

ABSTRACT: This paper examines the question of how analysscést earnings.
We examine the determinants of analysts’ foreca$t®oth short and long run
earnings. The paper is motivated by the importari@nalyst forecasts as proxies for
expected earnings, which is accompanied by a |bg@ture on the properties of
analysts’ forecastrrors but limited evidence on the first order effect—hanalysts
produce the earnings forecasts. There is an implssiumption permeating the analyst
forecast literature that analysts use the fundamheanbalysis based forecasting
frameworks laid out in the leading business vatuatiexts. These forecasting
frameworks evaluate a firm’s future prospects mmte of sets of factors relating to
the firm’s industry, strategy, and financial infation. Prior studies generally assume
the analysts use this business analysis framewaorfofecasting. The contribution of
this study is to explicitly test this propositioRor 28,261, 21,051 and 25,053 US
firm-year observations for analysts’ 1 and 2 ydagaal forecasts and long run EPS
forecasts, our key findings suggest that analysthi@ on historical EPS to forecast
short and long run EPS consistent with the recongiagmns in the business analysis
frameworks. However, inconsistent with the recomdeseh fundamental analysis
frameworks, our results suggest that analysts hisdarecasting framework only in
the long run, to obtain a long-run growth rate ppl§ to the historical EPS reported
by management. Overall, the results suggest thalysis believe their best EPS
forecast is the current historical EPS reportediapagement.
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strategy variables.
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1. Introduction

This paper examines the question of how analysecést short run and long run
earnings. Specifically, the objectives of this pagre twofold. The first objective is to
provide evidence on whether analysts use the “&stang framework” laid out in
leading business analysis textbooks to forecastiregs (e.g., Lundholm and Sloan
2004; Koller et. al. 2006; Penman 2007; Palepu ldedly 2004). The forecasting
frameworks evaluate a firm’s future prospects mmte of sets of factors relating to
the firm’s industry, strategy, and financial infaxtion. The second objective is to
provide evidence on whether analysts’ forecastrerane associated with departures
from the forecasting framework.

The paper is motivated by the importance of analgstcasts as proxies for
expected earnings, which is accompanied by a l|bg@ture on the properties of
analysts’ forecastrrors but limited evidence on the first order effect—hanalysts
produce their earnings forecasffhe analyst forecast literature focuses on the sfet
financial information and types of valuation modetsployed by analysts, and on the
determinants of the analysts forecast erfofEhere is an implicit assumption
permeating the analyst forecast literature thatyateause the fundamental analysis
based forecasting frameworks laid out in leadingifmess valuation texts. These
forecasting frameworks evaluate a firm’s futuregmpects in terms of sets of factors

relating to the firm’s industry, strategy, and faéal information. Prior studies

! See Schipper (1991), Brown (1993) and RamnatH.€2@08) for reviews of the forecast literature.

2 Prior studies examine the association between sinfilyecast errors and past stock returns (Lys and
Sohn 1990; Abarbanell 1991); past earnings perfocmaDeBondt and Thaler 1990; Mendenhall
1991; Abarbanell and Bernard 1992); analyst foremassions (Elliot et. al. 1995); past sales ghiowt
and book to price ratio (Frankel and Lee 1998);t amlyst forecast errors (Easterwood and Nutt
1999); total accruals (Bradshaw et al. 2001); crafogovernance (Bhat et. al. 2006); audit quality
(Behn et. al. 2008); corporate financing (Bradstewal. 2006) and corporate disclosures (Lys and
Sohn 1990). Surveys suggests analysts use lesstoatied valuation models than would be expected
given the valuation technologies now available.(6Bgadshaw 2002; Demirakos et. al. 2004; Asquith
et. al. 2005; Imam et. al. 2008). The evidence ssgggcommonly used models include earnings
multiples and dividend yield (e.g., Arnold and Mmiz1984; Pike et. al. 1993; Barker 1999a, 1999b;
Block 1999; Liu et. al. 2002; Imam et. al. 2008).



generally assume the analysts use these businalgsiarframeworks for forecasting.
The contribution of this study is to explicitly teakis proposition.

To address this issue, we first identify the fosticey framework from the major
business analysis text books used in business Ischand second, relate this
information to the IBES 1 and 2 year ahead EPX&mts, long run (3-5 year ahead)
forecasts, and EPS growth measures. The forecdstimgwork includes four sets of
information: (1) current historical EPS; (2) indyst(3) firm-specific strategy; and (4)
financial information. The results are based on@amof 28,261, 21,051 and 25,053
US firm-year observations for 1 year ahead, 2 yahesd and long run analysts’ EPS
forecasts and EPS growth rates, respectively. @hgke covers the period 1985 to
2001 and analyst EPS forecasts up to and incluzog.

We find for all the EPS forecasts, 1 and 2 yearadlend long run EPS, that the
primary forecasting information impounded in antdy&PS forecasts is the current
historical EPS reported in the income statementhigyfirms’ managers. Historical
EPS explains 39 percent of the 1 year ahead ERSdst; 51 percent of the 2 year
ahead EPS forecast, and 85 percent of the londorecast (an implied EPS backed
out of the long run EPS growth rates provided b3 However, the results suggest
that the forecasting framework, comprising the stdy strategy, and financial
information, has limited explanatory power for theyear ahead forecasted EPS (1
percent), 2 year ahead forecasted EPS (11 pereaat)ong run implied EPS forecast
(3 percent). Additional tests are conducted faarage of factors that might be omitted
forecasting framework variables but we find that katter, limited explanatory power
result for the forecasting framework is robust.

We next focus our tests on the EPS growth ratecémts. These tests provide

additional insights on the determinants of the ystal EPS forecasts. The results



suggest that the analysts anchor on historic EP&texd in the income statement and
only use the forecasting framework for the purpobestimating a growth rate to
apply to the historical EPS number provided by ngen@ent. The explanatory power
of the forecasting framework, for the analysts'eftasted EP8rowth rate, increases
as the forecast horizon increases. Finally, tedéding to the analysts’ forecastors
suggest that these EPS forecast errors are sigmilfycassociated with the forecasting
framework: 9.4 percent explanatory power for 1 yalaead EPS forecast errors, 11
percent explanatory power for 2 year ahead EPScdsteerrors, and 28 percent
explanatory power for the long run (implied) EPSefast errors. Hence, this
evidence confirms the relevance of the forecastimagnework and suggests that
departures from this forecasting framework are iBgantly associated with the
absolute size of the analyst EPS forecast errors.

This paper makes a significant contribution to #&malyst forecast literature by
providing evidence on the determinants of the ataBhort and long run EPS
forecasts. Specifically, the paper tests the maietahypothesis that the forecasting
framework, provided by the major business analiesitbooks, and used in business
schools, is used by analysts to obtain their ER&ctsts. The results are consistent
with analysts following the recommendation in thesdbooks to anchor on historical
earnings. However, the results suggest that thecésting framework advocated in
the textbooks plays a much smaller role in theyatsil forecasts than the maintained
hypothesis would suggest; and that departures thenframework are significantly
associated with the size of the analysts’ EPS &mteerrors. Hence, the results from
this paper suggest that analysts could potentiaprove their accuracy, particularly,

the long run EPS forecast accuracy by refinemdniseir forecasting framework.



Our evidence is consistent with the findings of ltasra, Harvey and Rajgopal
(2005) who report that management guidance of ah&lyS forecasts is an important
US phenomenon. They find that US corporate managepsrt historical EPS
numbers that are “engineered” to facilitate thelystg ability to forecast accurate
EPS forecasts for 1 and 2 year ahead forecastdmstizGuiding analysts is so
important that the managers indicate they are mgllio take economic actions to
achieve this goal even though these actions maynagtmize the long term value of
their firm. Our results are consistent with managenproviding strong EPS guidance
to analysts. This latter practice explains why gsisl can obtain their 1 and 2 year
ahead EPS forecasts primarily by anchoring on theent historical EPS reported by
managers. In the short run, analysts do not neassé¢othe forecasting framework
because they cannot do better than the actual ER®ers provided by management.
Management guidance also suggests why the foragdsimework explains more of
the long run EPS forecast errors compared to tladysiis short run EPS forecast
errors: i.e., a failure to apply the forecasting framekvonly affects the long run EPS
forecasts because it is only in the long run that current actual EPS provided by
managers is unable to impound longer run changéseifirm’s production function.
Our evidence is consistent with analysts forecgdRS as if EPS follows a random
walk, a distributional property which has been doeunted by several prior studies
(e.g., Ball and Watts 1972; Albrecht et. al., 19Watts and Leftwich 1977; Brown
1993).

The remainder of this paper is organised as follo8esction 2 develops the
theory and hypotheses. Sample and research desigetout in Section 3. Section 4
provides the results and additional tests, andladimg comments are provided in

Section 5.



2. Theory and Hypothesis Development

Business analysis and valuation textbooks useduginbss schools provide the
building blocks for forecasting the financial statnts and future earnings and cash
flows (e.g. Lundholm and Sloan 2004; Penman 20@iteK et. al., 2006; Palepu and
Healy 2007). These authors all take an approadhethaloys information relating to
the firm’s economic fundamentals along with an wgsial of the firm’s financial
information. The resulting forecasting frameworkslude four sets of information

relating to current historical earnings, indusstyategy, and financial information.

The maintained hypothesis is that analysts empiegé forecasting frameworks
to obtain their earnings forecasts and the otheantial statement numbers.
Ultimately, the forecasted income statement, céshsf and balance sheet data are
inputs to the analysts’ valuation models. Howetleg,analysts’ earnings forecasts are
widely used for other purposes such as a proxyefqrected earnings. A large
literature examines the accuracy of the analystciasts focusing on the difference
between the actual reported earnings and the asecagsensus number forecasted
by the analysts. However, very little research eras the determinants of the
forecasted earnings numbers and the nature anctsfié these determinants on the

forecast accu racy.

This paper addresses this gap in the literature. B&gn by developing the
forecasting framework by reference to the relevdatature and business analysis

and valuation textbooks.

2.1 The Forecasting Framework

Business analysis frameworks adopt a “top-down’taggh to analyzing the firm

starting with the wider economy (Narayanan and F&@91). Most domestic firms



have direct exposure to the wider economy throumgir tcapital markets, product
markets, input markets, and foreign operationsnBEirens without direct exposure to
global markets are sensitive to changes in theafjlebonomy due to wider conditions
affecting their domestic economy. Analysts are selyito study the current state of
the wider economy and the consensus among expdeotg avhere the economy is
headed. In particular, analysts are aware of egdestonomic growth rates, political
risks and currency risks, within each of the caestrthe firm operates in. These

factors can vary widely across countries (NarayarahFahey 2001).

After analysts have studied the wider economy, nedfirm’s exposure to the
particular countries, the analysts move on to awrdihe implications of the domestic
economy for the firm and industry under evaluatjdarayanan and Fahey 2001). In
particular, analysts are advised to assess therdwstate and future prospects of a few
key macroeconomic indicators including gross dormogsbduct (GDP), interest rates,
inflation, foreign exchange rates, oil prices, atigder key commodity prices, hedging
and trends within the economy’s business cycle. Wider economic environment is
systematic to all firms at a given point in timea(@enter and Fredrickson 2001,

Narayanan and Fahey 2001).
2.1.1 Current Historical EPS

Forecasting of financial statement information &mndire expected earnings and
cash flows is anchored on current historical egsirEarnings have been shown to
follow a random walk with drift which suggests tlatrent historical earnings are the
best estimate of next year’s earnings (e.g., Ball\Watts 1972; Albrecht et. al., 1977,
Watts and Leftwich 1977; Brown 1993). This timeisgrbehaviour of earnings is
reflected in the fact that the components of e@sinsales and the cost of sales and

the sales, general and administration expensesarandogenous function of the



firm’s production function. That is, these itemg ail jointly determined and related
in a predictable way. Hence, the current historeahings usually serve as a useful
starting point for evaluating the firm's future eengs potential (e.g., Palepu and

Healy 2008, 6-5).
2.2.2 Industry Information

Before considering the details of a particular fiitms important for analysts to
understand the firm’s industry (Grant 2005). Fiemtalysts need to understand the
firm’s industry sensitivity to key economic factargcluding the GDP growth rate,
interest rates, inflation rates, labour costs aherofactors. The GDP growth rate is a
key driver of profitability across all industrieslowever, some industries are more
sensitive than others as a result of differentlkeeé operating leverage or sensitivity

to consumer spending (Hawawini et al. 2003).

Second, analysts need to understand how the iydojgérates and what the key
industry metrics are (Hofer and Schendel 1977). ikdustries metrics help diagnose
the health of the industry and firms within it. Beemetrics vary widely between
industries based on the nature of the industry.dxample, the price of oil is a key

metric for the oil and gas industry but not for emi-conductor industry.

Last, analysts need to understand the level ofsimgdicompetition. An industry’s
average profit potential is influenced by the degm rivalry among existing
competitors, the threat of new entrants, the aldita of substitute products and the
bargaining power of both suppliers and customemst@P 2004). Less competitive
forces mean abnormal levels of industry profitapikire easier to sustain. Further,
analysts need to consider the impact of regulabmgies charged with promoting

competition within industries (Klapper et al. 2006)



This paper examines analysts’ use of industry médron using industry dummy
variables based on primary GICS codes. Each ingdugtries in terms of how it

affects a firm’s future performance (Hawawini et2003).
2.1.3 Strategy Information

Firm profitability is not solely a function of indtry profitability. Firms need to
develop strategies to sustain competitive advanfggeman and Helfat 2001). Firm
strategy varies widely across firms within the sanaiistry including cost leadership,
product differentiation and niche strategies (Ro2@04). Analysts need to identity a
firm’s intended strategy, assess whether the fiosspsses the competencies required
to execute the strategy and recognise the key tiekfirm must guard against (Hitt et
al. 2005). The sustainability of the firm strategyst also be considered (Rumelt

1984; Grant 2005).

This paper examines one aspect of firm strateglyridates specifically to firm
investment choice. Consistent with Narin (1999) Bfatolcsy and Wyatt (2008), this
paper uses proxies for information about a firmismary technology area of
investmenit, which we call technology condition variables. $aeariables proxy for
the type of investment firms are undertaking (soéelinkage); how successful these
investments are (technology strength); and how lbtakes for these investments to
begin generating earnings (technology cycle tim&ese variables are described in

the data and research design.

Matolcsy and Wyatt (2008) argue that greater sedmkage will help protect

future earnings from appropriation by rival firmgiven the greater complexity

3 Technology areas of investment are based on a ifimaphersion of the Intellectual Property

Classification (IPC) produced by the World Intetled Property Organisation (WIPO). This system is
adopted by CHI Research from whose databases wtaned our technology condition variables
from. The IPC system is used by CHI because iahaadustry orientation.



involved with these investments, compared to thess related to science. Hence, a
positive association between science linkage aatlysts’ forecasts is expected. The
paper also argues that greater technology strangtbases the likelihood that these
investments will generate future earnings, giver therformance of similar
investments in the past. Hence, a positive associdtetween technology strength
and analysts’ forecasts is expected. Furthermoigply and Wyatt (2008) argue
that shorter technology cycle times reduce the maicgdy surrounding an
investment’s exposure to external shocks and apptam by rival firms. Hence, a
negative association between technology cycle tenmé analysts’ forecasts is

expected.
2.1.4 Historical Financial Information

Analysts are expected to apply financial analysis assess a firm’s past
performance. Further, financial analysis will assaalysts in determining the
plausibility of their future earnings forecasts.idt important to evaluate financial
information in the context of changes in the unged operations and strategies of

the firm.

Financial analysis is based on ratio analysis. irislves assessing how various
line items in a firm’s financial statements reledene another. Hence, this paper tests
variables relating to past earnings performance B(iddt and Thaler 1990;
Mendenhall 1991; Abarbanell and Bernard 1992), btwokrice ratio (Frankel and
Lee 1998) and net capital expenditures. Net capgtglenditures are expected to

provide analysts with useful information about feteconomic benefifs.

* We conduct additional tests on limited sub-samplgiag two additional financial variables: past 5
years sales growth (Frankel and Lee 1998) andrr@mimet operating assets (being a key profitgbilit
ratio that we expect analysts to consider, consistéth Lundholm and Sloan (2004), Koller et al.
(2006), Penman (2007) and Palepu et al. (2007)).
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A number of studies report that earnings are mewerting in the short run, with
large increases followed by subsequent decreasgsviae versa (e.g. Fama and
French 2000). Hence, past earnings performancepiscéed to be negatively related
to analysts’ short run earnings forecasts. Howewdr,other things being equal,
analysts are expected to consider trends in pasinga performance as indications of
a firm’s long run earnings potential. Hence, pashmgs performance is expected to
be positively related to analysts’ long run earsifigrecasts. Book to price ratio is
expected to be negatively associated with analfstsetasts, as a lower book to price
ratio represents positive market perceptions of fualue. On the other hand, whilst
net capital expenditures represent future econdieitefits, it may lead to higher
depreciation expenses in the short run, all othergs being equal. Therefore, this
paper predicts a negative association betweenapstat expenditures and analysts’

forecasts in the short run, but a positive relairothe long run.
2.2 Drivers of Analysts’ Forecast Errors

The literature extensively documents the existenteforecast errors and
generally examines properties of these errors. KHewehese studies tend to focus on
analysts’ use of only part of the forecasting framek, typically specific financial
information. For example, studies have examineda@aBons between analysts’
forecast errors and past stock returns (Lys anch S®&90; Abarbanell 1991); past
earnings performance (DeBondt and Thaler 1990; Mehdll 1991; Abarbanell and
Bernard 1992); analyst forecast revisions (Ellioak 1995); past sales growth and
book to price ratio (Frankel and Lee 1998); pasiysts’ forecast errors (Easterwood
and Nutt 1999); total accruals (Bradshaw et al.1206orporate governance (Bhat et

al. 2006); audit quality (Behn et al. 2008); comderfinancing activities (Bradshaw et

11



al. 2006) and corporate disclosures (Lys and S&®0Q Whilst these studies often
make the assumption that analysts use the fult&steng framework, none explicitly

test this proposition. This paper aims to addreississue.

Hence, this paper predicts that the forecastingdraork, and each of its specific
analyses (e.g. industry, strategy and financialpvipge incremental power in
explaining analysts’ forecast errors. In other vgorihis paper predicts that forecast

errors can be explained by departures from the&steng framework.

Consistent with our objectives, this paper investg forecast errors in terms of
forecast accuracy, not forecast BiaGirst, for the tests of strategy information
analysis, Easterwood and Nutt (1999) use analysattions to past earnings
performance to provide evidence that analysts eaetrto positive information.
Matolcsy and Wyatt (2008) argue that greater s@dimkage will help protect future
earnings from appropriation by rival firms, givemetgreater complexity involved
with these investments compared to those thateaeerklated to science (representing
positive information). Hence, a positive associatioetween science linkage and
analysts’ forecast errors is expected. Matolcsy ®wwhtt (2008) also argue that
greater technology strength increases the likedhtlat these investments will
generate future earnings, given the ability of ¢hesestments to have done so in the
past (representing positive information). Hencepasitive association between
technology strength and analysts’ forecast ermmxpected. Furthermore, Matolcsy

and Wyatt (2008) argue that shorter technologyecyithes reduce the uncertainty

®> We have not tested all financial variables from hior literature in this paper. This is becausees
financial variables identified from the past litenee were less relevant to the forecast framework,
harder to obtain or are believed to proxy for othariables that we have included in our main or
additional tests. Hence, not all financial variablare tested for in this paper. However, we
acknowledge this as a potential limitation of oaper.

® Consistent with the prior literature, forecast aecy is measured using the absolute value of
analysts’ forecast errors; whereas, forecast kiasgasured using the signed value of analyststéste
errors (eg. Frankel and Lee 1998; Easterwood anti1999).

12



surrounding an investment’s exposure to externatlsh and appropriation by rival
firms. Zhang (2006) provides evidence that analy@some more accurate when
information uncertainty is reduced (e.g. leadingstaaller absolute forecast errors),
using proxies relating to analysts’ forecast disimer. Hence, a positive association

between technology cycle time and analysts’ foreeasrs is expected.

Second, for the tests of financial information, ipes past earnings performance
is expected to represent positive information, isest demonstrating levels of past
earnings growth, rather than decline. Furthermpaositive net capital expenditures
are expected to represent positive informationh irns undertaking investments in
future growth opportunities. Hence, this paper @tsdpositive associations between
both of these variables and analysts’ forecastr&remnsistent with Easterwood and
Nutt's (1999) conclusion. Frankel and Lee (199&)vmte evidence that book to price
ratio is negatively associated with analysts’ sthnferecast errors. But more
pessimistic forecasts still increase the absolateers of forecast errors. Hence, this
paper expects a positive relation between bookritte patio and analysts’ absolute

forecast errors.

13



3. Empirical Analysis

3.1 Sample and Data

This paper comprises US data for the period 19820081, with analysts
forecasting up to 2006. The analyst forecast dataltained from the I/B/E/S
database. The technology conditions data is oldaiinem the CHI Research
technology databa&eThe individual firm-level financial statement das obtained
from the CRSP/Compustat combined database. Thedimastatement data are fiscal
year-end. The technology condition data are andatf. Analysts’ forecast data are
reported monthly by I/B/E/S for the relevant forgicgeriod (e.g. 1 year ahead, 2

years ahead or long run forecasts accordingly).

Table 1 documents the sample selection process.

[INSERT TABLE 1 AROUND HERE]

From the initial sample of 87,279 firm-year obséiaas, all firms that could not
be matched to CHI technology data by hand were verfioThis reduced the number

of firm-years available to 86,238. The sample wantsplit according to forecast

" CHI Research is a commercial supplier of paterdt adientific citation data. The CHI data is
complied from patents granted by the United St&atent and Trademark Organisation (USPTO) to
United States and non-United States applicants. @ék a simplified version of the International
Patent Classification (IPC) system because it hasdustry orientation.

8 The technology condition data are not strictly $yooous with the accounting data. We do not
believe that this is fatal to our purpose for todofving reason. At the technology area level, the
technology data is a measure of the accumulaticall gfrior economic activity in the area (up to the
measurement period), which provides a snapshotr@fafling conditions. Given the length of the
history that is embodied in the measures (i.elifaeof the technology to date); it is unlikely ththe
data is so precise that a lag of no more than sinths would induce a “look ahead” bias. However, we
acknowledge this is a potential limitation.

° A range of information items are required to defeemthe core industry and technology
classifications for the CHI technology data, inchgl segment data on sales and management
discussion of businesses and products. The smaibauof firms that were unable to be matched to
the I/B/E/S data were small firms or those that evenly recently listed with limited public
information.

14



period type: 1 year ahead, 2 years ahead and lonfprecasts. This resulted in sub-

samples of 56,808, 50,214 and 37,466 firm-yeaemasions, respectively.

Any missing CRSP/Compustat data, and any outheese then removed to form
the final sub-samples of analyst forecast EPS $e(28, 261, 21,051 and 25,053
firm-year observations, respectively), analyst fas¢ EPS growth rates (26,811,
21,051 and 12,878 firm-year observations, respelghivand analyst forecast errors

(27,003, 19,425 and 19,794 firm-year observaticgspectively).
The final samples include firm-years with positorgrent historical EPS only.

Table 2 summarises the sample composition by tineapy GICS codes.

[INSERT TABLE 2 AROUND HERE]

The samples are dispersed across all industrigs. ditersity in our samples
permits us to test the predications, and providssrance that the results apply across

a wide range of firms in the economy.
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3.2 Analyst Forecast Variables

This paper uses analysts’ median consensus foseaashey are less affected by

outlier forecasts, as opposed to the mean (I/BZB(®).

An analyst may release more than one forecast gluhe forecast period, up
until the period expires (e.g. forecast revisiondjence, to ensure that analysts’
forecasts have the opportunity to include the mresent information prior to an
earnings announcement, we ensure the short ruoastreariables are the latest ones

issued before the end of the forecast period.

This paper uses the long run earnings forecastrtexpdhree months after the
firm’s fiscal year end. This is to ensure the astljas had the opportunity to
incorporate the information contained in the curr@mual report. Long run forecasts

generally refer to a period of between three te frears (I/B/E/S 2000, p.21).

From the theory development, analysts’ forecastsompass both forecast
earnings levels and growth rates. I/B/E/S repamtedast EPS levels, but not forecast
EPS growth rates for analysts’ short run forecaStmversely, I/B/E/S reports long
run forecast EPS growth rates, but not long ruedast EPS levels. To obtain the
respective missing forecast data values, we caktiteeimplied 1 and 2 years ahead
forecast EPS growth rates and ingplied long run forecast EPS levels. Short run
implied EPS growth rates are calculated by taking a logali estimation between
current historical EPS (Item #57) and the respectinalyst forecast EPS level. Long
runimplied EPS levels are calculated by applying the repdded run forecast EPS
growth rates to current historical EPS (ltem #5) d subsequent five-year period.

These methods are consistent with the relevanElBdefinitions (see I/B/E/S 2000).

16



To test the association between analysts’ foreaestiracy and the forecasting
framework, we need analysts’ absolute forecastr&ridowever, I/B/E/S does not
report these values. Hence, the absolute value nalysts’ forecast errors is
calculated, using the absolute difference betweahsed EPS levels (for the relevant

forecast period) and the analysts’ forecast EP8ldev
3.3 Explanatory Variables

The proxies for industry analysis employ dummy ables, based on primary

GICS codes.

To test for analysts’ use of strategy analysis, suess for the three technology
condition variable¥ are required: science linkage (SL), technologgraith (TS) and
technology cycle time (TCT). Both Narin (1999) akthtolcsy and Wyatt (2008)

provide further theoretical justification of thesehnology condition variables.

The technology data is obtained from a commeraigpbBer of patent citation
and scientific paper citation data, CHI Researchesté are measured at the
technology area level. A technology area of investimeflects the cumulated history
of all investments in technological, organisatiom ananagerial innovations relating

to that specific technology (Nelson and Winter 1977

Science linkage is calculated as the average nunobescientific papers

referenced on the front page of the patents irclhni@ogy area of investment. Only

10 consistent with Matolcsy and Wyatt (2008), our tealbgy conditions are measured for the relevant
technology areas of investment within each industtgre specifically, we aggregate the firm-level
data from CHI into the “technology area” level okasurement. CHI has structured the raw data by
assigning the patenting entities, first, to on@@findustry classes and, second, to one of 30 tdaty
areas of investment within each of these industridss structure yields 780 (26 x 30) possible
technology areas of investment. These 780 techyaogas of investment are the separate technology
areas for which we aggregate the firm-level datadmpute our measures of technology conditions.
Additionally, our technology condition variablesealeft unscaled. Narin (1999) and Matolcsy and
Wyatt (2008) provide further theoretical justifiat of these technology condition variables.
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papers published in highly ranked scientific jousnare included in the counts of
scientific papers. A higher number of citationsstoentific research papers indicate
that a technology area is advancing based on gmemsearch rather than applied
research (Narin 1999). Matolcsy and Wyatt (2008)vgle evidence that greater
science linkage better protects the future earnisggegams derived from firm

investments in a particular technology area froprapriation by rival firms.

Technology strength is calculated as the “humbgraténts” in a technology area
times “current impact index” for the technology areonsistent with Matolcsy and
Whyatt (2008). The current impact index is measwaedhe number of citations from
the current year’s patents to patents issued inntbet recent five years for the
technology area, relative to the entire US pateminlshsE. This measures the
frequency with which patents previously issued te@nology area are cited on the
front page of the patents granted in the curreat ye the relevant technology area,
compared to the average citation frequency in thigeeUS patent databad$eHigher
values of the technology strength variable indicatdynamic technology area in
which significant new knowledge and valuable inwestit opportunities are being

created for the firms investing in the technologyaa

Technology cycle time is calculated as the medige m years of the prior
related patents, cited on the front page of theergatin a technology area of
investment. This measure reflects the average nurobeyears it takes to for

investments in a firm’s technology area to genesaraings.

Yn Narin (1999, 10-11), “When a US patent is issitéths to satisfy three general criteria: it moest
useful, it must be novel, and it must be obviouse fiovelty requirement is the primary factor legdin
to the references that appear on the front pagtheofpatent. It is the responsibility of the patent
applicant, his attorney, and the patent examinédedatify, through references cited, all the impoit
prior art upon which the issue patent improves.”

12 Benchmarking against the total patent database sn@dnurrent impact index” value of 1.0 is an
average citation frequency; a value of 2.0 is twimeaverage citation frequency; and a value d 2
25 percent of average citation frequency.
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To test for analysts’ use of financial informati@nnumber of financial statement
data item&® are required. Current historical EPS (EPS_HISTthésreported diluted
EPS excluding extraordinary items (ltem #57) famfij for year t. Past earnings
performance (P_PERF) is calculated as the differdmetween the current (t) and
previous year’s (t-1) EPS (Item # 57) for firm jo&k to price ratio is calculated as
the current year (t) total equity (Item #60) peargh(i.e. divided by item #171)
divided by the current year (t) closing stock pritem #24) for firm j. Current net
capital expenditure (CAPEX_HIST) is the reportedrent net capital expenditure

(Item #128) per share (i.e. divided by item #14)year t for firm j.
3.4 Summary Statistics

Descriptive statistics are reported in Table 3dibwvariables. All accounting and

forecast variables are scaled by average totalsagsecept the book to price ratio.

[INSERT TABLE 3 AROUND HERE]

The analyst forecast EPS levels (1YR_EPS, 2YR_HIRSEPS) and growth
rates (1YR_GR, 2YR_GR, LR_GR) variables indicatevide range of analysts’
forecasts. For example, analysts’ 1 year aheadf&fe8ast levels (1YR_EPS) range
between -0.0905 and 0.1224. This indicates thatstémaple contains firms that
analysts believe to be both highly profitable antivery profitable in the future. The
analysts’ absolute forecast EPS error variablesR(IPS_ERR, 2YR_EPS_ERR,

LR_EPS_ERR) also display wide variation. For exanplinalysts’ absolute 1 year

13 We report the data item number of each finanaaiable in brackets for the CRSP/Compustat
combined database.
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ahead EPS errors (lYR_EPS_ERR) vary between 0.0@0 02071, indicating

forecasts where analysts were very accurate tdyhigaccurate.

The current historical EPS variable (EPS_HIST) asrirom firms making no
profit at all (0.000) to firms making significanurcent profits (0.074), with an
average value of 0.006. The proxies for stratefgrimation analysis (SL, TS, TCT)
report similar values to Matolcsy and Wyatt (2008jience linkage (SL) ranges from
0.000 to 28.000 citations to scientific publicaspnwhich indicates that firm
investments range between no direct influences femmence, to a high level of
influence in others. Technology strength (TS) \arkeetween 0.000 and 15393,
indicating high investment opportunities in somehtelogy areas and very little in
others. Similarly, the average technology cycleetifhCT) range from 0.0000 (very
fast earnings generation) to 39.24 years (slowiegmeneration), with an average of
10.29 years. Finally, the financial variables (PRFEB_P, CAPEX_HIST) widely
dispersed the firms, including those that havequaréd well and not so well in the
past (P_PERF: -0.056 to 0.060), firms that the mtavialues highly and very poorly
in relation to book value of equity (B_P: -7.1996:829) and firms that are currently
spending substantially on capital expenditures @hédrs that are not spending at all

(CAPEX_HIST: 0.000 to 0.333).

Table 4 reports the correlations among the exptepatariables. The Spearman
rhos are shown above the diagonal, and the Peacsgficients are shown below the

diagonal.

[INSERT TABLE 4 AROUND HERE]
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The correlation matrix indicates that historicalEER significantly correlated to
science linkage (-0.0224), technology cycle tinte0481), past earnings performance
(0.2455), book to price ratio (-0.0657) and netiteh@xpenditures (0.0404). These
correlation coefficients are as expected giventhieery and hypothesis development,
except science linkage. Further, the technologyditimm variables are significantly
correlated with each other, which is not surprisgigen that they represent three

proxies related to the same technology areas ekinvent.
3.5 Empirical Models

To test the association between analysts’ fordERS levels and the forecasting

framework, the following equation is estimated gsimdinary least squares.

FC_EPS: = O + B1 EPS_HIST; + B2 Industry Codgg + 33 SLj;;

+ B4 TSt +BsTCTj: + Bs P_PERF;: + 37 B_P;;

+Bg CAPEX_HIST,; +¢; (1)
where:
FC_EPS: analysts’ median consensus EPS forecast(tev
implied EPS level for long run forecasts) for tkérant
period for firm j for year t;
EPS_HIST: current historical diluted EPS beforgaxtdinary items

for firm j for year t;
Industry Codes: 1 for relevant industry based oG$&todes, O
otherwise;

SL: science linkage measure for firm j for year t;
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TS: technology strength for firm j for year t;

TCT: technology cycle time for firm j for year t;
P_PERF: past earnings performance for firm j farye
B_P: book to price ratio for firm j for year t;

CAPEX_HIST: current net capital expenditure parstor firm j for

year t;

Historical earnings per share (EPS_HIST) in Equafb) is implemented as a

summary number for the latest historical incoméest@nt.

To test the association between analysts’ foreE®#$ growth rates and the

forecasting framework, the following equation istimsted using ordinary least

squares.

FC_GRj: = Op + B1 Industry Codgg + B2 SLjt + B3 TSjt+ B4 TCTj;
+ s P_PERF; + s B_P;j: + Bz CAPEX_HIST;; + €

(2)
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where:
FC_GR: analyst median consensus EPS growth ragedst (or implied
EPS growth rate for short run forecasts) for thevant period
for firm j for year t;

All other variables are defined above.

To test the association between analysts’ EPS dstemrrors and the forecasting

framework, the following equation is estimated gsimdinary least squares.

FC_EPS_ERR: = 0o + 1 Industry Codgs + B2 SLj + B3 TS;:
+B4TCTj: + Bs P_PERF;: + Bs B_Pj:
+B7 CAPEX_HIST;; + & 3
where:
FC_EPS_ERR = analysts’ median consensus EPS &bdotecast error
(or implied EPS absolute forecast error for long ru
forecasts) for the relevant period for firm j fagay t;

All other variables are defined above.

Consistent with Bradshaw et al. (2001), all accmgntand analyst forecast
variables are scaled by average total assets, €306k to price ratio. Additional tests

were conducted using beginning of period stockepticscale with similar results.

Kothari et al. (2005) report that survival and dagaming biases can be induced

by data truncation and winsorising procedures. phajser deals with the survival bias
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by employing an unbalanced panel for our sampée firms do not need to be listed
for the full 17 years to be included). Outliers adentified from the regression
residual diagnostics, and they are removed if they more than three standard

deviations from the mean or have undue leverage.

In addition to testing the full empirical modelbjst paper also reports reduced
form regressions. The reduced form regression®dotre each specific type of
analysis from the forecasting framework step by.steurther statistical support is
provided for the proxies used for each reduced fetep using Wald tests. Wald tests
are maximum likelihood estimates, where the unictett and restricted incremental
explanatory powers of a set of proxies are evatudter example, a Wald test of the
industry proxies tests the joint restrictions tthet set of coefficients are equal to zero.

A significant Wald test F-statistic indicates tkiad null hypothesis can be rejected.

4. Results

4.1 Analyst Forecast EPS Levels

Table 5 reports the results based on Equationwhjch tests the association
between analyst forecast EPS levels and the fdregaamework for the period
1985 — 2001. The 1 year ahead analyst forecast|&RSs results are reported in
Panel A, 2 years ahead in Panel B and long runaimePC. In each panel, the last
regression reports the pooled results of the fuddeh, whereas, the first four
regressions use a reduced form procedure wher&R& only regression is first

introduced, then EPS with industry, strategy andritial variables step by step.

[INSERT TABLE 5 AROUND HERE]
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In Panel 5A, the overall adjustedsRvary from 39.04% for EPS only, 39.39% for
industry analysis with EPS, 39.07% for strategylysia with EPS, 39.81% for
financial analysis with EPS and 40.14% for the fuibdel. Thus, indicating that
analysts’ 1 year ahead forecasts anchor on hiatoEPS. The additional variation
explained by each analysis over the EPS only misd€.35% for industry analysis,
0.03% for strategy analysis, 0.77% for financiahlgsis. Each of these analyses are
significant, as indicated by significant Wald tésstatistic values of 6.4436, 2.9363
and 7.4012, respectively. The individual regressioefficients indicate that historical
current EPS is always positive and significant;ol8 of 23 industry coefficients are
significant; none of the strategy coefficients aimgnificant or of the correct sign; 2
out of 3 financial coefficients are significant aasl expected (P_PERF, YO _CAPEX);
and B_P is of the expected sign but not significarite coefficients in the full
regression model are similar to the coefficientthm individual stepwise regressions.
Overall, the adjusted R indicate that most of the explanation for analystyear
ahead EPS forecast levels comes from historical EFE04%) with only an
additional 1.10% explanatory power from the indyststrategy and financial

analyses.

In Panel 5B, the overall adjustedsRvary from 50.77% for EPS only, 52.00% for
industry analysis with EPS, 51.05% for strategylysis with EPS, 60.70% for
financial analysis with EPS and 61.89% for the fuibdel. Thus, indicating that
analysts’ 2 year ahead forecasts anchor on hiatoEPS. The additional variation
explained by each analysis over the EPS only misddl.23% for industry analysis,
0.28% for strategy analysis, 9.93% for financiahlgsis. Each of these analyses are
significant, as indicated by significant Wald tEsstatistic values of 21.1639, 13.0059

and 128.1117, respectively. The individual regmessoefficients indicate that EPS

25



is always positive and significant; 20 out of 28ustry coefficients are significant; 1
out of 3 strategy coefficients are significant aridhe correct sign (TS) (whilst TCT
is of the expected sign, but not significant); 2 ofl 3 financial coefficients are
significant (P_PERF and B_P), but only P_PERF isthed expected sign. The
coefficients in the full regression model are samilto the coefficients in the
individual stepwise regressions. Overall, the aeéjis®s indicate that most of the
explanation for analysts’ 2 year ahead EPS fordeasts still comes from historical
EPS (50.77%) with an additional 11.12% explanatpoyver from the industry,

strategy and financial analyses.

In Panel 5C, the overall adjustedsRvary from 84.61% for EPS only, 85.83% for
industry analysis with EPS, 85.18% for strategylysis with EPS, 86.81% for
financial analysis with EPS and 87.95% for the fuibdel. Thus, indicating that
analysts’ long run forecasts anchor on historicBISE The additional variation
explained by each analysis over the EPS only misddl.22% for industry analysis,
0.57% for strategy analysis, 2.20% for financiahlgsis. Each of these analyses are
significant, as indicated by significant Wald tdststatistic values of 64.7962,
201.7653 and 168.1811, respectively. The indiVidegression coefficients indicate
that EPS is always positive and significant; 22 oli23 industry coefficients are
highly significant; all strategy coefficients angrsficant and of the expected signs;
and all financial coefficients are significant ard the expected signs. The
coefficients in the full regression model are samilto the coefficients in the
individual stepwise regressions, with almost akfticients highly significant and of
the expected signs. Overall, the adjustésl iRdicate that most of the explanation for

analysts’ long run EPS forecast levels still corfiem historical EPS (84.61%) with
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only an additional 3.34% explanatory power from itndustry, strategy and financial

analyses.

In summary, the key findings from Table 5 indicdteat analyst earnings
forecasts anchor on historical EPS for all foreqastiods. Further, the longer the
forecast period the higher the explanatory powerthef forecasting framework,

consistent with intuition.

These findings are consistent with Graham et &0%2 Graham et al. (2005)
find that US managers are taking economic actioitl the intention of reporting
historical EPS numbers that facilitate analystsorshrun EPS forecasts. Hence,
analysts do not need to use the forecasting framehb&cause their best indicator of
future short run earnings performance is the ctiringstorical EPS number reported
by management, consistent with our short run figslin

Further, this evidence is consistent with annuatiegs following a random walk
(e.g. Ball and Watts 1972; Albrecht et al. 1977;t/and Leftwich 1977; Brown
1993). This is indicated by analysts almost exgkisise of historical EPS to forecast
short run earnings. In addition, the results ingiciat the forecasting framework
explains relatively little of their short run fowests errors, compared to long run
errors. Hence, analysts lack of use of the foreazg$tamework in the short run may

be justified, to some extent, by a random walkarhengs.

Table 6 reports a summary of the year-by-year tesiding Bernard statisti¢s
based on Equation (1) for the sample period 198061. Further, we provide a

summary measure of the number of individual yehet tvere significant and as

14 Bernard statistics measure the probability of thk mypothesis where each variable’s coefficients
are equal to zero for the same period. A signitid&ernard statistic indicates the null hypothesis i
rejected. Bernard provides a possible explanatiwrdbwnward biased estimates of the errors of the
coefficient estimates: cross correlation in th&ideals in the regressions (see Bernard 1987).88&rn
(1987) recommends basing inferences for these -sexdfonal regressions on the mean of coefficient
estimates across all years.

27



expected for the strategy and financial variabledefficients. The 1 year ahead
analyst forecast EPS levels results are reportdthitel A, 2 years ahead in Panel B

and long run in Panel C.

[INSERT TABLE 6 AROUND HERE]

Significant Bernard (1987) statistics are found lstorical EPS, and all years
are significant and as expected for all forecagbds. In Panel A, significant Bernard
statistics are reported for none of the strategffments, 1 out of 3 of the financial
coefficients (P_PERF) and only 3 out of 23 industwefficients. Further, no
individual year coefficients were significant or espected, except for 1 individual
year for TS. In Panel B, significant Bernard staiss are reported for 1 out of 3
strategy variables (TCT), 2 out of 3 financial eétes (P_PERF, B_P) and 18 out of
23 industry variables. Further, 16 individual yeéws B_P are significant and as
expected, with 0 years for all other coefficientts. Panel C, significant Bernard
statistics are reported for 2 out of 3 strategyffaments (SL, TCT), all financial
variables and 16 out of 23 industry coefficientsrtRer, coefficients with significant
and as expected individual years are TS with 4sydarPERF with 8 years and B_P

with 15 years.

These results generally confirm the pooled findifrgen Table 5 that analysts’
forecasts anchor on historical EPS and the lonber forecast period the more

significant the forecast framework has in relatiormnalysts’ forecasts.

4.2 Analyst Forecast EPS Growth Rates
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Table 7 reports the results based on EquationwBjch tests the association
between analyst forecast EPS growth rates anddteedsting framework for the
period 1985 — 2001. The 1 year ahead analyst fetdeS growth rates results are
reported in Panel A, 2 years ahead in Panel B amgl lun in Panel C. In each panel,
the last regression reports the pooled resulteefull model. On the other hand, the
first three regressions use a reduced form proeeddnere industry, strategy and

financial analyses are introduced step by step.

[INSERT TABLE 7 AROUND HERE]

In Panel 7A, the overall adjustedsRvary from 0.98% for industry analysis only,
0.81% for strategy analysis only, 2.11% for finah@nalysis only and 2.22% for the
full model. Each of these analyses are significamtept for strategy analysis, as
indicated by significant Wald test F-statistic \eduof 2.4863 for industry analysis
and 12.7977 for financial analysis. The individtedression coefficients indicate that
none of industry coefficients are significant; nooiethe strategy coefficients are
significant (but SL and TS are insignificant but thle expected signs); and all
financial coefficients are significant, but only FERF and YO_CAPEX are of the
expected signs. The coefficients in the full regi@s model are similar to the
coefficients in the individual stepwise regressioBserall, the adjusted?R indicate
that the forecasting framework offers little ex@#ory power (2.22% total) in

explaining analysts’ 1 year ahead EPS growth rates.

In Panel 7B, the overall adjustedsRvary from 1.33% for industry analysis only,

0.55% for strategy analysis only, 3.02% for finah@nalysis only and 5.09% for the
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full model. Each of these analyses are significastjndicated by significant Wald
test F-statistic values of 17.7169, 15.1348 an@3Ib, respectively. The individual
regression coefficients indicate that again noneth& industry coefficients are
significant; and only 1 out of 3 strategy coeffiti® are significant and of the
expected sign (TS), whilst TCT is of the of the ested sign but not significant.
Further, 2 out of 3 financial coefficients are sigant, but only P_PERF is of the
expected sign. The coefficients in the full regm@mssmodel are similar to the
coefficients in the individual stepwise regressioserall, the adjusted?R indicate

that the forecasting framework only offers mardianore explanatory power
(5.09% total) in explaining analysts’ 2 year ahéd@lS growth rates, compared to

analysts’ 1 year ahead EPS growth rates.

In Panel 7C, the overall adjustedsRvary from 11.04% for industry analysis
only, 4.10% for strategy analysis only, 24.54%ffpancial analysis only and 40.00%
for the full model. Each of these analyses areifsogmt, as indicated by significant
Wald test F-statistic values of 74.6730, 115.274d 861.1767, respectively. The
individual regression coefficients indicate that @it of 23 industry coefficients are
significant, all strategy coefficients are sigréit and of the expected signs, and all
financial coefficients are highly significant anfitbe expected signs. The coefficients
in the full regression model are similar to the fGoents in the individual stepwise
regressions. Overall, the adjustets Rndicate that the forecasting framework offers
significantly more explanatory power (40.00%) tatalexplaining analysts long run

EPS growth rates, compared to analysts short i deéwth rates.

In summary, the key findings from Table 7 are thatlonger the forecast period,
the more explanatory power the forecasting framé&was in relation to analysts’

forecast EPS growth rates.

30



Table 8 reports a summary of the year-by-year tesuging Bernard statistics
based on Equation (2) for the sample period 198804. Further, this paper provides
a summary measure of the number of individual ydaas were significant and as
expected for the strategy and financial variabledefficients. The 1 year ahead
analyst forecast EPS levels results are reportdthitel A, 2 years ahead in Panel B

and long run in Panel C.

[INSERT TABLE 8 AROUND HERE]

In Panel A, no significant Bernard statistics agparted for either the strategy or
industry analyses coefficients. However, significaralues are found for all 3
financial coefficients. Further, only B_P had indval years that were significant and
as expected with 2 years. In Panel B, significastBrd statistics are reported for 1
of the strategy coefficients (TCT), 2 out of 3 fical coefficients (P_PERF, B_P)
and 4 out of 23 industry coefficients. Further, fiornts with individual years that
were significant and as expected are TCT with 1lr,y@aP with 12 years and
CAPEX_HIST with 1 year. In Panel C, significant Bard statistics are reported for 1
of the strategy coefficients (TCT), 2 out of 3 M@l coefficients (P_PERF,
CAPEX_HIST) and 13 out of 23 industry coefficienturther, coefficients with
individual years that were significant and as exp@@re TS with 2 years and B_P

with 3 years.
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These results generally confirm the pooled findifrgen Table 7 that analysts
generally do not use the forecasting frameworkhe ghort run, but do use it in the

long run.

The key results from the tests of the forecastraghework in Tables 5 and 7 are
generally consistent with each other. The findimgscate that the longer the forecast
period, the more explanatory power and significatita industry, strategy and

financial analyses have in relation to analystsSEérecasts.
4.3 Drivers of Analysts’ Forecast Errors

Table 9 reports the results based on EquationwBjch tests the association
between analysts’ EPS absolute forecast errorghrentbrecasting framework for the
period 1985 — 2001. The 1 year ahead analyst fet&fS errors results are reported
in Panel A, 2 years ahead in Panel B and long mupainel C. In each panel, the last
regression reports the pooled results of the futideh; whereas, the first three
regressions use a reduced form procedure wherestmydistrategy and financial

analyses is introduced step by step.

[INSERT TABLE 9 AROUND HERE]

In Panel 9A, the overall adjustedsRvary from 7.51% for industry analysis only,
3.47% for strategy analysis only, 4.85% for finah@nalysis only and 9.36% for the
full model. Each of these analyses are significastjndicated by significant Wald
test F-statistic values of 54.4586, 55.9622 an@5131, respectively. The individual

regression coefficients indicate that only 2 out 28 industry coefficients are
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significant; all 3 strategy coefficients are sigraht and of the expected signs (except
TCT); and 2 out of 3 financial coefficients arersfigant and of the expected signs
(P_PERF and B_P), with CAPEX_HIST insignificant lmfitthe expected sign. The
coefficients in the full regression model are samilto the coefficients in the
individual stepwise regressions. However, the atnatcoefficients are no longer
significant. Overall, the adjusted’®Rindicate that industry and strategy analyses do
provide incremental power in explaining forecasbex for analysts’ 1 year ahead

forecasts as predicted.

In Panel 9B, the overall adjustedsRvary from 10.70% for industry analysis
only, 3.47% for strategy analysis only, 2.55% fimahcial analysis only and 10.95%
for the full model. Each of these analyses areifsogmt, as indicated by significant
Wald test F-statistic values of 76.7503, 51.3618 &8.4081, respectively. The
individual regression coefficients indicate thanaoof the industry coefficients are
significant; all 3 strategy coefficients are sigraht and of the expected signs (except
TCT); and 2 out of 3 financial coefficients arersfigant and of the expected signs
(P_PERF and B_P), with CAPEX_HIST insignificant lmfitthe expected sign. The
coefficients in the full regression model are samilto the coefficients in the
individual stepwise regressions. However, the atpatcoefficients are no longer
significant. Overall, the adjusted’®Rindicate that industry and strategy analyses do
provide incremental power in explaining forecaspesx for analysts’ 2 year ahead
forecasts, as predicted. Further, this effect isgmally more than that found for

analysts’ 1 year ahead forecasts in Panel 9A.

In Panel 9C, the overall adjustedsRvary from 12.83% for industry analysis
only, 4.30% for strategy analysis only, 20.01%ffoancial analysis only and 27.98%

for the full model. Each of these analyses areisogimt, as indicated by significant
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Wald test F-statistic values of 96.9867, 124.344dl 448.1263, respectively. The
individual regression coefficients indicate that di of 23 industry coefficients are
significant; all 3 strategy coefficients are sigraht and of the expected signs (except
TCT); and all 3 financial coefficients are signém and of the expected sign, except
B_P, which is significant and not of the expecteghsThe coefficients in the full
regression model are similar to the coefficientthm individual stepwise regressions.
Overall, the adjusted ® indicate that industry and strategy analyses mwighe
incremental power in explaining forecast errors dorlysts’ long run forecasts, as

predicted.

In summary, the key findings from Table 9 indic#tat industry, strategy and
financial analyses provide incremental power inlaixyng forecast errors. Hence,
confirming the importance of the forecasting frarmew Further, the explanatory
power of the forecasting framework increases asfahecast period is extended in

relation to analysts’ forecast errors.

Table 10 reports a summary of the year-by-yearlteesising Bernard statistics
based on Equation (3) for the sample period 198804. Further, this paper provides
a summary measure of the number of individual ytlaas were significant and as
expected for the strategy and financial variabledefficients. The 1 year ahead
analyst forecast EPS levels results are reportdthirel A, 2 years ahead in Panel B

and long run in Panel C.

[INSERT TABLE 10 AROUND HERE]
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In Panel A, significant Bernard statistics are mégub for none of the strategy
coefficients, 2 out of 3 financial coefficients fFERF, B_P) and 6 out of 23 industry
coefficients. Further, coefficients with individugkars that were significant and as
expected are P_PERF with 12 years and B_P witharsyén Panel B, significant
Bernard statistics are reported for 2 strategy fooefnts (SL, TCT), 2 financial
coefficients (P_PERF, B_P) and 6 industry coeffitse Further, coefficients with
individual years that were significant and as expéare TS with 1 year, P_PERF
with 7 years, B_P with 11 years and CAPEX_HIST withyear. In Panel C,
significant Bernard statistics are reported fortiategy coefficients (SL, TCT), all
financial coefficients and 11 industry coefficient&urther, coefficients with
individual years that were significant and as expg@re P_PERF with 11 years and

CAPEX_HIST with all 17 years.

The year-by-year results generally confirm the pddindings from Table 9 that
the forecasting framework does provide incrememaver and significance in
explaining analysts’ forecast errors. Further, taffect increases as the forecast

period is extended.

4.4. Additional Tests

The sensitivity of the findings was tested usintgralative specifications of the

pooled regressions. The results of the additiasibtare not reported.

First, alternative scaling by beginning of the pdristock price (e.g. Lang and
Lundholm 1996; Bradshaw 2006) is implemented to ties robustness of the main
results. Second, the main regressions are testie s®me additional financial
variables. Following from Frankel and Lee (199&)ditional variables for past sales
growth for the tests relating to analysts’ useimémcial information are used. Further,

all leading and academic textbooks (e.g. Lundhoird Sloan 2004; Koller et al.
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2006; Palepu et al. 2007; Penman 2007) state itmdial analysis should include
analysis of a firm's profitability. Whilst past ewngs performance (P_PERF)
represents such a measure (e.g. DeBondt and Thak®; Mendenhall 1991,
Abarbanell and Bernard 1992), additional tests guisgturn on net operating assets
(RNOA) were conducted. Third, consistent with muwththe prior literature, this
paper tests the association between the fore@sefwork and analysts’ forecast bias

(i.e. the signed values of analysts’ forecast sjror

The tenor of the results remained the same foradditional tests. Hence,

providing support for the robustness of the results

5. Conclusion

This paper addresses the question of how analyssdst earnings. Specifically,
the objectives of this paper are to provide evideoe: (1) whether analysts use the
forecasting framework provided by leading textbodksy. Lundholm and Sloan
2004; Koller et al. 2006; Palepu et al. 2007; Pan2@07); and (2) whether analysts’
forecast errors are associated with departures thosnframework. The forecasting
framework requires analysts to consider industinatsgy and financial information.

Both short and long run analysts’ earnings forexast examined.

The findings are based on US samples of 28261, RHd6 25053 firm-years
observations for 1 year ahead, 2 years ahead agdum analysts’ earnings forecasts.
The key findings suggest that analysts generallpatause the forecasting framework
for their short run forecasts, but do use it faithong run forecasts. Further, the tests
of forecast errors indicate that industry and stygtanalysis provide incremental
power in explaining forecast errors, in additionfitncial information. Overall, the
explanatory power of the forecasting framework ixplaining either analysts’

forecasts or forecast errors increases as thedstreeriod is extended.
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The sensitivity of these findings is evaluated gsatternative specifications of
the main pooled regressions. This helps confirnt tha results are not driven by

experimental design or choice of proxies.

This paper provides a number of opportunities fbuarfe researchers. First, future
research could attempt to differentiate betweesr*stnalysts and those that are less
accurate. Second, future studies could extendsthdy to examinations of analysts’
use of the forecasting framework within specificdustries, consistent with
Demirakos et al. (2004). Third, future studies dHoattempt to forecast future
earnings using the forecasting framework to imprimrecast accuracy in relation to

analysts’ forecasts.
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TABLE 1
Sample Selection for the Pooled Sample for the 1982001 Period

1Year Ahead 2 Year Ahead Long Run

Initial # of Firms 87,279 87,279 87,279
Less: Firms where CHI classification could not béetimined* (1041) (1041) (1041)
# Firms on IBIS with CHI Classification 86,238 86,238 86,238
Less: Firms without relevant analysts' forecasts (29430) (36024) (48772)
# Firms with relevant analysts' forecasts 56,808 50,214 37,466
Less: Missing firm-year observations of requiredrpastat data (29547) (29163) (12413)
Final analysts' forecast EPS levels sample 28,261 21,051 25053
Less: Missing firm-year observations of requiredrpastat data (1380) 0) (5231)
Final analysts' forecast EPS growth rates sample 268 21051 12878
Less: Missing firm-year observations of requiredripostat data*™ (1258) (1626) (5259)
Final analysts' absolute forecast errors sample 27,003 19,425 19,794

*it was harder to determine CHI industry and tedbgy area classfications for some firms as theyewsenall or only listed for a
short period of time. Hence, not much public infation was available. A range of information items meeded to determine CHI
classification including segment data on sales raadagement discussion of businesses and products.

*from the final analyst forecast EPS sample, et final EPS growth rate sample

The final samples comprises of 28261, 21051 an&2%itm-years for the one-year ahead, two-year dlbeal long run forecast
level samples for the 1985 - 2001 period, respelytiOur sample only includes firms with positivisthrical EPS for the current
year. Firms do not have to be listed for the erttifeyears to be included in the sample.
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TABLE 2
Pooled Sample Composition by Primary GICS IndustryCodes
for the Period 1985 - 2001

Glcs 1lyears ahead 2 years ahead Long run

Industry Ir}(:jg(sjter;/ #;Zg:z % of Obs. #;222 % of Obs. #;l;grg % of Obs.
Energy 1010 1,325 4.69 1,036 4.92 1,113 4.44
Materials 1510 1,633 5.78 1,356 6.44 1,746 6.97
Capital Goods 2010 2,306 8.16 1,823 8.66 2,403 9.59
Commercial & Professional Services 2020 1,227 4.34 874 4.15 1,278 5.10
Transportation 2030 664 2.35 535 2.54 706 2.82
Automobiles & Components 2510 480 1.70 381 1.81 514 2.05
Consumer Durables & Apparel 2520 1,747 6.18 1,373 6.52 1,926 7.69
Consumer Services 2530 964 3.41 718 3.41 1,010 4.03
Media 2540 811 2.87 560 2.66 743 297
Retailing 2550 1,580 5.59 1,151 5.47 1,732 6.91
Food & Staples Retailing 3010 413 1.46 324 1.54 485 1.94
Food, Beverage & Tobacco 3020 780 2.76 623 2.96 882 352
Household & Personal Products 3030 252  0.89 196 0.93 274 1.09
Health Care Equipment & Services 3510 1,789 6.33 1,284 6.10 1,597 6.38
Pharmaceuticals, Biotechnology & Life Sciences 3520 249 4.42 890 4.23 526 2.10
Banks 4010 2,495 8.83 1,756 8.34 139 0.56
Diversified Financials 4020 608 2.15 429 2.04 519 2.07
Insurance 4030 921 3.26 756 3.59 1,009 4.03
Real Estate 4040 373 1.31 246 1.17 220 0.88
Software & Services 4510 1,990 7.04 1,242 5.90 1,581 6.31
Technology Hardware & Equipment 4520 2,408 8.52 1,699 8.07 2,151 8.59
Semiconductors & Semiconductor Equipment 4530 551 1.95 396 1.88 527 2.10
Telecommunication Services 5010 333 1.18 215 1.02 202 0.81
Utilities 5510 1,362 4.82 1,189 5.65 1,772 7.07
Total 28,261  100.00 21,051  100.00 25,053 100.00

The final samples comprise 28,261, 21,051 and 25j0%-years for one-year ahead, two-year aheadamglrun forecasts for the 19¢
2001 period, respectively. The samples only inchirshes with positive historical EPS for the currgmar. Firms do not have to be listed
for the entire 17 years to be included in the sanfptimary GICS codes are assigned according tlathest percent of sales from the
firm's product line breakdown. GICS codes are negi and updated each year for each firm appropyiate
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TABLE 3
Descriptives Statistics for the Pooled Sample foht 1985 - 2001 Period

1YR_EPS_ 2YR_EPS_ LR_EPS_

1YREPS 2YREPS LREPS 1YRGR 2YRGR LRGR ' oo SRR ERR YO_EPS sL TS TcT

Mean 0.0047 0.0041 00139  -0.0905 0.2380  17.0066 0.0036 0036.  0.0112 0.0062 09281 1096.7030  10.2919
Median 0.0021 0.0021 00057  -0.0107 0.0010  15.0000 0.0008 0.0012 0.0032 0.0030 03600 189.1046  10.5483
Maximum 0.1224 0.0442 03128 384339  19.8453 130.0000 7180  0.0469 0.1984 00735  28.0000 15392760  39.2407
Minimum 00905  -0.0123 00000 -38.3349  -12.7251  -14000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Std. Dev. 0.0090 0.0054 0.0218 1.7889 1.4519 8.9826 0.007 0.0061 0.0205 0.0086 25390 2497.9090 3.7279
Skewness 3.2746 25190 36432 2.5391 6.8793 1.5366 3.76773.1162 3.7065 2.8999 7.5018 36572 0.9891
Kurtosis 315480 112553 240392  91.8164  67.1809 88695 0.7120 146939  21.0900 142379  66.2806  17.2500 8.1931

All accounting and forecast variables are scaleeusrage total assets for firm j for year t. Theysie only includes firms with positive current loistal EPS.
For brevity, only the descriptive statistics foe thyear ahead forecast EPS level sample's expeshwariables are reported. All other sample dpsee statistics are similar.

1YR_EPS
2YR_EPS
LR_EPS
1YR_GR
2YR_GR
LR_GR
1YR_EPS_ERR
2YR_EPS_ERR
LR_EPS_ERR
YO_EPS

sL

TS

TCT

P_PERF

B_P
YO_CAPEX

= 1 year ahead analyst consensus EPS fofecisn j for year t;

= 2 year ahead analyst consensus EPS fofecéish j for year t;

= Long run analyst consensus implied EPS &stdor firm j for year t;

= 1 year ahead implied analyst median conseBB& growth rate for firm j for year t;
= 2 year ahead implied analyst median consefiBS growth rate for firm j for year t;
= Long run analyst median consensus EPS gnasghfor firm j for year t;

= 1 year ahead analyst consensus EPBtalisoecast error for firm j for year t;

= 2 year ahead analyst consensus EPBtalisoecast error for firm j for year t;

= Long run analyst consensus implied BB8late forecast error for firm j for year t;
= Current historical diluted EPS for firmj f@art;
= Science linkage measure for firm j for year t;
= Technology strength measure for firm j for year
= Techology cycle time measure for firm j for y¢a

= Past EPS performance for firm j for year t;
= Book to price ratio for firm j for year t;
= Current net capital expenditure for firfioj year t.
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TABLE 4
Correlation Matrix for the Pooled Sample for the 185 - 2001 Period

Spearman's rho

YO_EPS SL TS TCT P_PERF B_P YO_CAPEX
YO_EPS -0.0682 ** 0.0581 ** -0.0386 ** 0.2859 ** -0.0482 ** 0705 **
SL -0.0224 ** 0.3449 ** -0.4441 ** 0.0485 ** -0.1981 ** 0.0088
TS 0.0047 0.0505 ** -0.4936 ** 0.0466 ** -0.2012 ** 0.1401 **
TCT -0.0481 ** -0.1930 ** -0.4123 ** -0.0453 ** 0.1361 ** 0.083 **
P_PERF 0.2455 ** 0.0461 ** 0.0609 ** -0.0549 ** -0.0941 ** 0327 **
B_P -0.0657 ** -0.0920 ** -0.1366 ** 0.0920 ** -0.0577 = -0419 **
YO_CAPEX 0.0404 ** -0.0101 * -0.0204 ** 0.0815 ** -0.0285 **  -0.1258 **

Pearson Correlations

*** Indicate significance at the 0.05 and 0.01éksy respectively.

The Spearman's rho statistics are above the diEgand the Pearson Correlations are below the dago

For brevity, only the correlations for the 1 yehead forecast EPS level sample's experimentalblesiaare reported. All other sample
descriptive statistics are similar.

YO_EPS = Current historical diluted EPS for firmj fear t;
SL = Science linkage measure for firm j for year t;
TS = Technology strength measure for firm j for year
TCT = Techology cycle time measure for firm j for yéa
P_PERF = Past EPS performance for firm j for year t;

B P = Book to price ratio for firm j for year t;
CAPEX_HIST = Current net capital expenditure for fiffor year t.
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TABLE 5

Tests of the Association Between Analyst ForecasPis Levels and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_EPS(jt) = a0 +B1EPS HIST (j,t) + f2 Industry Codes (j,t) + 3 SL (j.t) + BATS(j,t) + 85 TCT ( t) + #6 P_PERF (.t) + 7B_P (j,1)
+B8CAPEX_HIST (j 1) + ¢l

Equation (1)
Panel A: 1 Year Ahead Forecast EPS Levels
Pooled Coefficients
Expected . ial
Signs EPS Only Industry Analysis Strategy Analysis irr:ZII;/smii Full Model
Intercept -0.0009 0.0000 -0.0011 -0.0008 -0.0002
-3.3851 ** -0.0248 -3.4405 ** -2.7827 ** -0.3216
EPS_HIST + 0.6610 0.6527 0.6624 0.6729 0.6656
42.9508 ** 40.9959 ** 42.8640 * 41.0600 ** 39.7697 **
SL + -5E-05 -1E-05
-1.8307 -0.4844
TS + -3E-08 -5E-08
-1.1386 -1.5551
TCT - 2E-05 1E-05
1.2706 0.7260
P_PERF - -0.0709 -0.0686
-4.3359 ** -4.1638 **
B P - -0.0001 -0.0002
-1.0005 -1.4020
CAPEX_HIST - -0.0021 -0.0021
-2.0904 * -1.8136
Automobiles & Components -0.0008 -0.0007
Banks -0.0013 ** -0.0011
Capital Goods -0.0010 * -0.0010 *
Commercial & Professional Services 0.0005 0.0005
Consumer Durables & Apparel -0.0002 -0.0002
Consumer Services -0.0006 -0.0005
Diversified Financials -0.0009 -0.0010
Energy -0.0009 * -0.0008
Food & Staples Retailing -0.0009 * -0.0008
Food, Beverage & Tobacco -0.0009 * -0.0009 *
Health Care Equipment & Services 0.0000 0.0002
Household & Personal Products -0.0013 * -0.0013 *
Insurance -0.0013 ** -0.0014 **
Materials -0.0011 ** -0.0010 *
Media -0.0006 ** -0.0007 **
Pharmaceuticals, Biotechnology & Life Sciences OO+ -0.0019 **
Retailing -0.0003 -0.0003
Semiconductors & Semiconductor Equipment -0.0021 ** -0.0017 **
Software & Services -0.0009 -0.0005
Technology Hardware & Equipment -0.0008 -0.0005
Telecommunication Services -0.0014 -0.0010
Transportation -0.0018 ** -0.0015 **
Utiliies -0.0010 * -0.0009 *
Adjusted R-squared 0.3904 0.3939 0.3907 0.3981 0.4014
F-statistic 1251.29 540.26 1065.19 935.43 41296
# of Obs. 28,261 33,188 33,188 28,261 28,261
Wald test F-statistic 6.4436 ** 2.9363 * 7.4012 **

*** Indicate significance at the 0.05 and 0.01dks; respectively.

The standard errors are Newey-West adjusted toaddat heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated cimsffj except for industry codes for brevity. Tlmled estimations include fixed effects for ye
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TABLE 5
Tests of the Association Between Analyst ForecasPis Levels and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC EPS (j,t) = a0 +B1EPS HIST (j,t) + g2 Industry Codes (j,t) + g3 SL (j,t) + BATS(j,t) + 5 TCT (j,t) + p6 P_PERF (j,t) + B7B_P (j,t)
+ B8 CAPEX_HIST (jt) + &l
Equation (1)

Panel B: 2 Year Ahead Forecast EPS Levels

Pooled Coefficients

Expected . ial
EPS Only Industry Analysis Strategy Analysis 2:2:;2'2 Full Model
Intercept -0.0004 0.0024 -0.0003 -0.0020 0.0005
-2.1562 * 2.3833 * -1.2738 -9.9858 ** 0.4819
EPS_HIST 0.7592 0.7270 0.7552 0.7765 0.7547
50.0041 ** 46.8758 ** 49.7652 ** 47.4881 ** 45,4232 **
SL + -4E-05 8E-06
-1.8555 0.5309
TS + 1E-07 8E-08
5.3674 ** 3.4417 **
TCT - -1E-05 -2E-05
-0.8443 -1.6215
P_PERF - -0.2124 -0.2087
-14.7970 ** -14.7615 **
B P - 0.0014 0.0017
13.2500 ** 15.4072 **
CAPEX_HIST - 0.0011 0.0003
1.3350 0.3257
Automobiles & Components -0.0022 * -0.0022 *
Banks -0.0035 ** -0.0030 **
Capital Goods -0.0026 ** -0.0023 *
Commercial & Professional Services -0.0012 -0.0011
Consumer Durables & Apparel -0.0019 -0.0018
Consumer Services -0.0021 * -0.0020
Diversified Financials -0.0034 ** -0.0032 **
Energy -0.0028 ** -0.0025 *
Food & Staples Retailing -0.0030 ** -0.0024 *
Food, Beverage & Tobacco -0.0027 ** -0.0021 *
Health Care Equipment & Services -0.0020 * -0.0016
Household & Personal Products -0.0025 * -0.0019
Insurance -0.0033 ** -0.0033 **
Materials -0.0029 ** -0.0026 *
Media -0.0028 ** -0.0024 *
Pharmaceuticals, Biotechnology & Life Sciences BDO* -0.0028 *
Retailing -0.0020 * -0.0022 *
Semiconductors & Semiconductor Equipment -0.0024 * -0.0023 *
Software & Services -0.0032 ** -0.0028 *
Technology Hardware & Equipment -0.0018 -0.0021 *
Telecommunication Services -0.0014 -0.0016
Transportation -0.0030 ** -0.0030 **
Utilities -0.0030 ** -0.0029 **
Adjusted R-squared 0.5077 0.5200 0.5105 0.6070 0.6189
F-statistic 1603.850 699.135 1379.049 1626.656 728.196
# of Obs. 26,428 26,428 26,428 21,051 21,051
Wald test F-statistic 21.1639 ** 13.0059 ** 128.1117 **

*** Indicate significance at the 0.05 and 0.01dks; respectively.

The standard errors are Newey-West adjusted toaldat heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated cieeffi except for industry codes for brevity. Tlmfed estimations include fixed effects for years.
Significance tests for the coefficients are twdethitests. All accounting and forecast variablessaaled by average total assets. The Wald téististés a
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TABLE 5

Tests of the Association Between Analyst ForecasPE Levels and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_EPS(jt) = a0+ 1 EPS_HIST (j.t) + f2 Industry Codes (j,t) + 3SL (1) + 4 TS(j,t) + 5 TCT (j,1) + 6 P_PERF (j.{) + f7B_P (j.t)

+ 8 CAPEX_HIST (.t) +2l

Equation (1)
Panel C: Long run implied EPS forecast
Pooled Coefficients
Expected
Signs EPS Only Industry Analysis ~ Strategy Analysis FinancidAnalysis Full Model
Intercept -0.0031 -0.0058 -0.0010 -0.0008 -0.0026
-8.2034** -9.0571** -2.3534* -2.3206* -4.1902*
EPS_HIST + 2.6612 2.6105 2.6427 2.5279 24921
92.2776** 86.3308** 92.3008** 114.6784** 108.3599**
SL + 0.0002 0.0001
6.1976** 2.4239*
TS + 5E-07 1E-07
16.2300** 3.1745*
TCT - -0.0002 -0.0001
-12.2269** -5.4412**
P_PERF + 0.2825 0.2508
12.9866** 12.1759*
B_P - -0.0029 -0.0018
-18.9744** -14.2150%
CAPEX_HIST + 0.0497 0.0532
4.0270%* 4.1434%
Automobiles & Components 0.0011 0.0005
Banks 0.0031** 0.0027*
Capital Goods 0.0013* 0.0008
Commercial & Professional Services 0.0046** 0.0034**
Consumer Durables & Apparel 0.0015** 0.0014*
Consumer Services 0.0056** 0.0034**
Diversified Financials 0.0033** 0.0027*
Energy 0.0027** 0.0025*
Food & Staples Retailing 0.0029** 0.0020**
Food, Beverage & Tobacco 0.0020** 0.0011*
Health Care Equipment & Services 0.0065** 0.0048**
Household & Personal Products 0.0017* 0.0005
Insurance 0.0025** 0.0022**
Materials 0.0019** 0.0011*
Media 0.0039** 0.0027*
Pharmaceuticals, Biotechnology & Life Sciences 0006 0.0044**
Retailing 0.0044** 0.0036*
Semiconductors & Semiconductor Equipment 0.0083 0.0062*
Software & Services 0.0110** 0.0086**
Technology Hardware & Equipment 0.0066** 0.0048*
Telecommunication Services 0.0062** 0.0039**
Transportation 0.0023** 0.0020**
Utilities 0.0016** 0.0012*
Adjusted R-squared 0.8461 0.8583 0.8518 0.8681 0.8795
F-statistic 9369.991 4388.364 8325.049 8245.802 3977.343
#of Obs. 28,968 28,968 28,968 25,053 25,053
Wald test F-stat 62.7962+* 201.7653** 168.1811**

*** Indicate significance at the 0.05 and 0.01éks; respectively.
The standard errors are Newey-West adjusted taaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated cimaffi except for industry codes for brevity. Tlmled estimations include fixed effects for years.

Significance tests for the coefficients are twéetditests. All accounting and forecast variablessaaled by average total assets. The Wald tésttistés a
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Tests of the Association Between Analyst ForecasPtS Levels and the Forecasting Framework

TABLE 6

for the Year-by-Year Samples over the Period 19852001

FC_EPS(jt)= a0+ f1EPS HIST (j,t) + f2Industry Codes (j,t) + #3SL (j,) + 84 TS (j.t) + #5 TCT (j,1) + 86 P_PERF (t) + 57 B_P (j t) + 8 CAPEX_HIST (j t) + I

Year by Year: Analyst forecast EPS levels

Equation (1)

Panel A: 1 Year Ahead EPS

Panel A: 2 Year Ahead EPS

Panel C: Long Run Implied EPS

Short Run Long Run
Expected #years as # years as Expected # years as
Signs Bernard statistic  expected & Bernard statistic ~ expected & Signs Bemard statistic ~ expected &
significant significant significant
Intercept 0.074 0.016 * 0.102
EPS_HIST + 0.000 ** 17/17 0.000 ** 17/17 + 0.000 ** 17/17
SL + 0.667 0/17 0.425 0/17 + 0.006 ** 0/17
TS + 0.127 1/17 0.872 0/17 + 1.000 4/17
TCT - 0.718 0/17 0.000 ** 0/17 - 0.003 ** 1/17
P_PERF - 0.000 ** 0/17 0.000 ** 0/17 + 0.000 ** 8/17
B P - 0.893 0/17 0.000 ** 16/17 - 0.000 ** 15/17
YO_CAPEX - 0.015 * 0/17 0.980 0/17 + 0.002 ** 0/17
Automobiles & Components 0.134 0.031 * 0.333
Banks 0.214 0.004 ** 0.005 **
Capital Goods 0.117 0.012 * 0.207
Commercial & Professional Services 0.840 0.470 0.002 **
Consumer Durables & Apparel 0.457 0.059 0.069
Consumer Services 0.361 0.047 * 0.001 **
Diversified Financials 0.133 0.002 ** 0.003 **
Energy 0.119 0.008 ** 0.007 **
Food & Staples Retailing 0.149 0.019 * 0.011 *
Food, Beverage & Tobacco 0.182 0.038 * 0.158
Health Care Equipment & Services 0.654 0.057 0.001 **
Household & Personal Products 0.102 0.071 0.265
Insurance 0.035 0.003 ** 0.010 *
Materials 0.096 0.016 * 0.114
Media 0.261 0.017 * 0.008 **
Pharmaceuticals, Biotechnology & Life Sciences 0.043 0.005 ** 0.009 **
Retailing 0.569 0.018 ** 0.001 **
Semiconductors & Semiconductor Equipment 0.017 0.009 * 0.007 **
Software & Services 0.243 0.016 * 0.000 **
Technology Hardware & Equipment 0.296 0.068 0.001 **
Telecommunication Services 0.511 0.001 ** 0.008 **
Transportation 0.023 * 0.006 ** 0.038 *
Utilities 0.112 0.003 ** 0.069

*** |ndicate significance at the 0.05 and 0.01dky respectively.
The standard errors are Newey-West adjusted toaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structuregnifitance tests for the
coefficients are two-tailed tests. All accountimgidorecast variables are scaled by average ts¢ats The Bernard (1987) statistic measures tispility of the null hypothesis
where each variables coefficients are equal to frerthe sample period. A significant Bernard statiindicates the null hypothesis is rejected.
All accounting and analyst forecast variables aedesi by average total assets for firm j for yesmdustry codes are formed using primary GICS sddefirm j for year t. GICS coc
descriptions are included in Table 2. FC_EPS istiedyst median consensus EPS forecast (or implR&liforecast for long run forecasts) for the refepeeriod for firm j for year t;
EPS_HIST is the current historical diluted EP Sfiion j for year t; SL is the science linkage measiar firm j for year t; TS is the technology styém measure for firm j for year t;
TCT is the technology cycle time measures for fifor year t; P_PERF is past EPS performance for fifor year t; B_P is book to price ratio forrfirj for year t; and YO_CAPEX
the current net capital expenditure per shareifiorjffor year t.
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TABLE 7
Tests of the Association Between Analyst ForecasPiS Growth Rates and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_GR(j,t) = @0+ f1 Industry Codes j,t) + f2 SL (j,t) + B3 TS (i,t) + p4 TCT (j.t) + 5 P_PERF (j,t) + p6 B_P (j 1)
+ 7 CAPEX_HIST (j,t) + el

Equation (2)
Panel A: 1 Year Ahead Implied EPS Growth Rates
Pooled Coefficients
Expected
Signs Industry Analysis Strategy Analysis Financial Analysis Full Model
Intercept -0.4379 -0.5441 -0.5055 -0.5443
-0.5793 -5.7671 ** -5.7692 ** -0.7633
SL + 2E-03 6E-03
0.3876 0.8022
TS + 3E-06 1E-05
0.4755 1.1843
TCT - 7E-03 5E-03
1.5387 1.0204
P_PERF - -27.3730 -27.2718
-4.7538 ** -4.6876 **
B P - 0.1295 0.1434
3.2392 ** 3.3572 **
CAPEX_HIST - -0.6576 -0.7530
-2.6097 ** -2.4195
Automobiles & Components -0.0710 -0.0819
Banks -0.0278 -0.0599
Capital Goods -0.0949 -0.0880
Commercial & Professional Services 0.1708 0.1230
Consumer Durables & Apparel -0.0756 -0.0925
Consumer Services -0.1167 -0.0193
Diversified Financials 0.0022 -0.0423
Energy 0.0601 0.1321
Food & Staples Retailing -0.0059 0.0171
Food, Beverage & Tobacco 0.0609 0.0555
Health Care Equipment & Services -0.0791 0.0204
Household & Personal Products -0.0462 -0.0120
Insurance -0.0089 -0.0858
Materials 0.0174 0.0402
Media 0.0972 0.0875
Pharmaceuticals, Biotechnology & Life Sciences 8214 -0.0960
Real Estate 0.0665 -0.0072
Retailing -0.0687 -0.0637
Semiconductors & Semiconductor Equipment -0.2863 -0.2439
Software & Services -0.1394 -0.1118
Technology Hardware & Equipment -0.0815 -0.0598
Telecommunication Services -0.0606 -0.0290
Transportation -0.2858 -0.2022
Utilities 0.0496 0.0304
Adjusted R-squared 0.0098 0.0081 0.0211 0.0222
F-statistic 8.8246 14.6616 31.4287 14.2712
# of Obs. 31,681 31,681 21,051 21,051
Wald test F-stat 2.4863 ** 0.8363 12.7977 **

*** Indicate significance at the 0.05 and 0.01éks; respectively.

The standard errors are Newey-West adjusted taaddot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated ciesffj except for industry codes for brevity. Tgoled estimations include fixed effects for years
Significance tests for the coefficients are twdetditests. All accounting and forecast variablessaaled by average total assets. The Wald tessttistés
a maximum likelihood estimate of how close the strieted estimates are to satisfying the specifistirictions under the null hypothesis. A signific&
statistic indicates teh null hypothesis is rejecwdld tests have been done on the specific fotiegasamework analysis variables in each modeyonl
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TABLE 7
Tests of the Association Between Analyst ForecasPS Growth Rates and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_GR(j )= a0+ 1 Industry Codes (j,t) + #2 SL (i t) + B3 TS(jt) + BATCT (.t) + #5 P_PERF (j,t) + #6 B_P (j.t)
+ 7 CAPEX_HIST (1) + &l

Equation (2)
Panel B: 2 Year Ahead Implied EPS Growth Rates
Pooled Coefficients
Expected
Signs Industry Analysis Strategy Analysis Financial Amlysis Full Model
Intercept 0.4590 0.2403 -0.1984 -0.0541
1.8669 3.1965 ** -2.8403 ** -0.1953
SL + -4E-03 3E-04
-0.7553 0.0693
TS + 5E-05 3E-05
5.7307 ** 3.7039 **
TCT - -5E-03 -4E-03
-1.3890 -1.1850
P_PERF - -57.3102 -60.1503
-8.5834 ** -9.0801 **
B P - 0.4810 0.6410
10.5499 ** 12.8897 **
CAPEX_HIST - 0.0664 -0.2003
0.2421 -0.6076
Automobiles & Components -0.2917 -0.3233
Banks -0.4957 -0.4346
Capital Goods -0.2446 -0.1986
Commercial & Professional Services 0.0773 0.1373
Consumer Durables & Apparel -0.1754 -0.1709
Consumer Services -0.1413 -0.0408
Diversified Financials -0.3903 -0.3506
Energy -0.2352 -0.1893
Food & Staples Retailing -0.4292 -0.2702
Food, Beverage & Tobacco -0.2324 -0.0421
Health Care Equipment & Services -0.0494 0.0994
Household & Personal Products -0.3290 -0.1290
Insurance -0.4186 -0.4650
Materials -0.3280 -0.2885
Media -0.2538 -0.1458
Pharmaceuticals, Biotechnology & Life Sciences -2 -0.1159
Real Estate -0.1496 -0.3085
Retailing -0.1811 -0.1517
Semiconductors & Semiconductor Equipment -0.3461 -0.2470
Software & Services 0.1051 0.1310
Technology Hardware & Equipment 0.0402 0.0307
Telecommunication Services -0.1630 -0.0978
Transportation -0.4560 -0.3766
Utilities -0.4769 -0.4667
Adjusted R-squared 0.0133 0.0055 0.0302 0.0509
F-statistic 9.9666 8.7513 35.8002 25.6957
# of Obs. 26,650 26,650 21,199 21,199
Wald test F-stat 17.7169 ** 15.1348 ** 61.8315 **

*** Indicate significance at the 0.05 and 0.01éks; respectively.
The standard errors are Newey-West adjusted taaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated ciesffi except for industry codes for brevity. Tgoeled estimations include fixed effects for years
Significance tests for the coefficients are twdetditests. All accounting and forecast variablessaaled by average total assets. The Wald tessttistés
a maximum likelihood estimate of how close the strieted estimates are to satisfying the specifistrictions under the null hypothesis. A significk
statistic indicates teh null hypothesis is rejecwdld tests have been done on the specific fotiegasamework analysis variables in each modeyonl
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TABLE 7

Tests of the Association Between Analyst ForecasPS Growth Rates and the Forecasting Framework

for the Pooled Samples for the Period 1985 - 2001

FC_GR (j,t)= a0+ g1 Industry Codes (j,t) + 2 SL (j,t) + B3 TS(j,t) + p4TCT (j,t) + 5 P_PERF (j,t) + g6 B_P (j,t)

+p7CAPEX_HIST (j,t) + el
Equation (2)

Panel C: Long Run Forecast EPS Growth Rates

Pooled Coefficients

Expected Signs Industr_y Strategy Flnan0|_a| Full Model
Analysis Analysis Analysis
Intercept 0.0675 0.1511 0.0508 0.0438
8.0781 ** 15.1148 ** 8.5300 ** 5.1284 **
SL + 0.0045 0.0015
5.8545 ** 2.7387 **
TS + 0.0000 0.0000
15.2214 ** 3.0890 **
TCT - -0.0043 -0.0012
-8.6678 ** -4.2098 **
P_PERF + 8.3950 6.8275
16.3750 ** 15.6045 **
B P - -0.0469 -0.0170
-16.5461 ** -7.8949 **
CAPEX_HIST + 10.1690 10.2981
38.8040 ** 41.9653 **
Automobiles & Components 0.0096 -0.0560 **
Banks -0.0135 ** -0.0445 **
Capital Goods 0.0283 ** -0.0072
Commercial & Professional Services 0.1363 ** 0.0601 **
Consumer Durables & Apparel 0.0310 ** -0.0695 **
Consumer Services 0.0342 * -0.0286 **
Diversified Financials 0.0548 ** 0.0238 **
Energy 0.1455 ** -0.0207 **
Food & Staples Retailing 0.0318 ** -0.0055
Food, Beverage & Tobacco 0.0756 ** 0.0182 **
Health Care Equipment & Services -0.0132 * -0.0438 **
Household & Personal Products 0.0199 * -0.0239 **
Insurance 0.0358 ** 0.0077
Materials 0.1812 ** 0.0919 **
Media 0.1093 ** 0.0439 **
Pharmaceuticals, Biotechnology & Life Sciences -00#4 0.0003
Retailing -0.0003 0.0110
Semiconductors & Semiconductor Equipment -0.0292 ** -0.0134 *
Software & Services 0.3108 ** 0.2022 **
Technology Hardware & Equipment 0.1906 ** 0.0945 **
Telecommunication Services 0.1389 ** 0.0631 **
Transportation 0.0548 ** -0.0102
Utilities -0.0534 ** -0.0652 **
Adjusted R-squared 0.1104 0.0410 0.2454 0.4000
F-statistic 90.7952 64.4860 416.8294 360.8760
# of Obs. 22,596 22,596 12,878 12,878
Wald test F-stat 74.6730 ** 115.2741 ** 361.1767 **

*** Indicate significance at the 0.05 and 0.01éky respectively.
The standard errors are Newey-West adjusted taaldot heteroscedasticity, in relation to autoetated disturbances with
unspecified structures. T-statistics are reporteteu each estimated coefficient, except for ingustdes for brevity. The pooled
estimations include fixed effects for years. Sigance tests for the coefficients are two-tailests. All accounting and forecast
variables are scaled by average total assets. Tie Mét statistic is a maximum likelihood estimaft@ow close the unrestricted
estimates are to satisfying the specified restmctiunder the null hypothesis. A significant Fistat indicates teh null hypothesis is
rejected. Wald tests have been done on the spémiéicasting framework analysis variables in eacdehonly.
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TABLE 8
Tests of the Association Between Analyst ForecasPB Growth Rates and the Forecasting Framework
for the Year by Year Samples over the Period 19852001

FC_GR(j,t) = a0+ 1 Industry Codes j.t) + 2 SL (j,t) + 3 TS (j,t) + p4 TCT (j,t) + B5P_PERF (j,t) + 86 B_P (j,t) + 57 CAPEX_HIST (j ) + &l
Equation (2)

Year by Year. Analyst forecast EPS growth rates

Panel A: 1 Year Ahead Implied

Panel B: 2 Year Ahead Implied

Panel C: Long Run EPS Growth

Short Run EPS Growth Rate EPS Growth Rate Long Run Rate
EXP_‘*C‘E" # years as # years as Expected # years as
Signs Bemard statistic  expected &  Bernard statistic  expected & Signs Bernard statistic  expected &
significant significant significant
Intercept 0.424 0.921 0.000 **
SL + 0.570 0/17 0.390 0/17 + 0.053 0/17
TS + 0.036 0/17 0.649 0/17 + 0.962 2/17
TCT - 0.207 0/17 0.023 * inz 0.003 ** 0/17
P_PERF - 0.000 ** 0/17 0.000 ** 0/17 + 0.000 ** 0/17
B_P - 0.000 ** 2117 0.000 ** 12/17 - 0.075 3/17
CAPEX_HIST - 0.007 ** 0/17 0.749 117 + 0.020 * 0/17
Automobiles & Components 0.547 0.194 0.397
Banks 0.953 0.015 * 0.029 *
Capital Goods 0.672 0.658 0.254
Commercial & Professional Services 0.751 0.125 0.006 **
Consumer Durables & Apparel 0.682 0.704 0.104
Consumer Services 0.871 0.553 0.019 *
Diversified Financials 0.883 0.089 0.053
Energy 0.661 0.572 0.053
Food & Staples Retailing 0.983 0.273 0.012 *
Food, Beverage & Tobacco 0.852 0.500 0.044 *
Health Care Equipment & Services 0.853 0.053 0.059
Household & Personal Products 0.781 0.915 0.751
Insurance 0.835 0.006 ** 0.168
Materials 0.991 0.288 0.034 *
Media 0.651 0.892 0.020 *
Pharmaceuticals, Biotechnology & Life Sciences 0.701 0.878 0.035 *
Retailing 0.780 0.995 0.002 **
Semiconductors & Semiconductor Equipment 0.574 0.587 0.047 *
Software & Services 0.537 0.088 0.000 **
Technology Hardware & Equipment 0.745 0.222 0.000 **
Telecommunication Services 0.649 0.000 ** 0.000 **
Transportation 0.338 0.074 0.076
Utilities 0.995 0.015 * 0.092

*** Indicate significance at the 0.05 and 0.01ék respectively.
The standard errors are Newey-West adjusted taaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structuregnificance tests for the
coefficients are two-tailed tests. All accountimgldorecast variables are scaled by average tesalt® The Bernard (1987) statistic measures timpility of the null hypothesis
where each variables coefficients are equal to feerthe sample period. A significant Bernard stitiindicates the null hypothesis is rejected.
All accounting and analyst forecast variables aedesl by average total assets for firm j for yeéndustry codes are formed using primary GICS sddefirm j for year t. GICS
code descriptions are included in Table 2. FC_GiRdsanalyst median consensus EPS growth ratedstréar implied EPS growth rate for short run fasgs) for the relevant period
for firm j for year t; EPS_HIST is the current tustal diluted EPS for firm j for year t; SL is tkeience linkage measure for firm j for year t;i$$he technology strength measure
for firm j for year t; TCT is the technology cydiene measures for firm j for year t; P_PERF is B8 performance for firm j for year t; B_P is baolprice ratio for firm j for year

t; and CAPEX_HIST is the current net capital expeme per share for firm j for year t.
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TABLE 9
Tests of the Association Between Analyst ForecasPS Errors and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_EPS ERR (j,t) = a0+ g1 Industry Codes (j,t) + 2 SL (j,t) + B3TS (j,t) +p4 TCT (jt) + B5P_PERF (j,t) + B6B_P (j.t)
+ 7 CAPEX_HIST (j,t) +¢l
Equation (3)

Panel A: 1 Year Ahead Forecast EPS Errors

Pooled Coefficients

Expected
Signs Industry Analysis Strategy Analysis Financial Amalysis Full Model
Intercept 0.0097 0.0061 0.0054 0.0086
3.8960 ** 16.2528 ** 14.8111 ** 3.6476 **
SL + 0.0001 0.0000
3.7047 ** 1.3787
TS + 0.0000 0.0000
9.5446 ** -1.3621
TCT + -0.0001 0.0000
-3.7104 ** -1.4854
P_PERF + 0.1747 0.1568
10.9361 ** 9.9886 **
B P + 0.0006 0.0011
3.8354 ** 7.2437 **
CAPEX_HIST + 0.0010 0.0023
0.9582 2.0006
Automobiles & Components -0.0046 -0.0039
Banks -0.0066 ** -0.0048
Capital Goods -0.0038 -0.0030
Commercial & Professional Services -0.0033 -0.0026
Consumer Durables & Apparel -0.0031 -0.0023
Consumer Services -0.0035 -0.0032
Diversified Financials -0.0050 -0.0039
Energy -0.0047 -0.0050
Food & Staples Retailing -0.0061 -0.0051
Food, Beverage & Tobacco -0.0050 -0.0040
Health Care Equipment & Services -0.0021 -0.0015
Household & Personal Products -0.0041 -0.0029
Insurance -0.0059 -0.0050
Materials -0.0054 -0.0047
Media -0.0044 -0.0035
Pharmaceuticals, Biotechnology & Life Sciences -840 -0.0031
Real Estate -0.0048 -0.0043
Retailing -0.0037 -0.0028
Semiconductors & Semiconductor Equipment -0.0023 -0.0014
Software & Services -0.0006 0.0003
Technology Hardware & Equipment -0.0015 -0.0009
Telecommunication Services -0.0040 -0.0030
Transportation -0.0045 -0.0040
Utilities -0.0070 ** -0.0061 **
Adjusted R-squared 0.0751 0.0347 0.0485 0.0936
F-statistic 65.1520 60.8116 73.4057 61.5847
# of Obs. 31,617 31,617 27,003 27,003
Wald test F-stat 54.4586 ** 55.9622 ** 45.3504 **

*** Indicate significance at the 0.05 and 0.01éks; respectively.

The standard errors are Newey-West adjusted toaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated ciesffj except for industry codes for brevity. Tgoled estimations include fixed effects for years
Significance tests for the coefficients are twdetditests. All accounting and forecast variablessaaled by average total assets. The Wald tessttistés
a maximum likelihood estimate of how close the strieted estimates are to satisfying the specifistirictions under the null hypothesis. A signific&
statistic indicates the null hypothesis is rejecwdld tests have been done on the specific fotiegasamework analysis variables in each modeyonl
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TABLE 9
Tests of the Association Between Analyst ForecasPS Errors and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_EPS ERR (j,t) = a0+ g1 Industry Codes (j,t) + 2 SL (j,t) + B3TS (j,t) +p4 TCT (jt) + B5P_PERF (j,t) + B6B_P (j.t)
+ 7 CAPEX_HIST (j,t) +¢l
Equation (3)

Panel B: 2 Year Ahead Forecast EPS Errors

Pooled Coefficients

Expected
Signs Industry Analysis Strategy Analysis Financial Amlysis Full Model
Intercept 0.0076 0.0053 0.0040 0.0043
3.0603 ** 15.5862 ** 11.9891 ** 2.1017
SL + 0.0001 0.0001
3.2472 ** 1.6946
TS + 0.0000 0.0000
10.1147 ** 1.3766
TCT + -0.0001 0.0000
-2.7474 ** -1.0488
P_PERF + 0.2139 0.1884
8.3469 ** 7.7361 **
B P + 0.0012 0.0023
6.1760 ** 11.2514 **
CAPEX_HIST + 0.0013 0.0015
0.8721 0.8558
Automobiles & Components -0.0020 -0.0005
Banks -0.0056 -0.0024
Capital Goods -0.0020 -0.0001
Commercial & Professional Services -0.0012 0.0010
Consumer Durables & Apparel -0.0010 0.0007
Consumer Services -0.0025 -0.0008
Diversified Financials -0.0042 -0.0018
Energy -0.0031 -0.0021
Food & Staples Retailing -0.0048 -0.0024
Food, Beverage & Tobacco -0.0037 -0.0013
Health Care Equipment & Services -0.0008 0.0010
Household & Personal Products -0.0025 0.0000
Insurance -0.0042 -0.0023
Materials -0.0036 -0.0016
Media -0.0036 -0.0013
Pharmaceuticals, Biotechnology & Life Sciences -pm0 -0.0002
Real Estate -0.0036 -0.0019
Retailing -0.0021 -0.0003
Semiconductors & Semiconductor Equipment 0.0009 0.0031
Software & Services 0.0010 0.0025
Technology Hardware & Equipment 0.0011 0.0026
Telecommunication Services -0.0030 -0.0015
Transportation -0.0026 -0.0009
Utilities -0.0057 -0.0037
Adjusted R-squared 0.1070 0.0347 0.0255 0.1095
F-statistic 73.3604 46.7373 27.7350 52.9452
# of Obs. 24,157 24,157 19,425 19,425
Wald test F-stat 76.7503 ** 51.3615 ** 38.4081 **

*** Indicate significance at the 0.05 and 0.01éks; respectively.

The standard errors are Newey-West adjusted toaddot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated ciesffi except for industry codes for brevity. Tgoled estimations include fixed effects for years
Significance tests for the coefficients are twdetditests. All accounting and forecast variablessaaled by average total assets. The Wald testtistés
a maximum likelihood estimate of how close the strieted estimates are to satisfying the specifistirictions under the null hypothesis. A signific&
statistic indicates teh null hypothesis is rejecwdld tests have been done on the specific fotiegasamework analysis variables in each modeyonl
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TABLE 9
Tests of the Association Between Analyst ForecasPS Errors and the Forecasting Framework
for the Pooled Samples for the Period 1985 - 2001

FC_EPS ERR (j,t) = a0+ g1 Industry Codes (j,t) + 2 SL (j,t) + B3TS (j,t) +p4 TCT (jt) + B5P_PERF (j,t) + B6B_P (j.t)
+ 7 CAPEX_HIST (j,t) +¢l
Equation (3)

Panel C: Long Run Implied EPS Errors

Pooled Coefficients

Expected
Signs Industry Analysis Strategy Analysis Financial Aalysis Full Model
Intercept 0.0109 0.0157 0.0074 0.0102
7.9003 ** 17.0556 ** 10.0920 ** 6.4689 **
SL + 0.0002 0.0002
3.4891 ** 2.2745
TS + 0.0000 0.0000
14.5686 ** -1.6425
TCT + -0.0004 -0.0001
-8.3761 ** -3.3790 **
P_PERF + 0.8818 0.7888
10.8179 ** 10.5223 **
B P + -0.0048 -0.0028
-11.2345 ** -7.1403 =
CAPEX_HIST + 1.0002 1.0092
32.9620 ** 34.4729 **
Automobiles & Components 0.0016 -0.0031
Banks -0.0068 ** -0.0015
Capital Goods 0.0007 -0.0027
Commercial & Professional Services 0.0072 ** 0.0010
Consumer Durables & Apparel 0.0057 ** 0.0027
Consumer Services 0.0043 ** -0.0066 **
Diversified Financials -0.0031 -0.0022
Energy -0.0019 -0.0086 **
Food & Staples Retailing -0.0042 ** -0.0082 **
Food, Beverage & Tobacco -0.0019 -0.0062 **
Health Care Equipment & Services 0.0101 ** 0.0034
Household & Personal Products -0.0005 -0.0036
Insurance -0.0044 ** -0.0031
Materials -0.0023 -0.0054 **
Media 0.0007 -0.0029
Pharmaceuticals, Biotechnology & Life Sciences 02002 -0.0024
Retailing 0.0036 ** -0.0010
Semiconductors & Semiconductor Equipment 0.0141 ** 0.0075 **
Software & Services 0.0179 ** 0.0123 **
Technology Hardware & Equipment 0.0142 ** 0.0071 **
Telecommunication Services 0.0090 ** 0.0022
Transportation 0.0020 -0.0093 **
Utilities -0.0075 ** -0.0091 **
Adjusted R-squared 0.1283 0.0430 0.2001 0.2798
F-statistic 86.3023 54.4114 261.6389 171.9031
# of Obs. 22,596 22,596 19,794 19,794
Wald test F-stat 96.9867 ** 124.3441 ** 448.1263 **

*** Indicate significance at the 0.05 and 0.01éks; respectively.

The standard errors are Newey-West adjusted toaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structures. T-
statistics are reported under each estimated cieeffj except for industry codes for brevity. Tgomled estimations include fixed effects for years
Significance tests for the coefficients are twdetitests. All accounting and forecast variablessaaled by average total assets. The Wald testtistés
a maximum likelihood estimate of how close the sfrieted estimates are to satisfying the speciatirictions under the null hypothesis. A significé:
statistic indicates teh null hypothesis is rejecwdld tests have been done on the specific fotiegasamework analysis variables in each modeyonl
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TABLE 10
Tests of the Association Between Analyst ForecasPB Errors and the Forecasting Framework
for the Year-by-Year Samples over the Period 19852001

FC_EPS ERR(j,f) = a0+ g1Industry Codes (jt) +#2SL (j,t) +B3TS(.t) + 4 TCT (j.f) + #5 P_PERF (j,t) + f6 B_P (j.,t) + 87 CAPEX_HIST (j.t) + &l
Equation (3)

Year by Year: Analyst Forecast EPS Errors

Panel A: 1 Year Ahead EPS Panel A: 2 Year Ahead EPS Panel C: Long Run Implied EPS
Short Run Absolute Forecast Error Absolute Forecast Error Long Run Absolute Forecast Error
Expected Expected
Signs # years as #years as Signs #years as
Bernard statistic ~ expected &  Bernard statistic  expected & Bernard statistic ~ expected &
significant significant significant

Intercept 0.005 ** 0.04 * 0.00 **
SL + 0.069 in7 0.02 * 0/17 + 0.01 * 017
TS + 0.098 0/17 0.12 117 + 0.27 017
TCT + 0.085 0/17 0.01 * 0/17 + 0.00 ** 017
P_PERF + 0.000 ** 12/12 0.00 ** 7117 + 0.00 ** 11/17
B_P + 0.023 * 712 0.00 ** 1117 + 0.00 ** 0/17
CAPEX_HIST + 0.748 0/17 0.91 117 + 0.00 ** 17/17
Automobiles & Components 0.126 0.16 0.13
Banks 0.012* 0.12 0.40
Capital Goods 0.235 0.18 0.26
Commercial & Professional Services 0.276 0.03 * 0.32
Consumer Durables & Apparel 0.378 0.02 * 0.05 *
Consumer Services 0.236 0.74 0.00 **
Diversified Financials 0.110 0.42 0.29
Energy 0.027 * 0.23 0.00 **
Food & Staples Retailing 0.033* 0.14 0.00 **
Food, Beverage & Tobacco 0.092 0.80 0.00 **
Health Care Equipment & Services 0.617 0.03 * 0.22
Household & Personal Products 0.270 0.23 0.06
Insurance 0.038 * 0.12 0.21
Materials 0.063 0.63 0.01 *
Media 0.097 0.77 0.19
Pharmaceuticals, Biotechnology & Life Sciences 0.106 0.73 0.06
Retailing 0.248 0.42 0.95
Semiconductors & Semiconductor Equipment 0.591 0.09 0.04 *
Software & Services 0.712 0.00 ** 0.00 **
Technology Hardware & Equipment 0.721 0.00 ** 0.00 **
Telecommunication Services 0.017* 0.21 0.32
Transportation 0.138 0.56 0.00 **
Utilities 0.015* 0.01 * 0.00 **

*** Indicate significance at the 0.05 and 0.01édks; respectively.

The standard errors are Newey-West adjusted toaldot heteroscedasticity, in relation to autoetated disturbances with unspecified structuremifitance tests for the
coefficients are two-tailed tests. All accountimgidorecast variables are scaled by average teselts The Bernard (1987) statistic measures timbility of the null hypothesis
where each variables coefficients are equal to feerthe sample period. A significant Bernard stétiindicates the null hypothesis is rejected.

All accounting and analyst forecast variables asdes! by average total assets for firm j for yeémdustry codes are formed using primary GICS eddefirm j for year t. GICS
code descriptions are included in Table 2. FC_ERR [ the analyst median consensus EPS absoletesfsirerror (or implied EPS absolute forecast dordong run forecasts)
for the relevant period for firm j for year t; ERSIST is the current historical diluted EPS for fijior year t; SL is the science linkage measurdifen j for year t; TS is the
technology strength measure for firm j for yeaf@®T is the technology cycle time measures for fifor year t; P_PERF is past EPS performance far fifor year t; B_P is book
to price ratio for firm j for year t; and CAPEX_HISs the current net capital expenditure per sfarérm j for year t.
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