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Abstract

The successful application of very rapidly growing wearable devices relies on the research on

the propagation characteristics of off-body channels which plays a key role in connecting the

wireless body area network and cellular network, WiFi and other local area networks. This

thesis concentrates on the bottleneck problems of the measurement, analysis and modeling of

the off-body propagation characteristics. A large number of measurement investigations have

been carried out to solve the thorny problem of complicated and changeable scenes of off-

body channel and heavy fading caused by adjacent humans. These activities include different

transmission schemes, different influence factors, and typical changeable configurations. Then,

in this study, the systematic analysis of the measured big channel datasets are conducted based

on traditional large/small scale propagation analysis methods and compressive sensing based

sparse channel analysis methods.

The first part of the thesis discusses the measurement and analysis of typical off-body

channel types including single input single output (SISO), diversity reception and multiple input

multiple output (MIMO). A two-factor integrated path loss model with variable body worn

locations and variable access point (AP) height is proposed to improve the power management

and link budgeting ability in off-body scenarios. A highly robust circularly polarized spatial

diversity off-body scheme is made up and validated to tackle the heavy fading problem. In

addition, the influences of humans including both hand-held effect and body obstruction effect

on off-body transmission angular spectrum and capacity are estimated.

In the second part of the thesis, the novel compressive sensing based sparse channel analysis

methods are proposed to deal with the modeling problems of off-body temporal channels with

complex multipath components. The channel impulse response (CIR) models of SISO and

MIMO channels based on single measurement vector (SMV) and multi-measurement vector

(MMV-CS) compressive sensing methods respectively are established.



Finally, according to the off-body link types, the propagation characteristics, sparse analysis

and modeling methods are integrated into several channel simulators with friendly GUI inter-

face, whose source codes are shared on gitHub. Those models and simulators are expected to be

used in theoretical analysis and engineering practice for the coverage planning, link simulation,

algorithm design, and performance validation.

ii



Chapter 1

Introduction

1.1 Off-body Wireless Communication

With the deployment of 5G and the ongoing research on Beyond 5G (B5G), cellular commu-

nication networks tend to be more deeply integrated with Body Area Network (WBAN) and

Internet of Things (IoT). Both academia and industry expect to form a network that includes

not only all people but also their belongings [2]. WBAN, especially Off-Body network, which

implement the link function between human and the others, is the most critical part. In the

IMT-2020 standard, the WBAN will become the most important application field with the

fastest growth in the direction of 5G massive Machine Type Communication.

Channels in body area network can be classified into three types according to the relative

positions of receiving and transmitting nodes, namely, in-body, on-body and off-body channels.

In-body channel is defined as the transmission medium in which at least one transceiver is set

inside the body; On-body channel refers to those when both transceivers are worn on the surface

of the human body while the off-body channel is mainly defined as the transmission medium

between body-worn devices and the remote Access Point (AP). Fig. 1.1 lists some examples for

typical in-, on- and off-body channels.Their location of transceivers and transmission distance

between transmitter and receiver are obviously different. Before 5G, researchers mainly focused

on on- and in-body channels, which are connected to other networks through sink node or main
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In-body 
channel 
< 0.4m

On-body
channel 
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Off-body channels 
2-20m

PC

AP

Base Station

Figure 1.1: The illustration for WBAN channel types including off-body, in-body and on-body
cases

node with strong communication ability and very large size [3]. However, it is found that

such schemes may cause many severe problems in practice, such as failure of single point, user

privacy disclosure and frequent network interupt. Meanwhile, the fast development of wireless

portable equipment makes the direct off-body transmission scheme (i.e., body-worn devices

directly linked to remote devices without any relay) feasible. Compared with the traditional

scheme relying on the relay of collection node, off-body transmission not only overcomes many

problems in traditional WBAN are but also has many advantages such as improving user

experience, convenience in carrying, no limit to activity scope and low cost. This makes off-

body communication a key enabling technology for the future mobile network.

The main task of off-body communication is to implement the interconnection between dif-

ferent WBANs or between WBAN and other heterogeneous networks (such as cellular network

and WIFI network). Its initial task was to upload human health information (such as heart rate,

blood pressure and temperature) and environment-related parameters (such as fire detection,

smoke concentration and PM2.5 concentration) collected by WBAN for recording and analysis

in a low rate and asynchronous communication way. With the expansion of users and wireless
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access demand, the number of access devices and transmission rate of wearable devices has

increased rapidly, and the requirements for real-time and reliable transmission are also greatly

increased. Accordingly, an off-body communication network is rapidly expanding from tradi-

tional health monitoring to sports, military, fitness, entertainment and intelligent home among

others. At present, it is an urgent problem in off-body communication to improve real-time

transmission capacity and transmission reliability [4]. For example, smart watches have evolved

from a simple pedometer to forwarding messages, answering and making calls, controling apps

by voice, intelligent assistant, posture recognition and automatic emergency alarm. These new

needs require higher transmission capacity, lower delay and interrupt probability of off-body

channel. In the future, with the integration of artificial intelligence, cloud computing and big

data technology, wearable devices need to deal with a large amount of information with different

priorities and will become the main personal proxy to control intelligent home, intelligent office

and intelligent manufacturing, ultimately revolutionizing human-computer interaction mode

and human social communication mode [5].

However, different from the traditional short distance wireless channel, the application of

off-body communications are obstructed by many severe problems. On the one hand, as the

portable devices are too close to the human body or implanted into the body, the off-body

channel is vulnerable to human characteristics and human movement. For example, antenna-

body effect is significant, transmission stability is limited by frequent body posture changes and

mobility. This makes the systematic study of off-body propagation characteristics an urgent task

[6]. On the other hand, considering that the transceivers of the off-body transmission are usually

supported by heterogeneous networks, the physical layer design should meet the requirements

of several different wireless access specifications (e.g. WBAN, WIFI, Bluetooth, ZigBee and

Wimax). However, the strict limits on the size, power and electromagnetic absorption rate

of then human body of wearable devices are often in conflict with the methods of improving

transmission rate and link stability [7]. These factors directly lead to poor user experience

and high market turnover rate although the enthusiasm for wearable applications is increasing

rapidly. Therefore the study of communication characteristics of off-body channel can not only

enrich the wireless communication theory, but also be beneficial to the wearable-device industry,
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i.e., it is important in both theoretical study and industrial application. Thus, the research

of off-body channel has become a common focus of industry, academia and standardization

organizations since the 4G era.

1.2 Motivation and background

Off-body channel is the key to connect WBAN and other networks. The research methodology

is usually based on the combination of mature research theory of wireless short distance channel

and the beneficial experience of on-body transmission so as to conduct targeted research on the

characteristics and unique needs of off-body channel. In terms of frequency band, according to

WBAN planning of IEEE802.15.6 , the research of off-body channel usually covers a wide range

from 13.5MHz to 10.6GHz. In recent years, the rise of 28GHz and 60GHz millimeter-wave band

in off-body channel research has further expanded its frequency range. This allows it to play

an important role in many applications characterized by high performance, high concurrency

and low latency. The robust off-body access technology is thus expected to be the enabling

technology of improved quality of service (QoS) in wireless communication.

Targeting the basic research of off-body channel, this thesis is mainly focusing on two

aspects, namely, the propagation characteristics and anti-fading measures, as well as sparse

analysis and sparse modeling to deal with dimensional disaster problems in off-body application.

The study of off-body propagation characteristics provides a research basis for sparse analysis,

while sparse analysis and modeling further solve the frequently occurring "dimensional disaster

problems" in the off-body propagation analysis. In order to establish a highly available, highly

reliable and easy to implement off-body communication link, the specific research on off-body

channel is further divided into four categories, shown in Fig. 1.2: The first is to study the

large-scale and small-scale fading characteristics of off-body propagation. The second category

is some anti-fading methods based on the propagation characteristics in the first category,

aiming at the serious fading problems in off-body channel. In the third category, sparse analysis

method is introduced to analyze the sparse characteristics of the off-body channel to solve the

dimentional disaster problems and meet the needs of multi-channel joint processing in off-body
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Figure 1.2: The classification for main research directions and content of off-body channels

transmission. Last but not least, based on the characteristics of sparse analysis, we discuss the

advantages of sparse temporal channel modeling methods of off-body channels with complex

cluster structures.

1.2.1 Off-body Propagation Characteristics

The propagation characteristics of off-body channel are mainly divided into two aspects: large-

scale fading characteristics and small-scale fading characteristics. Studies of large-scale fading

characteristics of off-body channels include path loss models, body obstruction/shadow effects,

and the influences of body posture, body steering and motion. The research of small-scale fading

characteristics mainly includes the statistical characteristics of key propagation parameters and

the influence of the human body on fading characteristics.
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When designing any wireless communication system, link budget should be considered first.

Generally, the predicted power loss is the sum of average path loss of a large-scale range (usually

several to hundreds of meters), the shadow variable with normal regular fluctuation (i.e. 1-5

dB) and the small-scale fading component with random fluctuation in a small range (several

working wavelengths). The main task of link budget is to make up transmitter power to ensure

that the predicted receiving power is greater than the demodulation threshold; meanwhile the

budget power should be as low as possible to reduce interference for other APs and the interrupt

probability should be as small as possible to guarantee Quality of Service (QoS). In the off-body

channel, since the wearable device is too close to the human body, its shadow effect not only

comes from the surrounding obstruction objects, but also from the complex effects of the human

body, such as body obstruction, motion, coupling and diffraction. This makes the link budget in

off-body channel significantly higher than that in general wireless short-range communication.

In this case, it is crucial to design high-precision large-scale and small-scale models specially

optimized for off-body channels to enable off-body communication. Thus, it is very important

to study the influence of the human body as well as the closely related movement, posture

change and other influencing factors to improve the performance of off-body transmission.

Off-body large-scale propagation characteristics

The most famous wireless short-distance channel model is the log-distance path loss model

introduced by Friis in 1946 [8]. By generalizing its basic parameters, many large scale path loss

models are formed. Since the path loss of adjacent near frequency bands is similar, frequency

characteristics are generally not considered as the focus, so the logarithmic distance model is

expressed as follows:

PL(d) = PL0 + 10× γ × log10(d) + δX (1.1)

where PL0 is the reference path loss predicted by free space path loss model, γ is the path loss

exponents relevant to specific scenario and δX is the standard deviations for shadowing effect.

In the off-body channel, the statistical distribution of these path loss parameters may change

due to different combinations of influencing factors. The typical influencing factors include
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body obstruction, body rotation, motion status, AP height, wearing position, polarization

characteristics, and antennae-body effect listed in Table 1.1. A variety of large-scale path loss

models are proposed dependent on modeling preference of different parameters and different

dominating factors of scenarios. According to their different hypothesis preference on PL0, they

can be roughly divided into three categories:

1. Fixed reference path loss model

PL0 is fixed in all the scenes based on one selected measurement value in a reference

off-body scene, while other scenes are modified based on this reference. A logarithmic

distance model of fixed reference path loss based on measurement is thus obtained. Its

advantage is that the modification of the original model is minimal, the large-scale fading

of all scenes is based on the superposition of a simple scene, the physical significance is

very clear, and the path loss exponents and shadow deviation are easy to do comparative

study in different scenes. The disadvantage is that the selection of the reference scene has

a great influence, and its errors tend to be accumulated to other scenes.

2. Floating reference path loss model

Compared with the fixed reference path loss model, the reference path loss PL0 of floating

path loss model changes dynamically according to the measured value in each scene. As

the reference path loss values of all scenarios are different, the corresponding path loss

exponents are also quite different. The advantage is that the reference path loss is usually

more accurate according to the real-field measurement, and there is no error accumulation

of the reference scene in fixed path loss. At the same time, it achieves a good balance

between the physical meaning and the measured precision. The main disadvantage is

that due to too many scenes in the off-body channel under the combined factors of body-

worn positions, body rotation directions and motion influence etc; the generated floating

reference path loss model needs to frequently update its key parameters PL0, γ and even

σX , which is not conducive to the design of the algorithm and the deployment of the

actual WBAN.

3. Intercept path loss model

7
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In order to maintain the physical significance of the reference distance, the path loss

values at the reference distance (usually 1m) of fixed/floating reference path loss models

are generally associated with the actual measurement, and only the exponential path loss

factor is fitted in the fitting. In the intercept model, the physical meaning of the reference

path loss value is not restricted, and the PL0 and γ of each scene are directly fitted by

the least square or maximum likelihood estimation methods.

The advantages of this method are clear. The dual parameter fitting can significantly

improve the prediction accuracy under certain scenarios. However, its disadvantages are

also very obvious. Firstly, it is only applicable to a particular scene and is sensitive to

the change of scene. Meanwhile, the frequent changes of parameter table are unavoidable.

Secondly, its physical meaning is not clear and such a model lacks theoretical interpre-

tation and further parameter expansion. For example, in the case of severe obstruction

or shadow cases (i.e., significant beam pass through walls, human body or crossing long

distance), the measured path loss tends to remain unchanged or even decrease within

a certain range (when transceiver steps away from the obstructions). In this case, the

path loss exponents fitted by the intercept model may be 0 or negative, which obviously

belongs to the over-fitting of the path loss in a specific scene and local range. Therefore

such a kind of model is only suitable for a limited number of specialized scenarios.

Table 1.1 shows the research details for off-body channels in some literatures including off-

body scenes, measurement setup, main influencing factors, large-scale modeling methods and

typical parameters’ range. It is found that there are many measurement systems widely used

in the off-body channel, mainly including spectral analysis, time domain measurement, VNA

measurement and correlation measurement. The measuring scenarios are concentrated in a

microwave anechoic room, small, medium and large laboratory or office. The tested frequency

band ranges from 820MHz to 12.7GHz, covering the popular cellular band, ISM band and

UWB band. In a word, the measurement methods, measurement scenarios and test frequency

of the off-body channel are relatively diverse and wide. The floating reference path loss model

is most frequently adopted in the selection of large-scale models to balance the accuracy of

8



CHAPTER 1. INTRODUCTION

Table 1.1: The dominant influence factors, path loss exponents and shadow deviation of large-
scale off-body models in some literatures

Cite
Measure
-ment
Setup

Scenario Freq
-uency

Influence
factors

Path
Loss

Models
PL0

PLE
γ

δX

[9]

Vector
signal

source +
spectral
analysis

Small
conference

room

2.45
GHz

Body
rotation,
Motion,

AP height

Floating
Path loss
model

42.6
dB 0.5-1.2 7.0-10.0

[10]
VNA

Measure
-ment

Medium
conference

room

3.1-8
GHz

Body
-worn

locations,
Body

obstruction

Floating
Path loss
model

49-57
dB 1.6-3.9 0.3-3.1

[11]

Time
domain
multi

-channel
measure
-ment

Medium
Lab

4.15
-4.25
GHz

Postures,
Body
-worn

locations,
Polar
-ization

Fixed
Path loss
model

43
dB 1.29 4.29

[12]

Time
domain

correlation
measure
-ment

Medium
Lab

4.5
-12.7
GHz

Antenna
-Body,
Worn

locations,
Motions

Intercept
path loss
model

74
dB 1.1-1.5 2.7-3.1

[13]
[14]
[15]

Ultra
Wideband
correlation
measure
-ment

Hospital 3.1-6.3
GHz

Worn
locations,
Postures,
Motions,
Rotation

Sub
-section
model+
Floating
Path loss
model

62-72
dB 0 or 2 1.8-2.8

[16]

HaLo430
Synch
-ronized
measure
-ment

Cross
multiple
large
offices

2.45
GHz

Wall
obstruction

, Body
rotation,
Motion

Comb
-ination
of multile
models

- - 0.5-3.8

[17]
VNA

measure
-ment

anechoic
chamber

950
MHz

Arm
waving,
Foot
span,

Roation

Constant
in small
range
area

- - 0.5-3.5
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the path loss fitting and the theoretical interpretation of off-body measured scene. However,

these also lead to a large distributed range of path loss exponents. The wide range of path loss

exponents from 0.5 to 10 is significantly different from traditional short range wireless channels.

At the same time, the shadow deviation varies greatly in different off-body cases. On the one

hand, it is caused by numerous combinations of influencing factors. On the other hand, the

dominating influencing factors of even the same combination under different situations, such as

crowd density, traffic flow partition and dense scene object occlusion, are also different.

Off-body small-scale propagation characteristics

Different from large-scale fading characteristics, small-scale parameters in short distance wire-

less channels are often difficult to predict directly due to their randomness, so probabilistic

statistical models are commonly used in small-scale analysis and modeling. When making link

budget, it is often necessary to consider the influence of small-scale fluctuations to ensure the

connectivity of channel links. As small-scale off-body channel often experiences much more se-

vere fading than that of traditional short distance channels, the small-mall characteristics play

a key role in link budget and design of communication algorithms. At present, the research of

small-scale characteristics in off-body mainly focuses on the distribution types and statistical

parameters of multipath fading and shadow effect. In addition, a proportion of the research

focus on the study of some human body related factors, such as electromagnetic absorption and

the coupling of the human body, the impedance drift caused by human conductance character-

istics.

Table 1.2 shows some research contents and conclusions about small-scale fading charac-

teristics of in the offbody channel.The types of signal fading caused by the multipath effect

vary greatly, depending on different scenes, different parts and even different wearers. These

distributions mainly include lognormal, weible, Rayleigh, rice and Nakagami fading types. S.

l. Cotton proposed a k-u distribution model, which was specifically used to describe serious

off-body multipath fading scenarios, and produce a corresponding theoretical derivation [18].

Its advantage are that it contains typical Rayleigh and Rician fading cases and can describe
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Table 1.2: Research contents and conclusions of small-scale fading characteristics of off-body
channel in some literatures

Cite Scenario
Types of
small-scall
fading

Body
shadow
types

Influence factors

[4] Suburb
road sides

k-u
distribution

Log
-normal

Vehicles’ approach, obstruction and
departure on signal attenuation and
multipath distribution parameters;
The orientation of human body;
Long/short term fading caused
by traffic flow

[8] Small
office

Rician,
Nakagami,
Weibull,
Rayleigh

Log
-normal

RMS delay spread and number of
significant multipath components
caused by adjacent human and
motion

[9] Medium
office

Rician,
Rayleigh Normal RMS delay spread features influenced by

body roation

[10] Medium
office Log-normal Normal

Off-body capacity, Signal level crossing
rate and correlations between different
off-body links

[10] Medium
office Log-normal Normal

Signal level crossing rate and average
fading durations influenced by body-worn
locations and motion

[17] Hospital Log-normal
Weibull Normal Time-varying features and obstruction

probability influenced by scenarios

[12]
[13]
[14]

Crossing
mulitple
large
offices

Log-normal
Weibull Normal Signal level fluctuations, relative path

loss, RMS delay spread

[15] Anechoic
chamber Rayleigh Log

-normal

The variation of capacity, bit error rate
and correlation under different off-body
scenarios

[18] Small
officer

k-u
distribution

Log
-normal

Therotic validation for distributions and
off-body multipath analysis

[16] Laboratory Rayleigh Log
-normal

Variation of fading types under the
influence of arm waving, efficiency
of antenna radiation and shadowing
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distribution types that are more serious than both Rayleigh and Rician fading channels. Its

disadvantages are that the model is too complex, hard to mathematically express and difficult

to understand and generalize random dataset. Body shadow effects, by contrast, are typically

modeled as either normal or log-normal, and the standard deviation is usually between 0.5 and

4. In addition to multipath fading types and body shadow effects, the statistics characteristics

of RMS delay spread characteristics, multipath number, level crossing rate, average fading time,

link capacity and bit error rate fluctuation receive more focus of researchers. All these small-

scale parameters are closely associated with the combination of some factors such as body-worn

position, body obstruction effect, channel line-of-sight status, body rotation angle, transceiver

distance and motion influence. Among them, the first four have been most frequently studied

and usually have the most important influence on in off-body communication.

The challenges faced by large-scale fading characteristics of off-body channel mainly include

two aspects: 1) how to reasonably express a large number of influencing factors, such as variable

wearing position, variable AP height, and variable human posture, with one or a few large-scale

path loss models. On the premise of avoiding frequent switching of large-scale models, the

prediction accuracy and scene expansibility are also key evaluating indexes. 2) The analysis

and modeling of multi-dimensional off-body channel sets under the influence of aforementioned

many factors. This analytical model is limited by the poor processing power of wearable devices

and should be as easy to implement as possible. At the same time, in order to cope with the

changeable scene of off-body communication , it is necessary to have a high adaptability and

expansion ability for off-body applications. At this point, the current research progress and

proposed methods seem to be a long way from meeting the development needs of wearable

communication.

There are two main challenges in studying off-body small-scale fading channel characteris-

tics : 1) in many traditional propagation characteristics, channel fading and the emerging of

sparse characteristic portfolio, how to effectively filter out the combination of the key factors,

find out the important correlation relationships between them, and finally understand how such

optimal combination works in a small-scale fading profile. Such an optimal combination as the

combination of RMS delay spread and level crossing rate, the packet of significant multipath
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number and channel cluster structure, etc. 2) different combinations of influencing factors in

different scenarios, how to jointly analyze, model and visualize those useful results. The re-

quirements for channel estimation, channel modeling, link budget or performance measurement

are often different. However, due to the diversity of wearable communication scenarios, it is not

practical or necessary to conduct channel measurement one by one. Therefore, it has become

an urgent problem to design measurement scheme, a conduct reasonable analysis and model-

ing, and use storage or display methods beyond the existing combinations of graphs, tables

and relational databases to visually and interactively present the research results of off-body

measurement, analysis and parameter modeling. These are very important for deepening the

theoretical research and practical application of off-body communication.

1.2.2 Off-body Anti-fading Measures

Through the study of the large/small scale propagation characteristics of the off-body channel,

it is found that the multi-path effect in off-body channel is very complex due to the severe influ-

ence of human obstruction, movement and other interferences. This makes the off-body channel

experience a much more serious fading than traditional short-range wireless cases. Meanwhile,

antenna radiation fragmentation, impedance deviation and near-field coupling due to human-

antenna effect will also cause additional fading to off-body communication. In addition, some

studies have shown that the body channel is extremely susceptible to the polarization mismatch

of the receiver [19], and the influence of the height changes caused by the body posture change

on the fading of the off-body channel cannot be ignored. To sum up, effective measures must

be taken to ease or eliminate the negative effects of various fading types on wearable communi-

cation. Generally, there are two kinds of anti-fading methods in wireless communication: one

is channel diversity, the other is channel equalization. Because wearable devices are limited by

computing power and implementation cost, they can only adopt a relatively simple equalization

method, while the effect of a simple equalizer is often limited by applicable scenarios. [20] has

found that only linear equilibrium can effectively cope with the fading caused by body ob-

struction through simulation and comparison of multiple body-worn parts of different wearers.
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However, it has little effect on the severe fading caused by human movement, posture change

and polarization mismatch. Therefore, the method of diversity is a better choice for easing

fading and enhancing off-body link reliability.

There are four common channel diversity methods, namely, space diversity, polarization

diversity (or antenna radiation diversity), frequency diversity and time diversity [21–23]. Due to

the richness of human deployment location and the low cost of wearable devices, spatial diversity

is usually the preferred method. The advantage of polarized diversity is that it occupies very

little space and is easy to deploy, while the disadvantage is that polarized diversity gain is not

as good as spatial diversity gain, so it will only be used in specific applications [24]. Frequency

and time diversity are limited by communication resources and device complexity. Therefore,

the application of spatial diversity in off-body channel is most commonly used and will be used

in our work.

There are three main kinds of combination methods in the receiver, namely, MRC (Maximum

Ratio Combination), EGC (Equal Gain Combination) and SC (Switch Combination). If the

received signals of each branch are respectively {r1, r2, · · ·rM}, then MRC means mixing the

power of each branch at the weight of their ratio. The total received signal level is equivalent

to:

RMRC =
√
r2

1 + r2
2 + · · ·+ r2

M (1.2)

The EGC is equivalent to combine each branch with the same weight value, and its overall

output signal level is:

REGC =
r1 + r2 + · · ·+ rM√

M
(1.3)

SC is equivalent to selecting only the strongest branch and discarding all the others. The

overall output signal level is:

RSC = max(r1, r2, · · ·, rM) (1.4)
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In order to measure the effectiveness of practical diversity, the most commonly used index

is diversity gain. Diversity Gain (DG) is defined as the improvement degree of the average

received signal after combination compared with the mean original signal at a specific distribu-

tion probability level (generally 10% of the cumulative probability distribution). Theoretically,

under the same conditions, DG of MRC is greater than that of EGC, and the DG of EGC

is greater than that of SC. Of course, the implementation complexity is the opposite, MRC

implementation complexity is much higher than EGC, and EGC is slightly higher than SC

implementation complexity. In addition to DG, diversity order is also commonly used as a the-

oretical measure although its way of calculation is more complicated. Some literature reported

some simple methods of quantitative definition of diversity order in specific scenarios, such as

the literature [25, 26] mentioned the use of the square of the ratio between the channel ma-

trix trace and the Frobenius function as diversity order under the condition of Rayleigh fading

channel.

Table 1.3 shows the research status of channel diversity of off-body channels in some liter-

atures in recent years. It can be found that the research for off-body spatial diversity is very

active. In many scenarios like microwave dark room, interior walls, larger space, corridor and

laboratory, a variety of extensive field measurement investigations are conducted. Multiple

diversity combination methods are compared, and many factors influencing the off-body chan-

nel diversity are explored. The off-body frequency is mainly focused on UWB and some low

frequency such as 868 MHz, and a small amount of ISM frequency band. Similar to the tradi-

tional spatial diversity, the spatial diversity of off-body channel is also deeply influenced by the

combination method, the number of diversity branches, the correlation between branches and

the line-of-sight state. However, there are also many obvious differences. Due to the influence

of the human body, the diversity gain of the off-body channel is significantly affected by the

motion, face direction and different wearing parts of a human. Meanwhile, different wearers,

and the movement of adjacent people and different trajectory of nearby people also are shown

to have a significant impact. At the same time, it is found that in different scenarios, even

with the same number of branches and the same wearing position, off-body DG range is signif-

icantly larger than traditional DGs. Moreover, many papers have shown that even under the
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Table 1.3: Research contents and conclusions of off-body channel diversity in some literatures

Cite Scenario Frequ
-ency

Body
worn

position

Numb
-er of
branch

Diver
-sity
way

DG
[dB] Research highlights

[27] Labor
-atory

3-10
GHz

Chest,
head,
wrist,
ankle,
back

2

MRC 9-14.4 The distance between
wearable devices affects

the diversity gain;
NLOS diversity
has larger gain

EGC 8.1-11.8

SC 8-10.1

[28]

Anechoic
chamber,
Open
office,

Corrider

868
MHz

Wrist,
waist,
left

chest,
shoulders
(back side)

2,
and
6

MRC 5.7-11.1 Signal distribution of
different combination;

And the specific
distribution of LCR

EGC 5.2-10.1

SC 4.4-6.9

[29]
Complex
lab.,
NLOS

3-10
GHz

Head,
chest,
waist,
wrists

2
to
8

EGC 5.6-11

Custom diversity measure;
It is suggested that
a single person
should arrange 5

diversity devices at most

[30] Open
offices

5.8
GHz

Waist
both
sides

2 SC

LOS:
0-3.9
NLOS:
0-4.1

Number of people
and the trajectory of

people have a significant
effect on diversity gain

[31] Anechoic
chamber

2.45
GHz

Chest,
wrist,
thigh

2

EGC 9.1-14.9

Link correlation has
a significant effect
on diversity gain;

When less correlation,
double diversity can
effectively combat the
influence of multiple

walking people

SC 9.4-13.1

[32]
Indoor
NLOS
lab.

3-10
GHz

Chest,
head,
wrist,
ankle,
back

2

MRC 9.1-14.9 Extend the study in
[27] to the NLOS

case, and find DG was
significantly improved,
correlation and power

imbalance were
significantly reduced

EGC 9.4-13.1

SC 8.1-13.1
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same conditions, off-body DG fluctuates greatly in a wide range. These fluctuations from the

cumulative effect of many influence factors in off-body channel, which are significantly different

from traditional ones. This indicates that the diversity method and anti-fading improvement

effect of off-body channel still need to be further explored.

The above are all the research results of linear polarization diversity reception, and many

literatures have shown that polarization characteristics also have a significant impact on the

diversity performance of off-body channels [8, 33–38]. It is found that dual polarization or cir-

cular polarization can effectively improve diversity efficiency in different frequency bands and

multiple scenarios [39–42]. However, most of these researches have not carried out systematic

studies on off-body diversity propagation characteristics and channel performance, and the com-

parison between linear and circular polarizations under the same conditions is also negelected.

Literature [26] proposed a circular-polarized dual-diversity scheme deployed on two fire-fighters

for body-to-body communication measurement. It is found that the dual-circular-polarized

reception can effectively deal with various kinds of fading like NLOS, serious obstruction and

strong interference source. At the same time, the performance of circular polarization diversity

scheme is significantly improved by evaluating the bit error rate curves. The communication

between a pair of circularly polarized antennas can be compared to the performance of linear

polarized dual diversity in off-body channels.

In addition, in the application layer, many literatures have proposed other novel transmitting

diversity schemes to improve the reliability and transmission efficiency of off-body channels

[19,34,43–47]. Literature [48] proposed a method to improve off-body transmission capacity by

using the transmission diversity of a macro- and micro- base station. Using the wide deployable

area of human body surface, the channel reliability is enhanced by diversity, signal relay and

cooperative communication. Similarly, reliable in off-body channels are of great significance

for conducting off-body diversity research to promote fire protection, security, national defense

and many fast-developing consumer electronics. Therefore, the off-body diversity anti-fading

technologies have made great progress, but it is still of importance to further explore the

selection/combination of anti-fading schemes and the insights of off-body diversity due to the

complexity of off-body transmission and serious/high fading probability.
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Anti-fading diversity measures of off-body channel are mainly faced with three challenges:

1) the performance of off-body diversity channel still needs to be further improved, especially

the research on the influence of human height, human motion, polarization mismatch fading

and circular polarization. 2) the physical layer design and theoretical exploration of off-body

diversity measures need to be further promoted, including the determination of diversity num-

ber, wearing position, scene adaptability and anti-fading mechanism. 3) research needs to be

done into the development of new off-body diversity methods. Some researches based on circu-

lar polarization, double polarization, MIMO and transmitting diversity between base stations

provide good ideas. However, further research and verification are still needed and performance

improvement in various scenes need to be estimated.

1.2.3 Off-body Sparsity Analysis

Due to the complex and changeable scenes of the off-body channel, which are affected by the

posture, rotation direction and motion of the human body, the problem of "dimension disaster"

is often encountered in the channel measurement, propagation analysis, algorithm design and

system modeling. For example, literature [49] showed this problem occurring in the hospital

beds environment under the typical measurement schemes of changing wearable positions. 7

volunteers are repeatly measured to avoid the influence of human individual differences. For

each volunteer, measurement data of 10 wearable positions and 12 different AP heights need

to be collected. For each measurement position or height, eight large-scale grids are planned

and each grid contains 16 grid points with a λ (working wavelength) space between any 2

adjacent grid points to offset the impact of small-scale fading. Each grid is repeated five times

for eliminating measurement bias. Each measured Impulse Response signal (CIR, Channel

Impulse moisturiser Response) is combined by 801 uniform frequency sampling data. Thus,

the amount of data for 1 measurement investigation is accumulated to more than 400 million

(7×10×12×16×8×5×801 = 430, 617, 600). Such a large and growing amount of data brings

great challenges to traditional methods of off-body channel analysis and modeling. With the

fast development of off-body channel towards multi-channel, large-bandwidth and other high-
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dimensional signal technologies, "dimensional disaster problem" will be further highlighted

[50–52].

Dimension disaster or dimension curse was first put forward by Richard E. Bellman when he

studied dynamic programming in the 1960s. It mainly refers to a series of difficulties brought by

data collection, organization and analysis due to the rapid increase of space capacity when the

dimension of research objects rapidly increases [53,54]. A widely used way to solve dimensional

disasters is sparse representation (or feature representation) [55]. In wireless communication,

the sparse representation method aims to find out the significant low-dimensional structural

information hidden in the high-dimensional signal space. By means of the compression percep-

tion (CS, Compressive sensing) principle [56–58], the low dimensional structure can usually be

expressed by the simple linear combination of a few dictionary atoms [59–62]. The following

mainly describes its research status and challenges from two perspectives: the application prin-

ciple of sparse expression in wireless communication and the key compressed sensing recovery

algorithm in sparse approximation.

The application principle of sparse approximation in wireless communication

At present, several important steps of progress have been made by combining wireless commu-

nication and compression sensing based sparse approximation methods [62], such as channel

estimation [63, 64], millimeter wave [65, 66], large-scale antenna system [66, 67] and high reso-

lution angle spectrum recognition [68]. Literature [69] proposed a feasible pilot scheme design

for downlink of large-scale MIMO systems based on CS. Similarly, literature [67, 70] proposed

a kind of CS based pilot frequency design method for better estimating channel and obtaining

channel feedback information. Literature [50, 52, 71] proposes a system framework to theoret-

ically solve the design problems of millimeter wave based on parallel stream transmission and

high demodulation broadband by using CS based sparse approximation theory.

The basic premise that these sparse expressions can be applied effectively in wireless com-

munication is consistent, i.e., sparse structures (useful signals with low dimensions) commonly

exist in high-dimensional wireless signals. Fig. 1.3 shows a schematic diagram of the sparse

19



CHAPTER 1. INTRODUCTION

Temporal Domain

Fr
eq

u
en

cy
 D

o
m

ai
n

1/W 

1/
f

T



1/T TN 

1/
R

RN





Spatial Domain

Code Domain

Figure 1.3: An example of channel sparse expression, although the overall dimension (number
of all grids) of the channel is high, the actual effective signals in each dimension of the spatio-
temporal, frequency or code domain are sparse, so the actual meaningful signal dimension
(number of colored grids) is usually much smaller than the total signal dimension space. Sparsity
represents the proportion of significant signals in the overall signal space. The sparsity of the
examples in the figure is only 0.13%.

structure of a large dimensional channel in all dimensions of time, frequency, space and code

domain. Temporal and frequency resolution are respectively 4τ and 4f . The number for

transmitting and receiving antennas are NT and NR. The quantitative number of distinguish-

able grids of all four-dimensional channel matrixes in time, frequency and code domain are

P,Q and W respectively. Thus, the total resolvable degree is the product of resolvable grids of

each dimension Dmax = NTNRPQW . However, as the actual number of significant signals d

is very limited in each dimension, the number of useful signal lattices is usually much smaller

than the total distinguishable lattices of the large dimensional channel Dmax.

Based on the traditional Nyquist sampling theory, uniform sampling at equal intervals is

necessary to collect and store the signals completely, while the sparse representation method

directly captures the signal parts we are interested in. For the complex scene of off-body trans-

mission and the numerous influencing factors, the limited processing capacity of the wearable

device itself is highly applicable [72–75]. Literature [72] proposed to use the sparse sampling

principle to collect multi-channel physiological signals with wearable portable devices, so as

to promote the originally expensive EEG and ECG devices to the field of home medical care
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with low consumption and cost. Similarly, literatures [73–75] also successfully designed a vol-

ume domain communication network with low energy consumption, high reliability and elastic

expansion based on compression sensing.

Generally, there are three significant advantages after sparse representation. First, data vol-

ume is greatly reduced after sparse representation, which greatly saves transmission/saving/processing

power. The second is to use compressed sensing technology to ensure the robustness of the re-

covery of the receiver. Thirdly, the amount of computation of the wearable device on the

acquisition side is very small, and a large amount of computation takes place on the server side,

which further saves the computing cost of the wearable side. These advantages promote the

research of sparse representation of body area channel in many aspects. In literature [13, 76],

some research on channel characteristics as research on algorithm and scene adaptability of off-

body and on-body as well are presented. Literature [77] also takes advantages of the off-body

channel model recommended by IEEE802.15.6 to prove the sparsity of off-body channel, and

the compression sensing technology can significantly reduce the sampling rate requirements of

off-body channel. However, most of these applications are based on WBAN simulation chan-

nel sets, while researches of sparse representation on measured data sets are rarely mentioned.

Due to the complexity of propagation characteristics of the off-body channel, the recovery of

the simulation channel from real channel set is still poor. It is urgent to analyze the sparse

characteristics of the measured WBAN channel sets and select/improve the sparse recovery

algorithm.

The key compressed sensing recovery algorithms

From the perspective of dimensional space, the rapid development of wireless communication in

the recent 50 years is attributed to the deepening and refined utilization of wireless resources in

frequency, time, code and space domain. Therefore, in high-dimensional wireless signal spaces,

it is crucial to find, understand and characterize its low-dimensional characteristics. Sparse

analysis provides a feasibility, and the key to its implementation lies in selecting and developing

appropriate signal representation methods, especially suitable sparse recovery algorithms [51,
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78]. For any sampled n-dimensional signal y ∈ Rn, we can express the sparse signal vector of

this channel as,

xs = argmin
x
||x||0

s.t. y = ΦΨx+ r
(1.5)

where, xs is the sparse coefficient vector, k = ||x||0 is the 0 order norm of sparse vector

x, i.e., the number of non-zero variables of x. Generally, the required number k of non-zero

coefficients is far less than the original vector dimension n, i.e., k � n. Φ ∈ R (m < n) is the

measurement matrix (or sensing matrix), Ψ ∈ Rn×n is the isometric transformation matrix, and

r is the residual vector (used to express the error of noise or sparse approximation). This is the

basic framework for solving the sparse representation problem based on compressed sensing,

which can be further explored in references [79–81].

Table 1.4 presents 9 typical implementations of four main compression sensing recovery

algorithms, and their main characteristics and implementation complexity are compared. It

can be found that there are abundant alternative algorithm libraries with different complexity

and implementation costs. Most of these algorithms, such as IHT and AMP, are optimized for

specific scenarios, while many other algorithms have a general application scenario and maintain

a balance between complexity with performance. An appropriate algorithm should be selected

or designed according to the actual scenario, channel sparsity and other characteristics.

The sparsity representation in off-body channels is mainly faced with two challenges: 1)

there is still a lack of further exploration on the sparsity of the measured real off-body channels.

Furthermore, the sparsity is also affected by the wearing position, human shadow and body

rotation etc. 2) Due to the limited computing power of wearable devices, the adaptive algorithm

library of sparse representation is extremely limited, and it is a difficult problem to design an

appropriate algorithm that well balances the accuracy and complexity. Specifically, research and

verification of the dynamic relationship among accuracy, sparsity and algorithm complexity in

sparse analysis should be carried out urgently according to practical application requirements.
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Table 1.4: The main features and complexity of 9 algorithms of four main CS recovery algo-
rithms

Algorithm
category

Algorithm
implementation

Algorithm
features

Compution
complexity

Greedy
algorithms

OMP, orthogonal
matching pursuit [82];
gOMP, general
OMP [83]

Each iteration selects
non-zero elements from
large to small

O(mnk)
Usually the
lowest
complexity

CoSaMp, compressed
sampling matching
pursuit [84];
SP, subspace pursuit [85]

Each round of iteration
selects k non-zero candidate
sets at one time, and updates
candidate sets round by round

O(mnkT ),
T is the
actual number
of iterations

MMP, multipath
matching pursuit [86]

Tree search algorithm is used
to optimize the selection
efficiency of atoms

Slightly higher
than OMP alg.
, and better
performance

Convex
optimization
algorithms

BP, base pursuit [87]
Use `1 regular method to
constrain sparse approximation
error, can achieve high precision

O(m2n3)

Reweight Ł1 min. [88]
Sparse vector of last round is
used as weights to optimize
the next iteration

O(m2n3T )

Iterative
algorithms

IHT iterative hard
threshold method [89]

Repeating iteration threshold
steps. Only has significant
advantages in certain scenarios

O(mnT )

AMP, approximation
cell transfer method [90]

Compressed sensing algorithm
derived from gaussian
approximation is commonly used
in information transmission

O(mnT )

Statistical
sparse
recovery
algorithms

MAP algorithm with
Laplace priori [91]

Laplacian distribution is used as
the prior distribution of sparsity
to estimate the maximum posterior
probability of sparse vector

O(m2n3)

SBL, sparse bayesian
learning [92];
BCS, bayesian
compressed sensing [93]

The sparsity of the sparse signal
is the super parameter. The EM
maximum expectation algorithm
is used to find these super
parameters iteratively

O(n3),
Mainly
limited by
matrix inverse
operation
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1.2.4 Off-body Sparse Modeling

Time-domain wireless channel modeling, which characterizes the propagation of wireless signals,

is typically based on the Tapped Delay Line (TDL) model [94–96] and its variants such as the

cluster structured Saleh-Valenzuela (SV) model [97] and Clustered Delay Line (CDL) model [98].

The parameters of these models are described by statistical distributions, such as small-scale

Rayleigh and Rician fading, exponential power delay profile (PDP), channel coherent time

and bandwidth. Such models are simple and straightforward in structure, and they would

provide clear physical interpretation for wireless signal propagation. However, some of the

advantages may disappear for large-bandwidth channels. For example, there could be tens and

even hundreds of resolvable multipath components in the latest 5G channel models [98, 99],

where multipath components typically arrive in clusters. Although SV model and CDL model

introduce cluster structure to better characterize such channels, their underlying base function

is still the impulsive delta function. For such dense multipath channels, there are as many

parameters as the number of channel types to be characterized for channel modeling, and to be

estimated for channel estimation, using delta-function based channel models. This renders the

TDL model and its variants ineffective for dense multipath channels.

A natural question to ask is whether we can develop an efficient channel model to repre-

sent such dense multipath channels in a more sparse and compact way. Compressive sensing

(CS) [100, 101] provides an effective tool for both sparse channel modeling (SCM) and signal

processing based on sparse channel models. However, it is surprising that most work has been

focusing on the latter, while SCM, which should have been the basis for sparse signal process-

ing, is somewhat neglected. In the past decade, there has been strong interest in applying CS

techniques for sparse channel estimation [63, 102,103] and for sparse channel coding [104–106].

These works assume that wireless channels are sparse and compressible, and hence less training

signals at the transmitter and observations at the receiver can be used to obtain a complete

estimation for the sparse channels. Such sparsity assumption, however, is not very well vali-

dated by practical SCM results. The channel sparsity for millimetre-wave channels has been

validated by several channel models established from practically measured data [107, 108], par-
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ticularly in the angular domain. However, for lower-frequency centimetre-wave channels, there

are very limited reported results, validating the sparsity assumption – not even to mention

detailed statistical analysis for the sparse channel parameters. One of the limited number of

examples is [109], where a sparsity pattern expressed by virtual channel representation with the

Fourier dictionary is proposed to model the double-selective fading multi-path channels, but

the channel is not well developed.

The lack focus on SCM is probably linked to its unacknowledged importance. SCM, through

disclosing the inherent channel sparse structure, can not only provide a potentially simpler

method for channel simulation, but also provide a benefit to sparse channel estimation and

coding directly. For example, SCM can demonstrate the sparsity and best dictionaries, and

hence provide guidance to the training symbol design for channel estimation [103]; the statistics

of parameters in sparse channel models can also be exploited for developing better channel

estimation algorithms, as has been explored in [110]. SCM can also estimate the sparsity,

which is a necessary knowledge required by many sparse reconstruction algorithms such as

CoSaMP.

The challenges of off-body sparse modeling mainly focus on three aspects: 1) how to balance

the dynamic relationships among the variable sparsity degree, sparse approximation accuracy

and implementation complexity; 2) how to properly characterize the sparse characteristics of

different scenes (such as different wearing parts, different posture) and different influences (such

as body shielding/non-shielding), i.e. the selection of sparse indicating parameter group; 3) how

to improve the performance of sparse channel modeling by using these off-body channel sparse

features.

1.3 Overview of the Thesis and Contributions

In the last section, the research status of propagation characteristics and sparse modeling of

off-body area is summarized, and some problems and challenges raised by propagation analysis

and sparse modeling are proposed. Aiming at some of the problems which have high attention

and need to be solved, this thesis carries out large amounts of field measurement activities
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according to the guidance of data engineering and data-inspired-research methodology and

forms some important statistical analysis and modeling results, according to the propagation

characteristics, spatial diversity, MIMO schemes and sparse representation characteristics of off-

body channel. The whole thesis is divided into seven chapters, and its structural relationship

is shown in Fig. 1.4.

Introduction

Background and significance of off-

body research

Status and challenges of off-body CH

SISO off-body channel 

measurement and analysis

Large-scale fading: dual-factor path loss

Small-scale fading: body obstrution

Off-body spatial diversity and 

analysis

Characteristics of propagation and anti-

fading effect

Signal model of different polarization

BCC channel simulater

SMV off-body sparse analysis and 

channel modeling

Off-body SMV analysis framework

Triple equilibrium and dictionary selec.

Sparse analysis and modeling

SMV-CS channel simulator

MMV off-body sparse analysis 

and channel modeling

MMV-CS algorithm and

synchronization

Time-aligned measures

Off-body AT-SOMP model 

Validation and channel simulator

Conclusion

Summary of contributions

Suggestions for further study

Thesis main 

body

DIR tech. process  of off-body study

MIMO body related channel 

measurement and analysis

Channel imbalance features

Real capacity V.S. number of  antennas 

Angular power spectrum

Figure 1.4: Chapter structure relationship of the thesis

The first chapter is the introduction. Firstly, the concept, theoretical significance and

practical value of off-body channel research are introduced. Then, the research status and

challenges in various fields of off-body channel research are summarized. Finally, we introduce

the research methodology, main work and contributions of this thesis.

Chapter two to chapter six is the main part of the thesis. The second to fourth chapters
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are the basic research part of this thesis. The basic research of off-body channel is divided into

three aspects: single input and single output channel (SISO), diversity channel (single input

and multiple output, SIMO) and multiple input and multiple output channel (MIMO) for basic

channel measurement, analysis and modeling. In chapter 5 and 6, aiming at the modeling

problem of complex off-body channel and dimension disaster problem in basic research work,

sparse modeling is carried out by introducing the compressed sensing method. Sparse channel

modeling based on single measurement vector (SMV) and multiple measurement vector (MMV)

is studied respectively in single channel and multi-channel.

In chapter 2, systematic measurement, analysis and modeling activities are carried out for

multiple wearers with variable AP height and variable wearing position under both large/small

scale fading conditions. This chapter focuses on the characteristics of large/small scale fading.

In terms of large-scale characteristics, a dual-factor off-body channel path loss model is pro-

posed, which is characterized by the path loss factor being modeled as a function of AP height,

and the signal decay statistics parameters based on the position of wear are modeled as addi-

tional correction terms of path loss. This method has many advantages, such as clear physical

insights, strong expansibility and stable model parameters with scene changes. In the aspect of

small scale characteristics, the effects of body shadow on off-body channel are systematically

compared from various small scale fading characteristics. Some fundamental reasons of serious

small scale fading are verified. It is worth noting that research on measurement and modeling

of off-body channel is essentially a data-inspired scientific research type (DIS). Based on the

work of predecessors and their own experience, this chapter summarizes a set of general flow of

channel measurement, analysis and modeling based on data engineering and feature selection

method. In addition to guiding the research of in vitro channel, it is also useful for promoting

many research projects based on high dimensional data sets.

In chapter 3, to deal with the serious fading in off-body channel, the circularly polarized

spatial diversity method is proposed to enhance the channel reliability. Compared with two

classical linear polarization schemes, the proposed scheme has obvious advantages of catabatic

large/small scale fading and improved transmission performance . Further, by modeling the

combined received signals of circularly and linearly polarized diversity, it is found that the
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cross polarization discrimination (XPD) factor and diversity gain of circular polarized diversity

method can explain those advantages, and these advantages are further verified quantitatively

by Monte Carlo simulation. Finally, the body centric network channel simulator is built to

integrate the diversity propagation characteristics, the combined receiving signal model and

the simulation module and present them to other researchers in a visual and easy to use way.

In chapter 4, to assess the effects of human obstruction and proximity on the channel in

MIMO (and in the future massive MIMO) environments, practically measured channel dataset

is collected using a 32x8 massive MIMO system in complex office environment. We classified

all human-related scenes into 4 categories, with/without hand-held (mobile device with 2/4/8

antennas) and with/without body obstrution to systematically evaluate the influence of the

presence of a static human body on MIMO channel. We introduce a parameter of Power

Imbalance (PI) indices to estimate the wide-sense non-stationarity in multiple domains and

another parameters of Channel Popularity Indices (CPI) to predict the popularity of MIMO

channel.

Chapter 5 and chapter 6 solve the "dimensional disaster problem" in traditional off-body

channel research by introducing the sparse analysis method based on compressed sensing. In

chapter 5, a unified sparse analysis framework based on single measurement vector-compressed

sensing (SMV-CS) is established, and triple equilibrium principles of channel sparsity, modeling

accuracy and modeling complexity are established to guide the selection of dictionaries and

algorithms for sparse analysis. Secondly, the proposed analysis framework is used to carry out

sparse analysis on multiple measured and simulated channel sets of off-body channel. It is found

that the average sparsity of measured off-body channel is about 20, and the optimal selection

set, distribution characteristics of sparse vector and amplitude attenuation rule are analyzed in

detail. Finally, a channel generation model based on SMV-CS method is established, and its

advantages of high accuracy and low complexity over traditional STDL model are quantitatively

verified. Then, the propagation characteristics and sparse channel model are condensed into

a vivid and easy to operate sparse channel simulator for theoretical research and engineering

reference.

In chapter 6, aiming at the analysis of high-dimensional off-body channel sets, the joint
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common sparse features of multiple parts and scenes are extracted from the perspective of multi-

channel synchronous analysis. The analysis results in chapter 5 are successfully extended to the

synchronous multi-channel scenario. Meanwhile, some measures such as wavelet de-noising and

synchronization enhancement are adopted to improve the synchronization orthogonal matching

pursuit algorithm, and the sparse statistical analysis of multi-channel scenes is carried out.

The multi-channel model is established, and its accuracy is verified from the point of view

of key small scale characteristics. The proposed scheme has many advantages, such as low

implementation complexity, flexible expression of cluster characteristics.

The last chapter is the summary and prospects. The main work, research achievements and

innovation points of measurement and sparse modeling of off-body channel are summarized.
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Chapter 2

SISO Off-body Channel Measurement and

Analysis

2.1 Introduction

The capacity boosting, ultra reliability and massive connectivity are key technologies of the 5G

mobile communications. In order to accomplish these techniques, it is necessary to extend the

future mobile communications to more frequency bands. It is pointed out that the international

mobile telecommunication (IMT) has at least a 663 MHz spectrum deficit [111]. Whilst, the

super high frequency (SHF) bands, especially the 5-10 GHz, provides a promising choice for

such a frequency deficit. Further, the SHF band has great potential to realize the 5G key

performance indicators, such as up to 1 GBps cell edge user data rate and 1000 times traffic

density [112]. Thus, it is critical to fully investigate the propagation characteristics of the SHF

band to provide robust wireless coverage and to develop robust physical layer transmission

schemes.

People’s increasing need to communicate at anytime and anywhere in 5G era has promoted

the development of body-centric communication (BCC) as they allow for the integration of

wearable and/or hand-held devices within the surrounding infrastructure [113]. According to

the mutual position of the transmitter (Tx) and receiver (Rx) involved in the body-centric

30



CHAPTER 2. SISO OFF-BODY CHANNEL MEASUREMENT AND ANALYSIS

Table 2.1: PARAMETERS OF MEASUREMENT SYSTEM

Parameter Value

Center frequency 7.25 GHz
Bandwidth 2500 MHz
Frequency separation 3.125 MHz
Sweeping time 400 ms
Transmit power 0 dBm
Low noise amplifier 20 dB
Power amplifier 20 dB

transmission, it is possible to identify four communication scenarios: In-body, On-body, Off-

body and Body-to-Body [114]. In these scenarios, the off-body scenario causes increasing

attention in both academia and industry for the function of direct access to the Internet.

The off-body channel is characterized by on-body wearable devices access to remote Access

Point (AP). The propagation characteristics of off-body channel are considered to be mainly

dependent on four factors including the antenna body-worn locations [10], AP deployment [113],

body posture (including both static and dynamic scenarios) [11, 113] and carrier frequency

[12,113,115]. Compared to the widely reported off-body channel characteristics under walking

and body-rotation states [10, 113], the propagation characteristics under lying state is rarely

studied [116]. Since the successful application of height gain factor of Okumura model [117],

a large number of AP height dependent path loss studies under cellular communications are

reported [118,119]. Although the IEEE 802.15 (Channel Model for Body Area Network (BAN)

8.2.10.B.A) views the impact of antenna height as the primary channel factor for off-body

communication (body surface to external) [120], the impact of AP height on path loss exponent

(PLE) in off-body channel is seldom studied. There are a large number of statistical analyses

of different body-worn links and various body postures [10–12, 113, 115]. Nevertheless, few

statistics are used to set up a synthetically path loss model. Thus, it is of critical concern

for the BCC system to build an off-body path loss model which systematically takes body-

worn locations, AP emplacement and statistical influences into consideration under lying state.

Furthermore, it would be useful to describe the small scale fading features, such as time delay

dispersion, multi-path components distributions, coherence bandwidth etc. [121, 122].
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Figure 2.1: Illustration of the typical hospital scenario with definite measurement locations
(External AP functions as Tx).

In this chapter, a novel off-body propagation model with a height-dependent PLE factor

and a body obstruction (BO) factor is studied. Section II presents the measurement campaign.

Section III depicts the details of the proposed dual-factor model. The experimental simulation
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and validation is introduced in Section IV. To the best of the authors’ knowledge, this is the

first path loss model that can describe the effects of variable antenna-height and body-worn-

location deployments. As the dual factors provide clear physical insights into the transmitter

and receiver conditions, the proposed model can be flexibly implemented in engineering and

beneficial to the theoretical exploration. With the computer simulation, it exhibits higher

accuracy than the conventional models.

2.2 Channel Measurement

2.2.1 Measurement Setup and Schemes

Measurement campaign is conducted in a typical less-furniture, hospital room environment

shown in Fig. 2.1. An omnidirectional monopole antenna is used to emulate the external access

point (AP) shown on the left in Fig. 2.2(a), and a wearable loop-dipole combined antenna

worn on different positions of the volunteer is used to emulate the receiver (Rx) [123]. The

measured radiation pattern of the wearable antenna is shown in Fig. 2.2(b) and Fig. 2.2(c) and

the antenna gains are removed from the path loss during the data analysis. Due to the high

cross-polarization of the RX antenna and the scattering around the lying body, the polarization

mismatch has no significant effect on the signal measurement. A vector network analyzer (cf.

VNA Agilent 8720) is used to generate a 0 dBm, 801-point sweeping signal with the frequency

ranging from 6 to 8.5 GHz. The measured data are stored in a laptop computer via a general

purpose interface bus (GPIB) interface. Table 2.1 shows the parameters for the measurement

system and more details can be found in [124–127].

In order to study the influence of AP height and body-worn position on the off-body channel,

two schemes are designed: In scheme I, the external AP is deployed to 12 variable heights to

study the relationship between the large scale fading and different AP heights. In scheme II,

the wearable antenna is disposed to ten primary on-body positions, including the left and right

side of head, arm, wrist, waist, and ankle to explore attenuations caused by alerted antenna

body-worn positions [128]. Small scale features like time dispersion and multipath for ten
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(a) External access point (left), wearable antenna (right top) and body-worn location
(right middle and bottom).
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Figure 2.2: The illusion of (a) Real environment and equipment and radiation pattern for the
wearable antenna in (b) E-plane and (c) H-plane.
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antenna body-worn positions are further extracted to study the body obstruction effect. In

the measurement, the volunteer keeps static. Therefore, the propagation channel under test

is recognized as a non-time-variant channel so that its time dispersion characteristic can be

measured by a VNA in frequency domain [129].

Scheme I: large scale scheme with variable AP height

When performing the height-dependent measurement campaign [124,125], the wearable antenna

(Rx) is fixed on the left wrist of the volunteer. The AP mounted atop a wooden tripod is

alternatively deployed at 12 heights between 0.4 and 1.9 m. For each acquisition run, the AP

equipment is sequentially placed at eight locations ranging from 0.8 to 5.0 m. In each location,

the area is divided into 16 different points (4ąÁ4 matrix points) using a 5-cm spacing, as shown

in Fig. 2.1.

Scheme II: different antenna body-worn positions

Height of AP is fixed to 0.6 m, the same height as the hospital bed. To compare the BO and

non-BO (NBO) effects, the wearable antenna is alternatively placed on five pairs of symmetrical

on-body positions, i.e., the left and right side of head, arm, waist, wrist, and ankle in Fig. 2.1.

Six volunteers are tested with different physical characteristics (height, weight, and gender).

Another two AP height, 0.4 m and 1.9 m are also measured for validation and comparison.

For both schemes, the measurement of each location is repeated five times to eliminate noise.

2.2.2 Clarification on BO/NBO Left/Right and LOS/NLOS

Before channel modeling, three important concepts including NBO/BO, left/right side and Line

Of Sight/ None Line Of Sight (LOS/NLOS) are illustrated to avoid possible confusion.

In our experiment, ten antenna body-worn positions are divided into two kinds of scenarios:

BO and NBO. The former is defined that the direct link between wearable antenna and the AP

is obstructed by human body, while the latter one is not.
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For the off-body channel, BO is completely different from NLOS. LOS path between the

AP and wearable antenna will not be completely blocked because the AP is higher than lying

human in most BO cases. Similarly, NBO is not identical to the LOS scene, due to the complex

antenna-body coupling effect, and the body shadowing effect that introducing extra attenuation.

It is shown that the statistical signal level of the BO case is about 5dB larger than that of the

NBO and the gap between BO and no body scene becomes even lager under the same emission

conditions and environment [121].

As the direct link between AP and the wearable antenna on the left wrist in Fig. 2.1 is not

obstructed by the volunteer in Scheme I, such scenario should be classified as the NBO case.

However, if we take AP from the right side of the room to the left, the corresponding scenario

would be changed, i.e., Scheme I would belong to the BO case. Thus, it is more convenient and

reasonable to name such a scenario with the NBO wrist case than the traditional left wrist one.

2.3 Dual-factor Path loss Model

2.3.1 Proposed Dual-factor Path loss Model

Generally, average local path loss almost linearly increases with the logarithm of the Tx-Rx

distance [37]. In order to describe the extra attenuation caused by the variations of the AP

height and the antenna body-worn position, two factors are used to construct the proposed off-

body path loss model. A height-dependent PLE factor is adopted to describe the influence of

the AP height, and a body obstruction factor is added to describe the effects of different antenna

body-worn positions. Then, the proposed novel dual-factor path loss model is represented by

PL(d) = PL(d0) + 10N(h)× log10(
d

d0

) + BOF +Xδ (1)

where the PL(d) is the off-body path loss value at the Tx-Rx separation distance d, PL(d0) is

the measured path loss at the reference distance d0, the N(h) is the AP height-dependent PLE

factor. The BOF is the extra body obstruction factor which is dependent on specific antenna
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Table 2.2: MEASUREMENT-BASED BODYOBSTRUCTION FACTOR UNDER HOSPITAL
ENVIRONMENT

BOF Different Antenna Body-Worn Positions

[dB] Ankle Wrist Waist Arm Head

NBO
category -2.4 0.0 -4.9 -0.4 1.5

BO
category 5.4 0.1 3.4 5.1 5.3

body-worn position. The Xδ represents the shadowing effect which is a zero mean Gaussian

random variable.

The contribution of increasing UWB frequency to path loss is not constant. Since the size of

daily objects is similar to the wavelength of these frequency bands, the environmental impact

exceeds the general rule that the higher the frequency band, the greater the attenuation will

be. The path loss modeling of multiple UWB papers [13, 29] shows that the frequency loss

contribution of this frequency band is similar and can be considered as a constant quantity.

2.3.2 Expression of AP Height-dependent PLE Factor

The AP height-dependent PLE factor is modeled as a quadratic function: [118]

N(h) = a× h2 + b× h+ c (2)

where h represents the height of AP, const values a, b, c are three parameters of quadratic

function which are dependent on the specific environment.

2.3.3 Description of the Body Obstruction Factor

Based on the statistical parameters of the measurement results in Scheme II, the body obstruc-

tion factor which is dependent on specific antenna body-worn position is added to modify the

attenuation caused by the body obstruction. As the observed data of ten body-worn cases all

fit the log-normal distribution well, the BOF is represented by the statistical mean parameter
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of the log-normal model. Table 2.2 shows the normalized measurement-based BOF values by

subtracting the reference value (i.e., the NBO case with Rx on the left wrist).

The theoretical derivation for PLE factor and BO factor would be described in Section IV.

2.4 Modeling and Validation

2.4.1 Parameters for Proposed Path Loss Model

By averaging the complex frequency response data [130, 131], local path loss equation is calcu-

lated as following:

PL(d) =
1

MN

M∑
i=1

N∑
j=1

|H (fi, tj; d, h) |2 − gant(θ, ϕ) (3)

where H(fi, tj; d, h) is the complex signals at Tx-Rx separation distance d and the AP height

h, fi(i = 1 · · ·M) is the observed M discrete frequency points, tj(j = 1 · · ·N) represents the

N snapshots. The gant(θ, ϕ) is the antenna gain at elevational angle θ and azimuthal angel ϕ

shown in Fig. 2.2(b) and Fig. 2.2(c). Two angels are calculated by θ = 2π − arcsin( dBias
dground

),

ϕ = 2π − arcsin( h
dground

) respectively, where the dground represents the horizontal distance

between the wood stand and wearable antenna and dBias represents the shortest horizontal

distance between the measured path and the wearable antenna.

The reference path loss PL(d0) is the initial path loss value at the reference distance d0 = 1

m, including antenna gains. The PLE function N(h) is first viewed as a constant n to evaluate

the overall PLE parameter of the proposed off-body path loss model.

Table 2.3: BASIC PARAMETERS AND PATH LOSS EXPONENT FACTOR FUNCTION
FOR PROPOSED PATH LOSS MODEL

Para BASIC PARAMETERS PLE Function N(h)

-meter PL(d0)
[dB]

General
PLE

Xδ

[dB]
a b c

Value 48.6 2.36 2.4 1.33 -2.64 3.52
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The measured 7,433,280 complex frequency response signals are fitted with the least square

(LS) method. Fig. 2.3 shows recorded data and LS fitting path loss curve. The overall PLE

n = 2.361, is comparable to the path loss exponents of typical indoor environment found by

empirical, numerical and analytical methods reported in [132]. Fig. 2.4 shows the probability

distribution of shadow variable. The shadow variable Xδ conforms to zero mean Gaussian

distribution with a standard deviation of 2.42 dB, close to [133]. Table 2.3 summarizes the

parameters of the proposed path loss model.

The result of the proposed model in Fig. 2.3 is superior to that of the free space model,

exceeding about 2.1dB. However, because this is an intermediate local fitting process, the result

parameters are not listed in detail for the sake of conciseness. Finally, a detailed comparison of

MSE values is given by the multi-parameter model, which is more convincing.
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Figure 2.3: Scatter plots of the measured path loss values and the fitted curves.

These results show that the path loss model with the constant PLE fits well with the

observed data. However, the AP height is proved to have a significant effect on the propagation

prediction among various scenes [118, 119, 124, 125, 134], which are rarely report in BCC. The
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channel model for BAN in [120] shows that when the height of Rx changes from 0.25 to 1 m,

the path loss value increases by 6.4 dB (from 54.7 to 62.2 dB) at the frequency band of 7.25-8.5

GHz. Similarly, when Rx is elevated from 1 to 2 m, the path loss increases by 5 dB for LOS case

and 15 dB for NLOS one under in stair environment [124, 125]. As both the above scenes are

measured with the Tx and Rx placed on wooden stand, the impact of height variation will be

greater if the antenna is worn on human body. Thus, the height relevant studies are expected

to further improve the predictive accuracy.

2.4.2 Fitting and Validity for PLE Factor

Fig. 2.5 shows five fitted path loss curves with different AP heights by the log-distance path

loss model. It is clearly seen that the path loss is height-dependent. It is also supported by

the improved 30 percent of the maximum likelihood values (MLH) during the path loss fitting

performance using the definite AP height observations other than the mixed height data.
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Fig. 2.6 shows the fitted quadratic curve and the observed PLE values. The least square

estimation approach and different functions, including power functions, logarithmic function

and exponential function etc., are employed to model the path loss. It is found the quadratic

function exhibits the best fitting performance. Table 2.3 lists the parameters for PLE function

(2).

The parabolic function of PLE, which is indeed a very interesting discovery, has been ob-

served in many of our observation LabS, and both practical and theoretical analysis support

its good universality. Theoretical analysis also finds that this is true for non too small space

structures (waveguide effects cause slower attenuation of power, such as narrow closed corri-

dors). Part of the theoretical analysis also explains the cause of sag, which provides a certain

basis for its universality.
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Figure 2.5: Comparison of five fitted path loss curves at different AP heights and their distinc-
tive PLE values.

The well fit of the quadratic function on the height-dependent PLE factor N(h) can be

explained by the two-ray model and quasi free space propagation in specific indoor environment
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Figure 2.6: The PLE factor values at various AP heights and the best fitted quadratic function.

from the respects of the PLE bonds [118, 119]. The two-ray model reaches the maximum PLE

value, when the distance between Tx and Rx antennas d is far enough shown as:

d�
√
hthr (4)

where ht and hr separately represent the heights of Tx and Rx [117]. Then, the path loss model

will be simplified to:

PLtwo−ray(d) = 40log10(d)− 20log10(hthr) (5)

where PLtwo−ray(d) is the path loss value of two ray model at distance d. Equation (5) shows

the upper bound of PLE values for the two-ray model, i.e., PLE n = 4.

Fig. 2.7 shows the cross-sectional view of the AP height-dependent PLE factor under the

hospital environment. The left part shows four AP locations at different heights and the same

Tx-Rx separation distance d = 5 m. The four access points (APs) are the locations near the

floor (i.e., Tx1), at the same height with bed (i.e., Tx2), in the middle of the room (i.e., Tx3),

and close to the ceiling (i.e., Tx4). The coordinate axes on the right part of Fig. 2.7 shows a
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quadratic PLE curve corresponding to the indoor AP height. Four circles in the PLE-height

curve in the right part separately represent the specific PLE values of four APs on the left.

For Tx3 and Tx2 in Fig. 2.7, the PLEs of middle heights can be approximately explained

by free space propagation PLE n = 2. The reflected components are much weaker than the

direct ray, as the AP for Tx3 at the centre of the room is far away from the ground, ceiling

and walls. For the APs like Tx2 around the bed-height, the shortest reflected path is blocked

by the iron bed and the lying human body. This weakens the power of the reflected waves

to 8-10dB less than the direct path in real measurement, similar to the UWB bed-shadowing

report in [135]. The strongest direct path dominates the propagation characteristic in the

moderate-height cases. As a result, the values of PLE are approximate to 2.

For Tx4, the PLE values of APs near the ceiling could be validated by the two-ray model.

According to the two-ray model, in both cases the reflected ray has the almost same magnitude

but the opposite phase with the direct ray [117]. Thus, the direct ray tends to be greatly

weakened by the reflected ray in these cases. PLEs for Tx4 is 3.3, close to the upper bound

PLE n = 4 in two-ray model (5).

Different from other APs which are higher than the bed, both the direct path and reflected
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Table 2.4: Comparison of various path loss models among mathematical express and goodness
of fit

Model cases Mathematical express RMSE

Overall All data PL0 + 10nlog10(d/d0) 2.72

Height
divided
Models

Height 0.4m

PL0 + 10nlog10(d/d0)

1.63
Height 0.6m 1.79
Height 1.4m 1.62
Height 1.6m 1.08
Height 1.8m 1.44

Height
dependent
Models

log-distance
height gain

model

PL0 + 10nlog10(d/d0) + alog10(h/b)
2.45

Proposed model PL0 + 10(ah2 + bh+ c)log10(d/d0)
2.26

waves of AP at Tx1 are greatly weakened by the iron bed and the lying body. There is less

offset between direct path and shortest reflected wave, while abundant surface waves around

the body makes the PLE slightly fluctuate among 2.4-2.8. Thus, PLE values are expected to

mainly fluctuate between 2 and 4. PLE n = 2 is obtained under the free space fading and PLE

n = 4 is the upper bound for two-ray model. This is in agreement with the observed PLE values

and the fitted curve in Fig. 2.6 which range from 2.0 to 3.5. Due to the strong interference

from the nearby reflectors, the PLE for the top or low Tx is greater than the medium height

one under the same receiving conditions.

The analysis above implies that the quadratic fitting curve of PLE factor N(h) is explained

by the two-ray model and free space theory from the perspectives of symmetry and boundaries,

especially when the APs are higher than the bed.

Fig. 2.8 shows the fitting surface of the two path loss models. As observed, it is clearly

demonstrated that the proposed model exhibits better fitting performance than the conventional

log-distance height gain factor model with model shown in Table 2.4. The parameters for log-

distance height gain model are PLE n = 2.42, a = -2.48 and b = 4.47. The deviation between

the measured PLEs and predicted values by the proposed model is smaller than 2 dB, while

the deviation between the measured PLEs and predicted values with log-distance model rise
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Figure 2.8: The simulation for the proposed height-dependent path loss model on the left wrist
under the NBO case.

dramatically to more than 7 dB as the AP height and Tx-Rx distance increase. In this way, the

accuracy of the dual-factor off-body model is both numerically and experimentally validated,

and its novelty and effectiveness is also convinced.

In order to identify the appropriate path loss models for application, three kinds of models

where evaluated in terms of root mean square errors (RMSE) are shown in Table 2.4. PL0

represents the reference path loss equivalent to PL(d0) and the fitted curves for three models

are shown in Fig.2.3, Fig. 2.5 and Fig. 2.9. The root mean square of the differences between

observed and predicted data sets is a meaningful measure of the error shown as:

RMSE =

√√√√ n∑
i=1

(Xobs,i −Xmodel,i)2

n
(6)

where Xobs,i and Xmodel,i are the observed and predicted values respectively. The number

of two data sets are both n.The biggest RMSE value is with the overall (i.e. height-mixed)
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model while the most accurate kind of model is height divided modes with RMSE less than

1.5. However, this kind of models has an obvious shortcoming that repeated measurement

and fitting are needed whenever the the AP height changes. Thus, the unified model (e.g.

the height-dependent models) that takes the height factor into consideration is developed for

convenience in application and link evaluation at the cost of prediction accuracy. Both the two

height dependent models have 3 fitting parameters and their accuracies are better than overall

model while inferior to height divided models from the perspective of RMSEs.

The proposed height-dependent PLE factor model is chosen mainly for three reasons. First,

the constant PLE in the log-distance model is not reasonable when comparing to the fitted

curves of height divided models with PLEs ranging from 2.2-2.9. In contrast, the PLE factor

in the proposed model varies with the AP height. Second, in the BCC or body area network

(BAN), the studies for PLE in different height not only improve the predictive accuracy but

also provide more physical insight for AP deployment and system-level simulation. For tens or

hundreds of APs in the future off-body communication, it is meaningful to reduce the power

of APs with small PLE at the optimized height to reduce possible mutual interference. Last

but not least, there are increasing modified attenuation factors for path loss model in off-body

communication due to the body shadowing and antenna-body effect. Thus, it will benefit the

extraction and analysis of body related attenuation factors to put those intrinsic parameters

(e.g. height) into intrinsic part PLE.

The theoretical analysis and numerical simulation of PLEs imply that the novel off-body

PLE factor is well characterized by the AP-height-dependent quadratic function.

2.4.3 Effect of Antenna Mismatch

As the polarization alignment between the Tx-Rx antennas is easy to be changed in off-body

communication (e.g. the subject’s small deflection, slight wrinkle of textile antennas and Tx-Rx

inclination), the analysis of Tx and Rx mismatch on the accuracy of path loss model validation

experience is very important. Figure 2.9 shows the Path loss fitted curves for measured case

without polarization mismatch, Rx polarization direction changed and Tx polarization direction
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changed cases at the Tx height of 1 m and Rx worn on the left wrist. Under the same conditions,

the PLEs over three scenes are all around 2.5. It seems that the polarization mismatch has no

significant effect on the PLE values.
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Figure 2.9: The Path loss fitted curves for measured case without polarization mismatch, Rx
polarization direction changed and Tx polarization direction changed cases at the Tx height of
1 m and Rx worn on the left wrist.

There are three main reasons. First, the dipole wideband wearable antennas adopted in this

work have high cross polarization levels shown in Fig. 2.2(b) and Fig. 2.2(c). On one hand, the

cross polarization components for dipole antenna are strong, as the cross polarized direction is

perpendicular to the co-polarized direction shown in following figure (not included in the paper).

On the other hand, the cross polarization level for the wideband antennas is general high (see

Fig. 4-6 in [136]). Thus, the Rx can receive signals with cross polarized components. Second,

the multipath components are complex under the indoor environment especially for off-body

communication. Meanwhile, the polarization direction for the multipath components can be

arbitrary [137]. Last but not least, the antennas for mobile applications are characterized by
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high cross polarized components (see Fig. 12-13 in [138]) to guarantee that Users can receive

signals in any polarized direction. Thus, the possible fading caused by polarization mismatch

is made up by the high cross polarization of Rx and the complex multipath environment can

provide an explanation.

2.4.4 Modeling and Validation of BO Factor

Fig. 2.10 shows the systematic simulated surfaces of the dual-factor path loss base on the

height-dependent path loss model in Fig. 2.9. The fitting path loss surfaces under BO cases

are evidently higher than the NBO ones while the disparity among the NBO path loss surfaces

(about 8 dB) are larger than the difference among the BO cases (about 3dB). It is seen that

the introduction of the BO factor will further improve the accuracy of the proposed height-

dependent model. For example, the dual-factor model provides 8 accurate path loss values

(60-67 dB for NBO cases and 68-70 for BO cases) for different body-worn parts while the

traditional log-distance model in Fig. 2.9 provide only 58 dB (63dB provided by the height-

dependent model) for general conditions with the same AP height of 1.9 m and Tx-Rx separation

of 3.6 m.

Fig. 2.11 shows the cumulative probability distribution (CDF) of ten typical body-worn

positions, i.e., head, arm, wrist, waist and ankle under the BO and NBO cases. The path loss

values of BO cases are generally 3 to 5 dB higher than the NBO ones due to the obstruction of

human body [121]. Except for the wrist position, the other path loss CDF curves for BO cases

gather a cluster and the path loss values generally increased by about 3dB compared to the

NBO cases. Eighty percent of measured data under NBO cases ranges from 55 to 75 dB, while

the BO cases are between 65 and 80 dB. In the aforementioned example, the interval from 60 to

70 dB clusters the most observed data which proves the accurate prediction of the dual-factor

model. As the wide range of the path loss distribution and the evident distinctions between

BO and NBO cases, it is reasonable to depict ten scenarios with statistical parameters.

Fig. 2.10 and Fig. 2.11 show that from the perspective of link stability, wrist is the best

body-worn position as the dissimilarity between NBO and BO cases is slight. Whilst, the
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strongest signal level case is the waist position under the NBO case despite the BO case for

such position has an average of 8 dB signal drops.

Table 2.5 tabulates the log-normal distribution of path loss values for the proposed ten

body-worn positions using maximum likelihood estimation (MLE) method. The MLEs and

small deviation imply that the log-normal distribution depicts the off-body signal level well.

From the measured and fitted six parameters, i.e., log-normal fit of the signal level, root

mean square (RMS) delay spread, mean delay, multi-path and coherent bandwidth with the

method reported in [127], it is found that there are obvious differences among parameters of

different body-worn positions and noticeable gaps between BO and NBO cases. For example,

the multi-path parameters range from 75 main components to 139 for 5 body-worn parts under

NBO situation and the components for NBO situation double the number for BO cases. The

creeping waves around human body and reflections from torso and surroundings provide an

explanation for the differences between BO and NBO cases [139, 140]. Thus, it is necessary to
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Figure 2.11: Comparison of measured path loss data under both NBO and BO cases with the
Tx-Rx separation is 3.6 m and the height of AP is 1.9 m.

introduce the BO factor to discriminate the BO and NBO cases caused by the body obstruction

effect.

The analysis above implies that it is of great flexibility and accuracy to predict the path

loss values under the off-body channel to introduce the BO factor dependent on the body-worn

position and the PLE factor dependent on the AP height.

2.5 Summary of data inspired research idea in off-body

measurement

The analysis and modeling research of the off-body characteristics is essentially a kind of data

inspired research, i.e., solving the problem of data collection, organization and analysis modeling

in specific area[134][135]. In order to deal with the complex situation of multi-scenario, multi-

influence-factor, multi-application demand and rapid growth of off-body data dimension. To

50



CHAPTER 2. SISO OFF-BODY CHANNEL MEASUREMENT AND ANALYSIS

Table 2.5: COMPARISON OF PARAMETERS ON DIFFERENT BODY PARTS (TX-RX
DISTANCE is 3.06m. SREC IS RECEIVED SIGNAL LEVEL AND BW IS 3DB COHERENCE
BANDWIDTH.)

Cases Body-worn LogNorm. Fit SRec RMS Mean Delay ] of BW

position Exp(µ) σ [ns] [ns] Multipath [MHz]

NBO

Ankle 64.9 0.08 6.93 16.4 108 21.9
Wrist 67.3 0.09 6.16 14.6 100 76.6
Waist 62.4 0.10 5.32 13.8 80 58.3
Arm 66.9 0.09 6.04 17.8 139 32.9
Head 68.8 0.08 0.77 9.79 75 90.5

BO

Ankle 72.7 0.08 6.98 20.97 260 18.9
Wrist 67.4 0.09 6.68 17.43 169 18.9
Waist 70.7 0.08 4.97 19.31 307 14.6
Arm 72.4 0.09 5.10 22.93 212 24.8
Head 72.6 0.09 17.29 29.02 435 8.1

avoid the dilemma of a blind man sensing the elephant, it is necessary for scientific research

workers to use scientific methods to summarize problems, set up measurement, analyze key

features and systematically sort out the modeling process, so as to improve efficiency and avoid

falling into the trap of local rules. According to the basic principles of data science and feature

engineering [136][137][138], Fig. 2.12 shows the main methods and processes of data collection,

organization and analysis modeling adopted in this study.

2.6 Conclusion

In this chapter, a novel statistical path loss model with an AP height-dependent factor and a BO

attenuation factor for off-body channel under hospital environment at 6-8.5GHz is developed

and validated. The proposed model can provide not only the accurate off-body propagation

prediction, but also the beneficial reference for the best antenna-height and body-worn-location

deployment. Compared to the traditional log-distance path loss model, the proposed dual-

factor model is observed an improvement of as high as 7dB under the condition of high AP

deployment. In addition, the proposed model can be easily implemented in engineering and
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Figure 2.12: Research plan and flow chart of data inspired research in measurement practice

extended to other height-related scenarios, due to its clear physical insights of the two factors.

Therefore, it is a promising candidate model in future developments of novel physical layer

transmission schemes in the BCC systems.

As large amounts of electronic devices which have a high link reliability and stringent elec-

tromagnetic safety requirement have been employed in the hospital environment, our future

work will focus on the challenging problems of multi-device coexistence and reliable off-body

communication links.
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Chapter 3

Off-body Spatial Diversity and Analysis

3.1 Introduction

The fading caused by the intervention of human body widely exists in the off-body communi-

cation [141]. Although the body-part, body-posture and body-rotation dependent fading has

been extensively evaluated and modeled [142–145], the study for body-height dependent fad-

ing caused by posture variation (e.g. standing to sitting or squat) is rarely reported. As the

antenna height has significant effect on the indoor communication [146, 147], it is essential to

evaluate and reduce such fading effect to guarantee the robustness of off-body communication.

One common method is by employing spatial diversity at the receiver [144, 145]. This

may not work well on reducing the body-height dependent fading for the complex multipath

components (MPC) during the human height changes. The polarization misalignment fading

caused by body deflection, wrinkled wearable antennas and reflections from circumstance fur-

ther reduce the effectiveness of typical LP diversity scheme [148]. One potential method is the

use of Circular Polarized (CP) antennas [149, 150]. Thus, a novel CP spatial-diversity recep-

tion method is proposed for reducing the aforementioned height-dependent and polarization

misalignment fading. It is characterized by two wearable CP antennas with widečňfan-like el-

evational beam [151]. To the authors’ best knowledge, the CP spatial diversity measurement

campaign for off-body communication is up to date not available.
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Due to the complex antenna-body effects (e.g. near-field coupling, radiation pattern frag-

mentation and shifts in antenna impedance) [152], it has been crucial to compare the propaga-

tion characteristics, as well as the anti-fading effectiveness between the proposed solution and

traditional LP diversity schemes to guarantee the reliability and repeatability of the proposed

method in the off-body communications [149, 153].

In this letter, the propagation characteristics for an off-body CP spatial diversity scheme

and other two typical LP diversity solutions at 5.8 GHz are extensively measured. Then, the

signal level models for LP and CP diversity receptions are mathematically modeled with the

diversity gains, the cross-polar discrimination (XPD) gain and polarization misalignment loss

(PML). The diverse effects of polarization misalignment on LP and CP are evaluated. Further,

the LP-CP signal-level difference and diversity gains for both the LP and CP reception are

validated.

3.2 Measurement Setup

The typical frequency domain channel sounding system and experimental environment are

shown in Fig. 3.1(a) [154]. A Vector Network Analyzer (VNA) is used to generate a 0 dBm,

401-point sweeping signal with the frequency ranging from 5.7 to 5.9 GHz. An omnidirectional

monopole antenna fixed at the height of 1 m is used to emulate the transmitting antenna (Tx),

and two wearable antennas mounted on the shoulders of a volunteer are used to emulate the

receiving antennas (Rx). An equal-gain combiner (EGC) is used to merge the signals from two

wearable antennas. The measurement process is repeated for all three types of antennas and

six volunteers. During the measurement, the volunteers are allowed to keep different postures,

such as squat, standing and rotating which frequently occur in daily life to test the anti-fading

effectiveness of measured diversity solutions in real application environment.

In order to implement the proposed novel reception scheme, the receiving antenna should be

equipped with two special features: 1) a fan-like elevational beam to provide wide coverage and

to guarantee the reception of strong Multi-Path Components (MPCs), 2) a CP property that

provides the ability to receive arbitrary polarized signals and to reduce root mean square Delay
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Figure 3.1: Measurement setup and novel uniform beam width in elevational plane
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(a) CP pattern (b) Patch pattern

Figure 3.2: Radiation patterns of wearable antennas.

Spread (DS) [149]. Fig. 3.1(b) shows that the proposed solution with wide elevational beam-

width antennas on the left person can always provide strong and stable signal levels during

height variations. In contrast, the signals received by the antennas on the right person can

face severe fluctuations due to its inherent un-uniform elevational beam patterns. Thus, the

planar end-fire CP antennas with wide elevational beam-width are chosen for implementing the

proposed CP scheme [151]. Two kinds of typical LP wearable antennas are strictly chosen: a)

patch LP antennas (LP_Patch, neither feature is equipped) and b) planar inverted-F (PIFA)

omnidirectional LP antennas (LP_PIFA, only equipped with the first feature shown in Fig.

3.1(a).

3.3 Diversity Characteristics

The RMS DS and number of MPCs are important parameters to characterize the off-body

channels, such as the data rate estimation and bandwidth limitations [149]. Fig. 3.3(a) shows

the median DS and MPC numbers over different volunteers. The DS for the proposed CP

reception, the LP_PIFA case and the LP_Patch over different volunteers are around 6 ns, 8

ns and 10 ns. Meanwhile, the MPC number for three diversity receptions are about 150, 200
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and 250 paths. Similarly, the variations of DS σDS and MPC σMPC over different volunteers

for three schemes share the same trend with the specific values of 0.8 ns, 1.6 ns, 2.5 ns and

20, 38, 59 paths respectively. It is worthy to note that the DS and MPC NUMBER can be

largely reduced by using the proposed reception scheme with both features while the LP_Patch

without either of two features has the worst DS and MPC parameter values.

Table 3.1: Comparison of Distributions for Three Types of Antennas (Tx-Rx Distance = 3.8
m, ∆AIC = AIC− AICCP )

Cases Parameters Distribution µ / Exp(µ) σ ∆AIC

CP

DS [ns] Log-norm. 1.27 / 3.56 0.59 0
MPC number Log-norm. 4.70 / 109 0.41 0
Delay [ns] Log-norm. 2.48 / 11.92 0.16 0

Sig. level [dB] Normal -61.49 / - 2.30 0

DS [ns] Log-norm. 1.53 / 4.62 0.59 107.2
LP MPC number Log-norm. 4.90 / 133 0.46 134.2

PIFA Delay [ns] Log-norm. 2.60 / 13.52 0.21 189.3
Sig. level [dB] Normal -63.42 / - 3.22 142.5

DS [ns] Log-norm. 1.90 / 6.69 0.46 163.2
LP MPC number Log-norm. 5.10 / 163 0.44 294.4

Patch Delay [ns] Log-norm. 2.68 / 14.51 0.26 269.8
Sig. level [dB] Normal -68.07 / - 2.30 13.2

Fig. 3.3(b) shows the median rms DS and MPC NUMBER results among 10 measured

locations. The MPC NUMBER parameter is limited to a 15 dB dynamic range of the peak

value. Similar to cases over different volunteers, an average reduction of 50 paths and 2 ns for

the MPC numbers and DS over measured locations are found when the CP diversity is used.

It seems that the DS and MPC NUMBER for CP diversity approximately vary in proportion

to the Tx-Rx separation with flatten fluctuations,while the ones for two LP schemes exhibit

significantly irregular fluctuations instead.

Table 3.1 shows the best distributions of four small-scale fading parameters at the 4th

measured location, using the second-order Akaike Information Criterion (AIC) [155]. It is clear

that nearly all statistics of the CP case is less than the LP_PIFA case while the latter one is

less than the LP_Patch case. For example, the mean MPC NUMBER for CP diversity presents
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a reduction of 22% of the LP_PIFA case while the LP_PIFA presents a reduction of 22% of

the LP_Patch case. This again shows the advantages of proposed solution and its two special

features.

The analysis above shows that under the same conditions, the small-scale statistics, as well

as their variations over different persons and measured locations are greatly reduced when

proposed reception is used.

3.4 Modeling and Validation

3.4.1 Signal Modeling

For any point-to-point wireless communication link with one LP transmitting and one LP

receiving antenna [156], the discrete-time input-output relation can be given as

YLP = Hx+ Nd =

 hV V x+ n1

hHV x+ n2

 (3.1)

where x is the transmitting signal vector and YLP is a 2 × 1 received signal matrix with YLP (1)

and YLP (2) representing the signal received in the vertical and horizontal polarized direction

respectively. The channel matrix is H = [hV V hHV ]T which is affected by depolarization or

XPD (α , E|hHV |2
E|hV V |2

). The hV V and hHV represent the Channel Impulse Responses (CIR) in the

vertical and horizontal direction respectively. The noise matrix is Nd = [n1 n2]T and n1, n2

are both zero-mean additive white Gaussian noise with standard variation σ.

Here and throughout, vectors are in lower case letters, and matrices are in capital case

letters. The notations (·)T , ‖ · ‖, (·)′, (̃·) denote transpose, norm of a matrix, signal from

another branch and signal with PML.

As the distance between two wearable antennas in this experiment is far more than the

working wave length and the received signal of an EGC M-branch reception is y = y1+y2+···+yM√
M

[157], the EGC output for dual-branch LP reception (e.g. LP_PIFA) is

yLP−Diversity = 1√
2
(YLP (1) + Y′LP (1))

= xglhV V + n
(3.2)
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(a) CP received signals (b) LP PML

Figure 3.4: Illusion of (a) CP equivalent PDs and (b) LP PML analysis. PD denotes polarized
direction and PMA is Polarized misalignment angel. S = xhV V .

where the diversity gain for LP reception represents

gl =

√
2

2
(1 +

h′V V
hV V

) . (3.3)

As the CP receiving directions have an equivalent rotation angle Ψ when comparing to LP

reception shown in Fig. 3.4(a), the received signals are equivalent to multiply a rotation matrix

Rcp = R(Ψ) =

 cos Ψ − sin Ψ

sin Ψ cos Ψ

. Due to the mismatch between LP Tx and CP Rx, the

output of single CP antenna is weakened by
√

2 in amplitude [149, 156] shown as:

YCP =
√

2
2
Rcp(Hx+ Nd) . (3.4)

Similarly, the CP-diversity EGC output represents

yCP−Diversity = 1√
2
(‖YCP‖+ ‖Y′CP‖)

=
√

2
2

(xgchV V
√

1 + α + n)
(3.5)

where the diversity gain for dual-branch CP reception is

gc =
1√
2

(1 +
‖ Y′CP ‖
‖ YCP ‖

) =

√
2

2
(1 +

h′V V
hV V

√
1 + α′√
1 + α

) . (3.6)

It is found that the signal level for CP reception is independent of the CP polarization rotating

angle. Compared to LP diversity output (2), the CP signal level is improved by the XPD gain
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Figure 3.5: The polarization misalignment loss for LP reception with polarized misalignment
angle ranging from - 90 to 90 degree.

factor
√

1 + α in (5). That reflects the physical insights of CP reception to pick up the signals

in horizontal polarized directions which is neglected by LP reception.

3.4.2 Polarization Misalignment Effect

As the polarization misalignment between the Tx-Rx antennas (e.g. the subject’s small deflec-

tion, slight wrinkle of textile antennas and Tx-Rx inclination) has significant effect on reception

results [148].

Fig. 3.4(b) shows the PML analysis for LP reception. Similar to (1), the signal received by

a LP antenna is equivalent to multiply a matrix RPM = R(θ) shown as

ỸLP = RPM(Hx+ Nd) . (3.7)
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Then, the LP EGC output affected by PML is

ỹLP−Diversity = glỸLP (1)

= xglhV V (cos θ −
√
α sin θ) + n

(3.8)

The comparison of LP-diversity signal levels with and without PML is shown as

ỹLP−Diversity
yLP−Diversity

= cos θ −
√
α sin θ . (3.9)

Fig. 3.5 shows the PML for LP reception among four XPD values with (3.9). Except XPD

= 0 (always power loss), the PML for LP reception at other XPDs are characterized by great

power loss but slight power gain between -∞ and 3 dB. For example, when XPD = 0.2 and

misalignment angle is 15 degrees, the PML is -1.42 dB while the gain is only 0.68 dB.

Similarly, the signal level of single CP receiving antenna with a polarized misalignment angle

θ is shown as

ỸCP =
√

2
2
RPDRCP (Hx+ Nd) . (3.10)

The CP EGC output with polarization misalignment is

ỹCP−Diversity =
√

2
2

(‖ỸCP‖+ ‖Ỹ′CP‖)

= yCP−Diversity .
(3.11)

Equation (11) shows that the polarization misalignment makes no difference to the signal levels

of CP reception. The big PML fluctuation for LP reception can provide an explanation for its

larger variances of small-scale parameters than CP diversity.

To compare the combined signals between CP and LP receptions, the LP-CP signal-level

difference is (noise is neglected)

ỹLP−Diversity
ỹCP−Diversity

=
gl
gc

√
2(cos θ −

√
α sin θ)√

1 + α
. (3.12)
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3.4.3 Signal-level simulation for CP and LP diversity receptions

2000 Monte Carlo simulations for the signal levels of LP and CP receptions are performed

according to the CP, LP and LP-CP signal level models of (5) (8) and (12). The measurement-

based CIR of any single off-body link is modeled as a Rayleigh random variable with the

standard variation σ = 4.21×10−4. The XPD is modeled as a normal random variable with the

mean value µ = 6.5 dB and standard variation σ = 1.5 [149]. The polarization misalignment

angles are randomly selected from -18 to 18 degrees [158].

The cumulative distributions functions (CDF) of diversity gains for the LP and CP re-

ceptions are shown in Fig. 3.6 with their diversity gains of 90% reliability are both 2.3 dB,

consistent with [159]. No significant difference is found between LP and CP diversity gains,

except the slight large proportion of high diversity gains for CP reception due to the effect

of XPD gain factor in (6). On the other hand, the normal CDFs of both the measured and

simulated LP-CP signal-levels are also shown in Fig. 3.6. According to the 0.8 dB mean values

of both CDFs, the signal levels of LP diversity seems to be slight stronger than CP ones. How-

ever, if the 3 dB polarization mismatch loss (LP Tx and CP Rxs) for CP diversity reception

is removed [156], the CP signal levels are expected to be 2.1 dB higher than the LP ones. It

can be explained that the normal-distributed XPD gain factor (µ = 0.92, σ = 0.28) strengthens

the received signal of CP diversity to 0.9 dB while the PML weakens the LP signal levels by

around 1.2 dB. The PML for LP reception is fitted by the truncated student-t distribution

with an upper bound of 1.7 dB (µ = 0.05, σ = 1.51, ν = 1.26) which is characterized by a

long negative-power tail [160]. The XPD gain factor and LP PML can provide an explanation

why the small-scale variation (e.g. signal levels, DS and MPC NUMBER) is reduced when the

proposed solution is used.

It is noted that the measured 2-branch EGC signal follows normal logarithmic distribution.

And Rayleigh distributed is found by attaching a single antenna to each part of the human

bodyčňmore detailed parameter values are thus obtained. Although, the direct LOS Tx-Rx

signal tends to be the distribution of Rice, the actual fitted result in WBAN is Rayleigh dis-

tribution. One explanation is that due to the influence of human body, the Fresnel between
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TX-RX is shielded too much, resulting its LOS path is not dominating. This is where WBAN

differs significantly from traditional short-range communications because antennas have never

been so close to a human during the whole communication period.

Figure 3.6: The simulation of LP-CP signal-level difference and diversity gains for LP and CP
receptions.

3.5 Conclusion

In this letter, a novel low-complexity CP spatial diversity reception solution is proposed to

reduce the body-height dependent fading. It is found that comparing to two typical LP diversity

schemes, the MPC numbers, RMS delay spread and their variations over measured locations

and different volunteers for the proposed solution can be greatly reduced. Further, the EGC

LP-CP signal level difference model is derived as the functions of diversity gains, CP XPD gain

factor and LP PML factor. The CP XPD gain and LP PML factors which have clear physical
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insights are best fitted by normal and truncated student-t distributions, respectively. On one

hand, when comparing to traditional LP schemes, the received signal for proposed solution is

averagely improved by 2.1 dB due to XPD gain and PM loss. On the other hand, the DS and

RMS variations for proposed solution are greatly mitigated due to its ability to receive strong

multipath components of arbitrary polarization, which are easy to be ignored by LP reception.

The presented results can be used to design the physical layer for body-centric communication

systems.
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Chapter 4

MIMO Body-related Channel

Measurement and Analysis

4.1 Introduction

Massive MIMO is becoming an essential technology in mobile and WiFi networks [161, 162].

In recent years, extensive measurement and evaluation activities have been carried out on

massive MIMO systems, focusing on three directions. The first is on the properties of outdoor

large arrays such as array aperture, decoupling effect, and anti-interference [161, 163]. The

second is on distributed multiuser (MU) massive MIMO [164, 165]. The third is on practical

problems in using massive MIMO systems, e.g., the spherical wave induced by large-scale arrays,

the polarization characteristics and the coupling characteristics within the Rayleigh distance

[161, 166, 167].

However, there are limited results reported for indoor massive MIMO channels, and the

impact of human body on such channels when the person is using a hand-held device or next

to a standalone wireless device. Several important problems for such channels are yet to be

investigated. For example, the wide-sense non-stationary or stationary characteristics (or power

imbalance) along transmitter (Tx), receiver (Rx) arrays and Tx-Rx domains, pros and cons

of multipath on massive MIMO system performance, and the degree of mitigation of human
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blockage effect by massive MIMO. It is also important to understand the capacity gap between

real channels and theoretical ones, particularly for indoor channels where line-of-sight (LOS)

and non-LOS (NLOS) propagation may have significant impact on channel correlation across

antennas.

In this chapter, we investigate the propagation property and the impact of human body on

the propagation for a 32x8 Uniform Planar Array (UPA) MIMO system in an indoor environ-

ment with measurements obtained in multiple indoor LOS/NLOS, Body/NoBody scenarios.

We first introduce the measurement setup in Section II. We then propose a method in Section

III for evaluating the power imbalance and channel popularity in LOS/NLOS, Body/NoBody

cases. In Section IV, we analyze the capacity, correlation and angular power spectrum for

channels in multiple scenarios.

4.2 Measurement Setup

Our measurement campaign was conducted in a typical office environment as shown in Fig. 4.1

(a) and (b). A large UPA which contains 128 antenna elements is used to emulate the Base

Station (BS) and an 8-element UPA is used to emulate the Mobile Station (MS), as shown

in Fig. 4.1 (c) and (d). During the measurement, only 32 Radio Frequency (RF) chains are

active, as shown in Fig. 4.1 (d). The Synchronous Massive MIMO Measurement sounding

system (S3M) [162, 168] is used to generate 1200-subcarrier signals with 0 dBm transmitting

power in each transmitting port. The central frequency is 3.5 GHz with 20 MHz bandwidth

and the sampling rate is 30.72 MHz.

The centre of transmitting and receiving arrays are kept at the same height during the

measurement. Nine grids across the office are chosen to deploy the 8-element handset array

with the transmitter-receiver (Tx-Rx) distances ranging from 1 to 5 meters. In order to assess

the impact of human body on MIMO channels in an indoor environment, at each grid we

did measurements for four scenarios: line-of-sight (LOS) connection with a handset fixed on

a tripod, LOS with someone holding the handset in a calling gesture, non-LOS (NLOS) with

the handset placed on a tripod, and NLOS with the handset held by a person. We denote the
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(a) Real office environment and measurement system.
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(b) Real office environment and measurement system.
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Figure 4.1: The illusion of (a) Real office environment and measurement system (b) MS Antenna
array (c) BS antenna array and Indices.
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Figure 4.2: Path loss curves for 4 typical scenarios with path loss values averaged over Tx and
Rx array.

four scenarios as LOS_NoBody, LOS_Body, NLOS_NoBody and NLOS_Body, respectively.

The S3M system synchronously records 300 snapshots for each Tx-Rx link at each grid. Each

snapshot contains 12 complex data from subcarriers evenly distributed over 20 MHz bandwidth.

Thus, we obtain a 5-dimensional datasets HCase
t,f,d,m,n for each scenario, with the data amount of

8294400 complex values (300x12x9x32x8). In HCase
t,f,d,m,n, the parameters t, f, d,m, n represent

the indexes of snapshots, subcarriers, grid points, receive and transmit antennas, respectively.

More details about the measurement campaigns and S3M system can be referenced to [169,170].
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4.3 Channel Imbalance Characteristics

4.3.1 Path Loss Models

In order to evaluate the effect of adjacent human body on path loss and signal coverage, we

adopt the widely used log-distance path loss formula to model all measured signals at different

grids as

PL(d) = PL0 + 10× k × log10(d) + δX (4.1)

where PL0 is the free-space path loss at 1 meter (43.3 dB in our work), k is the Path Loss

Exponents (PLE) and δX is the mean-zero Gaussian shadowing variable averaging across Tx

and Rx UPA domains.

Note that (4.1) can only predict the average power across Tx-Rx arrays. The specific power

prediction for each Tx-Rx antenna pairwise PL(d,m, n) is dependent on the power imbalance

in Tx and Rx array and other domains. We introduce the concept of array shadow factor

δX(m,n, d) to characterize this effect. Due to its wide non-stationary property [163], it is tricky

to evaluate this parameter.

Table 4.1 shows the parameters for all scenarios obtained using curve fitting technologies.

It can be observed that the path loss is affected by both the LOS/NLOS condition and human

proximity. Path loss model for the LOS_NoBody case has the minimum PLE and shadow

values while NLOS_Body has the maximum values. Human proximity in LOS is equivalent

to NLOS state except that the RMSE in NLOS case is obviously larger. Compared with the

typical value of 3 for standard shadow deviation and 5 for RMSE of the conventional single-link

channels, the key parameters for the measured massive MIMO channels here are slightly larger.

The main reason is that massive scatters for large aperture system is about 1-8.5 m in this work

and within the Fresnel zone (Rayleigh distance) according to

0.62 ∗
√
D3/λ < dFresnel ≤ 2 ∗D2/λ (4.2)

where D and λ are the antenna aperture and wavelength of central working frequency. This

means we can not view the tested massive MIMO channels as wide sense stationary over multi

dimensions.
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Table 4.1: Path Loss Parameters for 4 typical scenes(PL0 = 43.3 dB)

Cases PLE shadow δX RMSE

LOS NoBody 2.7 4.6 5.3
LOS Body 3.6 5.8 7.5

NLOS NoBody 3.3 5.7 9.2
NLOS Body 4.3 6.3 9.5
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Figure 4.3: Cumulative probability distributions of signal levels under four scenarios using the
same random chosen Tx-Rx antenna pairwise at the same grid 2.

4.3.2 Signal Level Distributions

Fig. 4.3 depicts the cumulative probability distributions of signal levels under four scenarios

using the same randomly chosen Tx-Rx antenna pairwise at the grid 6 (G6). Only channels

in the Los_Nobody case best follows the Rice distribution while the others follow Log-normal

distributions. It seems that under the LOS cases, “UE” held by human evidently reduces the

mean signal level to 1/5 of the Nobody case. This causes that distributions having larger tails

such as Log-normal and Weibull fit the signal levels of massive MIMO channels under real

environments better (LOS_NoBody is just too idealistic in practice).
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Figure 4.4: Stacked received signal strength across Tx antenna array.

It is noted under all 4 cases that the measured data diverge significantly from the analytical

distribution curves at higher signal level. One explanation is that the environment (walls, floor,

and ceiling) compensates for weak reflections and diffraction, while the strong signal areas are

mainly from direct and body diffraction.This is also the case where NLOS is more deviated

than LOS, where the compensating signal is more significant.

4.3.3 Signal Level Variation among Tx/Rx Antenna Array

To explore the impact of adjacent human on none-wide sense stationary features across Tx

arrays, we average the signal levels across temporal, frequency and spatial dimensions and stack

each received signal according to the transmitting antenna number shown in Fig. 4.4. Antenna

1 in LOS_NoBody contributes over 70% effective transmitting power. Human proximity in the
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Table 4.2: Power imbalance values of four scenarios on five different dimensions (Units are all
dB, except for SVS.)

Dimensions LosNB LosBody NLosNB NLosBody Mean

Rx Antenna 5.6 6.5 4.0 4.6 5.0
Tx Antenna 4.1 4.9 3.5 3.6 4.0
SVS(Tx-Rx) 13.5 14.0 12.0 12.9 13.1

Time 6.1 8.1 5.5 6.4 6.5
Frequency 7.4 4.1 5.3 6.1 5.7

LOS case greatly reduces such imbalance while in NLOS there is no such function.

4.3.4 Power Imbalance among Different Domains

To quantitatively analyze such power imbalance over different domains, we calculate the stan-

dard variation along specific domain to obtain its power imbalance. Take the power imbalance

in the temporal domain as an example,

PIT ime =stdT ime(
1

FDMN

∑
f

∑
d

∑
m

∑
n

20 ∗ log10(||H(t, f, d,m, n)||)),
(4.3)

where stdT ime means to obtain the standard variation along the time domain, and F,D,M,N

are the total numbers of subcarriers, measured grid points, receive and transmit antennas,

respecitively. Define the Singular Value Spread (SVS) of channel transfer matrix Ht,f,d(m,n)

as the condition number of this matrix, i.e. the ratio between the maximum and minimum

singular value of the matrix λmax/λmin. Since the correlation between Tx and Rx domains has a

great impact on channel stability and channel performance, we use SVS as the power imbalance

indicator for Tx-Rx (Transceiver) domain.

Table 4.2 depicts the power variations across 5 dimensions. Interestingly, imbalances in the

NLOS cases are nearly all less than those in LOS cases. This means that unlike conventional

channels, the massive MIMO channels in LOS in indoor environment are more stable and

popular. The imbalance increases in the order of NLOS_NoBody, NLOS_Body, LOS_NoBody

and NLOS_Body, which corresponds to the order of descending performance as will be shown
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Figure 4.5: Distributions of capacity at 6 th measurement grid.

later.

4.4 Capacity and Impact of factors

4.4.1 Capacity VS Number of Antennas

There exists large capacity gaps between i.i.d Rayleigh and channels in four measurement cases.

Fig. 4.8 shows that channels in all cases best follow the Normal distributions while their ergodic

capacity varies. When the number is 8, in relation to the capacity for Rayleigh, the capacity

for NLOS_NoBody (36.7 bps/Hz) is 90%, and in the worst case, capacity for LOS_Body (28.1

bps/Hz) is only 69%. Human proximity causes capacity loss of about 12% in LOS and 5% in

NLOS cases. Comparatively, the SVS shown in Fig. 4.6 shows the opposite trends.

Fig. 4.7 and Fig. 4.8 depict the ergodic capacity for 4 cases when randomly choosing

Rx and Tx numbers separately. Ergodic capacity approximately linearly increases with the

number of Rx/Tx antenna increasing. It is found that the ratio between the capacity for the
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Figure 4.6: Distributions of Singular Value Spread (SVS) for all scenarios at the 6th grid.

“worst” LOS_Body cases and Rayleigh almost remains as 69% with the number of BS antennas

increasing, while it decreases rapidly with the number of UE antennas increasing. This means

that the human adjacent effect is negligible for mobile devices with multiple antennas.

It is noted that there is an cross of curves (6,29) in Fig. 4.8 between the two cases of

NLOS. When the number of antennas is less than 6, more obstruction tends to improve the

actual capacity; however, when the number of antennas is more than 6, body obstruction

contributes negatively to capacity increasing. One possible explanation is that body occlusion

is nonuniform (anisotropic) compared with environmental obstruction, leading to rank deficit

of MIMO channel matrix. After the minimum number of antennas at the Tx and Rx reaches a

critical point, this rank deficit will dominate, making the capacity gap between the Body and

NonBody obstruction cases bigger and bigger. Such rank deficit is one of the main reasons

why the capacity slope of the body obstruction case is significantly lower than that of the

non-obstruction scene, under both LOS and NLOS scenarios.
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Figure 4.7: Capacity variation with numbers of Rx antennas for all scenarios, NTx = 8, SNR =
10 dB.

4.4.2 Channel Popularity Indices

The sub-linearly increasing rate of capacity for measured channels is important for designing

and evaluating massive MIMO systems. We propose an empirical capacity prediction method

and a parameter of Channel Popularity Indices (CPI) for MIMO system design based on least

square curve fitting. The empirical capacities, which are obtained via fitting the curves of

Shannon capacity, are given by

CRx(case,m) = a(case)×m
1
2

CTx(case, n) = 9× nb

CTx,Rx(case,m, n) =
√
CRx(case,m)× CTx(case, n)

=

√
9a×m 1

2nb

(4.4)

where CRx(case,m), CTx(case, n) and CTx,R(case,m, n) represent the capacity as a function

of the antenna numbers of the Rx, Tx and Rx-Tx pairwise for a given channel scenario/case,
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Figure 4.8: Capacity variation with number of Tx antennas for all scenarios, MTx = 32, SNR =
10 dB.

respectively. The coefficients of the power functions can be changed according to the scenario.

The CPI is expressed as,

CPI =

√
a(case)

a(Rayl)
× b(case)

b(Rayl)
(4.5)

where a(case) and b(case) are the feature parameters for specific measurement case, a(Rayl) and

b(Rayl) are parameters of i.i.d Rayleigh MIMO channels. Table 4.3 shows the fitted parameters

for the empirical capacity prediction and CPI. An example for the measurement at grid 6 is

also provided. Both the CPI and empirical capacity formula are very simple but works well. It

is useful for estimating the performance of practical large-scale MIMO communications.

4.4.3 Correlation Characteristics

The correlation coefficient is averaged over 100 of the 1000 received signals in each receiving or

transmitting channel to mitigate the effects of specific values and time periods. Each array is

separated by half a wavelength. During all signals received in each scene, the array inclination

77



CHAPTER 4. MIMO BODY-RELATED CHANNEL MEASUREMENT AND ANALYSIS

Table 4.3: Parameters for empirical capacity formula and CPI

Cases a b CPI C(case,32,8)
C(Rayl,32,8)

i.i.d Rayleigh 7.6 0.74 1 1
LOS NoBody 5.8 0.63 0.80 77%
LOS Body 5.1 0.57 0.72 72%

NLOS NoBody 6.8 0.67 0.90 90%
NLOS Body 6.3 0.66 0.86 86%
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Figure 4.9: Typical inter-channel correlation map across receiving array on measurement grid
2 for all scenarios. Mean correlation 0.73, 0.69, 0.37, 0.46.

is maintained at 30 degrees with the same orientation.Array spacing, dip, and type of antenna

polarization all affect correlation, but at that time it is an another separate and interesting

topic.

The inter-channel correlation of indoor massive MIMO channels along 5 domains is found to
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Figure 4.10: Arriving angular power spectrum across received antenna array for randomly
chosen snapshot, subcarrier and measurement location.

be very high. For example, the mean correlation over the Rx array domain is between 0.35 and

0.8, and it is 0.77, 0.72, 0.55 and 0.74 for the other four domains. The individual correlation

varies at different measurement grids.

Fig. 4.9 shows a typical Rx inter-channel correlation map at grid 2. The Rx correlations for

NLOS cases are much smaller than those for LOS, which is consistent with the widely known

acknowledged fact. The correlations within 8 antennas in each column are larger than those

across columns. The correlations within each row in the Rx array are also significantly larger

than the inter-row correlations. This makes the correlation map present multiple symmetric

and parallel diagonal peaks ribbons forming similar “salmon streaks".

79



CHAPTER 4. MIMO BODY-RELATED CHANNEL MEASUREMENT AND ANALYSIS

4.4.4 Angular Power Spectrum

Angular power analysis is the basis for 3D MIMO channel modeling. By using the DFT based

angular analysis method in both elevation and azimuth directions, the angular profiles are

obtained for the measurements over snapshots, grid points and subcarriers for four cases, as

shown in Fig. 4.10. We find that the number of significant clusters in two NLOS scenarios are

generally twice as many as those in LOS. Meanwhile, the presence of adjacent humans decreases

the amplitude of significant clusters nearly by half. The significant clusters which are widely

observed are another important reason why the expected capacity and anti-fading ability in

NLOS scenarios are superior to those in LOS.

4.5 Conclusion

This chapter presents experimental studying results for the impact of human body on massive

MIMO indoor channels. It is found that human body has a great influence on both LOS and

NLOS channels. It can increase the path loss exponents by 1 and reduce the ergodic capacity

by 12% in LOS and 5% in NLOS cases. In LOS cases, such degradations are mainly due to

the large power loss, and no significant improvement is observed in the correlation across Rx

array and angular power maps. In NLOS cases, such degradations can partially be explained

by the increasing power imbalance in multiple dimensions, the reduced Rx correlation and the

attenuation of significant clusters caused by human body. Therefore, the influence of human

body is significant in indoor massive MIMO channels and shall be considered in massive MIMO

system design.
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Chapter 5

SMV Off-Body Sparse Analysis and

Channel Modeling

5.1 Introduction

This chapter devotes to SCM for centimetre-wave channels, using both practically measured

and simulated single-input single-output dense multipath channels in the frequency band from

6 to 8.5 GHz. This frequency band is selected for the following reasons: (1) This band is

proposed for being used in wireless body area networks in IEEE 802.15.6; (2) It is superior for

demonstrating time-domain channel sparsity with the dense multipath channels resulted from

its large bandwidth; and (3) There is a strong commonality for different bands from 3 to 10

GHz in terms of channel propagation properties [171, 172], and hence our work in this chapter

can be generalized to other frequency bands, such as the WiFi and 5G mobile ones. With

a 2 GHz bandwidth, the channels consist of a large number of resolvable multipath taps in

the time domain, which can be represented directly by the TDL model. The original channel

impulse response (CIR) can be downsampled with a low-pass filter to generate channels for

systems with lower bandwidth if needed. In this chapter, we work on the high-resolution dense

multipath directly and will show that there are great sparsity if we represent the CIRs using

different dictionaries (aka, bases). One main challenge for SCM is that a sparse model can be
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affected by quite a few factors, such as the used dictionary, the reconstruction algorithm, and

the required accuracy of modeling. Actually, the TDL model can also be treated as a special

sparse model when insignificant multipath taps are ignored according to the desired accuracy.

The dictionary will be a (partial) identity matrix in this case if represented in the time domain,

or a partial Discrete Fourier Transform (DFT) matrix if represented in the frequency domain.

But it is not an efficient sparse representation when the channel is rich in multipath. The

sparsity is also largely affected by the used reconstruction algorithm with various complexity

and the desired accuracy. Hence a good trade-off between sparsity, accuracy and complexity

needs to be achieved. This trade-off will be investigated in detail in Section 6.2.

In this chapter, we provide a methodology for sparse modeling of time-domain channels

and establish statistical sparse channel models. We aim to model (dense) multipath channels

in a sparse and compact way, i.e., finding the base functions (called atoms in this chapter)

and representing channels as a linear combination of these atoms, and using as fewer atoms

as possible for a targeted modeling accuracy. The main advantages of our models can be

summarized in the following three aspects: (1) High sparsity and efficiency owing to the use of

dictionaries with balanced resolution and coverage in the time-domain; (2) Simplicity and easy

to understand owing to the usage of model parameters analogous to conventional TDL models

and the linkage of these parameters to physical properties of the channel; and (3) Flexibility

with the usage of these decoupled channel parameters in channel modeling and simulation. Our

main contributions are as follows:

• We provide a systematic methodology for centimetre-wave time-domain SCM based on

compressive sensing techniques. It consists of the selection of dictionary and reconstruc-

tion algorithm, characterization of the statistics of sparse coefficients and verification of

the developed statistical sparse model;

• We introduce a triple equilibrium principle to characterize the trade-off between sparsity,

modeling accuracy, and reconstruction complexity in SCM setting. Using both measured

and simulated channel datasets, we quantitatively demonstrate and practise the triple

equilibrium principle in SCM. This principle provides an important guidance to selecting
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dictionary and reconstruction algorithm in SCM;

• We develop comprehensive statistical sparse channel models, including channel sparsi-

ty, dependency of sparsity on channels, magnitude decaying profile, sparse coefficient

distribution, and sparse atomic index distribution, which are analogous to those in the

conventional TDL model. Novel methods using ordered sparse coefficients and atomic

index separation are proposed for statistical modeling;

• We mathematically establish the connection between parameters in the sparse channel

model and conventional TDL model;

• We propose three channel synthesis methods for generating simulated SCM channels using

the developed channel models. The effectiveness of the established sparse channel models

is validated by comparing these generated channels with those actual ones.

The rest of this chapter is organized as follows. In Section II, we describe the channel

datasets and our sparse modeling methodology. In Section III, we introduce the triple equilib-

rium principle and discuss the selection of the dictionary and reconstruction algorithms used for

SCM in this chapter. In Section IV, we present detailed SCM results and investigate the con-

nection between parameters for sparse and conventional channel models. In Section V, methods

for generating simulated channels from the established sparse models are presented, and the

generated channels are compared to the actual ones to verify the effectiveness of the sparse

models. Section VI concludes the paper. Italic text is used to highlight important observations

in this chapter.

5.2 Channel Datasets and Sparse Modeling Methodology

In this section, we introduce the channel datasets used in this work and present our sparse

modeling methodology.
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5.2.1 Tested Channel Datasets

We conduct the channel sparse modeling using two datasets, i.e., the practically measured off-

body CIRs [49,173] and simulated wireless CIRs following the channel model proposed by IEEE

802.15.3a working group in [96].

Measured dataset

The channel data is measured in a typical hospital-type room with a few items of furniture.

An omnidirectional monopole antenna is used to emulate the external access point (AP), and

a wearable loop-dipole antenna worn on different positions of the volunteer is used to emulate

the receiver (Rx). A vector network analyzer (cf. VNA Agilent 8720) is used to generate a 0

dBm, 801-point sweeping signal with the frequency ranging from 6 to 8.5 GHz. The off-body

CIRs are observed in different body-worn parts and large-scale measurement locations. More

details on the channel dataset and measurement can be found in [49, 173].

According to the factors affecting the large-scale fading, the measured off-body channels

are classified into three classes of datasets: body-parts-dependent (denoted as BAN_Parts),

distance-dependent (BAN_Dis) and height-dependent (BAN_Hei) CIRs. Each CIR is denoised

and normalized to unity energy. In one class of datasets, there may be measurements under dif-

ferent scenarios, for example, for BAN_Parts, there are measurements obtained from different

body parts, and for BAN_Hei, measurements are from the AP placed at different heights.

Simulated CIRs

The simulated CIRs are generated from both the cluster-based model and TDL model. The

cluster-based model follows the SV model in [97], and the TDL model is given by

h(t) = σ2
0

L−1∑
l=0

αle
−lTs/τRMSδ(t− τl), (5.1)

where L is the total number of propagation taps, τl is the delay of l-th tap, τRMS is the Root

Mean Square (RMS) delay spread and Ts is the sampling time, αl is the fading coefficient of

the l-th tap, and σ2
0e
−lTs/τRMS represents an exponential power delay profile (PDP) of the taps,
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with σ2
0 = 1−e−Ts/τRMS

1−e−(L+1)Ts/τRMS
ensuring the average CIR energy is unity.

The simulated CIRs include four typical Case Models (CM), i.e., CM1 for 0-4 meters and

Line of Sight (LOS), CM2 for 0-4 meters and none Line of Sight (NLOS), CM3 for 4-10 meters

and NLOS, and CM4 for extremely bad NLOS with RMS delay spreads of 5.28, 8.03, 14.28 and

25 nanoseconds [96]. We consider various fading such as Rayleigh, Rician and Nakagami fading

for the fading coefficients α.

5.2.2 Methodology for Sparse Channel Modeling

For a given sparse channel coefficient vector x0 of length N , channel sparsity here is referred

to as either the absolute number of non-zero elements in the vector, given by K = ‖x‖0, or the

ratio given by K/N . We will use these two optional definitions interchangeably hereafter. If

K or K/N is small (or large), we say the signal is sparser (or less sparse) and the sparsity is

small/low (or large/high).

For any given samples of single-channel CIR y ∈ RM , we can formulate the CS representation

of the channel as

xs = arg min
x
‖x‖1, subject to y = ΦΨx + r. (5.2)

where x is the sparse coefficient vector, ‖x‖1 is norm-1 of x, i.e., the sum of absolute values of

the elements in x, Φ ∈ RM×N (M ≤ N) is the measurement/sensing matrix, Ψ ∈ RN×N is the

dictionary, and r is the residual vector representing noise and/or residual errors in the sparse

approximation. There are a number of CS algorithms such as Orthogonal Matching Pursuit

(OMP), L1-minimization and Bayesian compressive sensing, that can be applied to solve the

optimization problem in (5.2). Different algorithms have different complexity and different

reconstruction accuracy.

We have full datasets for the originally simulated and measured channels, sampled at the

Nyquist rate. We can design the sensing matrix Φ with M much smaller than N , to mimic

what is in the practical channel estimation situation. However, this may make the SCM results

lose generality. So instead, we use all the channel samples in y directly for SCM, without using

Φ.
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Our SCM methodology consists of three major stages, which are summarized next and will

be detailed in the following sections.

• The first stage is the selection of dictionary and reconstruction algorithms. From the

formulation in (5.2), we can see that the sparsity k is closely related to three factors,

the product ΦΨ (or just the dictionary Ψ in this chapter), the reconstruction algorithm,

and the constraint of residual vector r (i.e., the desired the accuracy). Understanding

the trade-off between these factors is an important step in SCM. In Section 6.2, we

introduce the triple equilibrium principle to elaborate the trade-off and discuss how to

select appropriate dictionaries and CS reconstruction algorithms.

• The second stage is sparse channel modeling as will be detailed in Section 5.4. In this

stage, analogous to the parameters in the TDL model including significant MultiPath

Components (MPC), PDP, small-scale fading, and delay, we analyze the statistics for s-

parsity, Magnitude Decaying Profile (MDP), distribution of sparse coefficients, and distri-

bution of atomic indexes. Thus a complete statistical sparse channel model is established.

• The third stage is sparse channel validation, as will be detailed in Section 5.5. During

this stage, we stochastically generate the sparse coefficients and atomic indexes using the

developed statistical sparse channel models, and compare the generated channels with

the original measured and simulated channels from which the statistical sparse models

are developed. This process is used to validate the effectiveness of the developed models.

5.3 Triple Equilibrium Principle and Selection of Dictio-

naries and Reconstruction Algorithms

In this section, we first introduce the triple equilibrium principle for characterizing the trade-off

between sparsity, modeling accuracy and complexity in SCM. We then discuss how we select

the dictionary and reconstruction algorithms to achieve a trade-off under the guidance of the

principle, by investigating the actual impact of the trade-off on SCM.
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Figure 5.1: The triple equilibrium relationship among sparsity, complexity and accuracy.

5.3.1 Triple Equilibrium among Sparsity, Complexity and Accuracy

in SCM

In the sparse channel modeling, we will consider the interaction and tradeoff between channel

sparsity, reconstruction complexity and accuracy. Reconstruction complexity and accuracy are

associated with, e.g., the reconstruction algorithms, times of iterations used in the algorithms,

the adopted dictionary and its size, and the number of measurements. According to many

important research results on compressive sensing including the classic work in [100], the spar-

sity, reconstruction complexity and accuracy interact with each other. Generally, the sparsity

of practical signals can change with the required reconstruction accuracy and the affordable

complexity and the changes can be significantly different for different signal sources.

For sparse channel modeling, we hence keep in mind the triple equilibrium relationship

among sparsity, complexity, and accuracy as illustrated in Fig. 5.1. Firstly, the achievable

channel sparsity is expected to grow from smaller to larger when the required reconstruction

accuracy increases and/or the required complexity decreases. Secondly, to achieve a given
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sparsity level, e.g., 5% sparsity ratio, the sparser the actual signal is, the lower the reconstruction

complexity will be to attain certain reconstruction accuracy. Thirdly, there is a tradeoff of

computing complexity between the selected recovering algorithm and dictionary. Fig. 5.1 lists

the incomplete, critical complete, concatenation dictionaries and recovering algorithms such

as greedy algorithm (like OMP), optimization algorithm (`1-Minimization denoted as `1-Min.)

and the iterative algorithm (5 step reweighted `1-Minimization denoted as `1-MinIT5) from

low to high complexity. It is observed in [174] that with 3 to 5 concatenation dictionaries, even

the simplest OMP algorithm can achieve better performance than the optimal algorithm such

as iterative `1-MinIT5. Finally, it is noted that the de-nosing ability of CS algorithms can also

have a great impact on the reconstruction accuracy. Measurement noise can be the upper limit

of sparse processing ability.

The triple-equilibrium relationship in sparse channel modeling will be explored in detail in

Section 5.4.1 and 5.3.3.

5.3.2 Impact of Dictionary on Sparse Channel Modeling

Dictionary can have a significant impact on the sparsity and reconstruction accuracy of a general

CS problem, as well as our sparse channel modeling. For example, in our experiments, it is

widely observed that to achieve similar modeling accuracy, the sparsity for recovering the same

BAN_Part CIR using the `1-Min algorithm are 17, 18, 72, 94 and 210 for the symlet 4 level

5 wavelet (denoted as symlet 4-5 hereafter), exponential, truncated cosine wave, Fourier and

random Gaussian dictionaries, respectively. The wavelet and exponential dictionaries exhibit

much lower sparsity than the others. This is because their fast-fading atoms adapt to the

sparse properties of significant clusters, i.e., the properties of compact support and locality

have advantages in representing the cluster characteristics. The observation here is consistent

with the quantitative dictionary selection formula and the results shown in [175]. So we will

mainly present the sparse channel modeling results using wavelet and exponential dictionaries

in this chapter.
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Figure 5.2: Waveforms for six types of atoms in the symlet 4-5 dictionary. For the index of
atom types, the first (with index 1) is the father wavelet, the last (with index 6) is the mother
wavelet and the child wavelets ranging from level 2 to 5 are indexed as type 5 to 2. The number
next to each waveform denotes the support length of the wavelet.

The k-th atom in the exponential dictionary is defined as

dk(t) =


√

1− β2e−βt, t ≥ k

0 , 0 ≤ t < k
(5.3)

where the fading parameter β decides the shape of the atom. Different exponential dictionaries

have different values of β. Hence all atoms in the same exponential dictionary are time-shifted

version of a basic one and have the same waveform. Fig. 5.2 depicts the compact support

length and waveforms for six atoms of the symlet 4-5 dictionary. Waveform 1 is the scale (fa-

ther) wavelet of Symlet 4, and waveforms 2 to 6 are the different scales of level 5 to 1 of the

mother wavelet. These waveforms also have good quasi-orthogonal characteristics. Such versa-

tile waveform combinations make wavelet dictionary adapt to different signal types including

the clustered channels.

Fig. 5.3 and 5.4 illustrate the original, recovered and residuals of one BAN_Part CIR using
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Figure 5.3: Comparison of original, recovered and residual signals using wavelet dictionary and
OMP algorithm (Sparsity K = 20).

different dictionaries and CS algorithms. The combination of wavelet-OMP and exponent-`1-

Min both perform well, achieving similar sparsity levels around 20 under the same MSE of 10−4.

It is noticed that the exponential dictionary achieves less accurate results in the segment of the

primary cluster, compared to the wavelet dictionary. This is mainly caused by the inflexibility

of using fixed waveform in the exponential dictionary. The channels in the segment of the

primary cluster usually change rapidly. Hence exponential functions with a fixed waveform

cannot approximate such channels well. Comparatively, wavelet atoms of different width can

be flexibly “selected” to approximate the channels, achieving higher accuracy.

Of course, the single-shape exponential dictionary also has its unique advantages. For exam-

ple, if using combined exponential dictionaries with three different β values, the sparsity can be

reduced to 10 taps [176]. This mainly benefits from the introduced dynamic resolution capabil-

ity by the combined dictionaries. But the problem is that it is hard to know which β values and

dictionaries should be combined, unless some prior information on the β values is available. In

contrast, the improvement is insignificant by combining multiple wavelet dictionaries. This is
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Figure 5.4: Comparison of original, recovered and residual signals using an exponential dictio-
nary and `1-Minimization algorithm ( Sparsity K = 18).

because a wavelet dictionary is already well defined with excellent complementary completeness

and multi-scale characteristics. The benefit of improved fitting accuracy with using additional

wavelet dictionaries can be counteracted by the high atom correlation they introduce. Thus, it

is important to select/train adaptive projection atoms to form dictionaries for specific signals.

The reason why we chose linear unit over logarithmic expression is that sparse model expects

to fit strong principal diameter signal, while logarithmic unit expression weakens the main

signal and emphasizes small signal components, which will lead to misleading in many sparse

representing scenarios, as the main component is good enough and the weak tail signals needs

to be improved.

5.3.3 Sparsity-Complexity Relationship Under Fixed Accuracy

The achievable channel sparsity can be affected by different reconstruction algorithms for the

same residual error, according to the sparsity-accuracy analysis in Section 5.4.1. Different al-
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gorithms, or the same algorithm with different iterations, can have very different complexity.

Here, we quantitatively analyze the complexity associated with sparse channel modeling and

reconstruction, using the `1-Min and its iterative algorithms as examples. The required multi-

plications for `1-Min and `1-Min ITq are O(qMN2), O((T + 1)qMN 2), where T is the number

of iteration or reweight times, and T = 0 for `1-Min [88].

Fig. 5.5 depicts sparsity variations for many BAN_Parts CIRs, using `1-Min reconstruction

algorithms with iterations ranging from 0 to 10. For all datasets, the mean sparsity decreases

as the iteration number increases, and the first iteration always achieves the largest sparsity

reduction. The average sparsity value for a particular dataset also quickly converges, and

further increasing the number of iterations only leads to a negligible reduction on sparsity. For

all datasets, the number of iterations up to 5 is shown to be sufficient. We can also see that

all CIRs under LOS conditions have lower sparsity than those under NLOS cases. Similarly,

experimental results for simulated CM1-4 channels lead to an average sparsity of 7, 9, 14 and

25 taps, respectively, which is in line with the trend of the increasing RMS delay spread (5,

8, 14, 25 nanoseconds). The connection between the average sparsity and RMS delay will be

mathematically shown in 5.4.4.

5.3.4 Summary of the Triple Equilibrium Principle

It is found that the residual error in sparse modeling exponentially decreases with the desired

sparsity increasing, and the desired sparsity can be reduced up to certain bounds at the cost of

linearly increasing complexity. The triple equilibrium among sparsity, complexity, and accuracy

is thus qualitatively verified. It is nearly impossible to improve any one without impacting the

other two.

In the next section, we use the selected wavelet and exponential dictionaries and the algo-

rithm sets (OMP, `1-Min and `1-Min ITq) to conduct SCM for both measured and simulated

CIRs.
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Figure 5.5: Sparsity variation for ten body parts CIRs reconstructed using the symlet 4-5
dictionary and reweighted `1 minimization algorithms with 0 to 10 iterations.

5.4 Sparse Channel Modeling

In this section, we conduct detailed sparse channel modeling, focusing on sparsity, MDP (“clus-

ter fading rule”) and atomic index distribution (cluster occurrence time), which have analogies

in conventional TDL modeling. We will also investigate the dependency of sparse coefficients

on channel parameters.

Ideally, we would like to investigate the MDP and fading for each sparse coefficient cor-

responding to each atom (column) in the dictionary. This will give us the results directly

analogous to the TDL modeling. However, this is hard to do for the following reason: the size

of the dictionary could be very large and there are frequently insufficient samples for a number

of coefficients due to limited measured datasets. The fluctuation of atomic indexes can largely

reduce the reliability of obtained sparse statistics. Some dictionaries do not have clear physical

meanings, which also makes direct processing not necessary. On the other hand, organizing

the non-zero taps in proper order is found to be able to better reveal the statistics of sparse

signals [177]. Therefore in this chapter, we organize the obtained sparse channel coefficients in
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descending order according to their magnitudes and conduct MDP and fading analysis based on

the ordered coefficients. At the same time, we collect the atomic indexes for these coefficients

and propose an atom-index-division method, which will be detailed in Section 5.4.3, to obtain

the statistical distribution for the indexes of these ordered coefficients.

5.4.1 Sparsity

We characterize the channel sparsity and investigate its dependency on accuracy and types of

channels. We will demonstrate in Section 5.4.1 that the sparsity and reconstruction accuracy

are bonded, and their relationship can be well characterized by an exponential function. We

will show in Section 5.4.1 that the sparsity also varies from channel to channel as expected, and

is dependent on statistical fading distributions.

Dependency of Sparsity on Reconstruction Accuracy

The required sparsity in channel modeling has a direct impact on the accuracy, and vice verse.

In [176], it is theoretically proved that the residual energy for any sparse approximation is

linearly bounded by the residual of the best sparse approximation. Such a boundary constraint,

however, is often very loose for practical sparse reconstruction algorithms, and is also dependent

on the actual dataset. In our work, to understand this relationship and its impact on sparse

channel modeling, we conducted various signal recovery experiments using different sparsity

constraints, different datasets, dictionaries and recovery algorithms. Next, we present some

exemplified results.

Fig. 5.6 shows the relative energy of the reconstructed signal and the residual (error) between

the reconstructed and original signals, normalized to the original signal power. The dataset

includes 400 measured BAN_Dis CIRs. The sparse signal is reconstructed using the symlet

4-5 dictionary and the OMP algorithm. Due to the unit energy constraint and the Restrict

Isometric Property (RIP) property of wavelet dictionary, the energy of the reconstructed signal,

represented by the sparse coefficients, increases with the sparsity increasing steadily, while the

residual error steadily declines.
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Figure 5.6: Relative energy of reconstructed and residual signals for measured BAN_Dis CIR
subset using wavelet dictionary and OMP algorithm.

Table 5.1: Parameters of exponential fitting function for residual energy for different dictionaries
and algorithms.

Cases Dictionary Algorithm a b c
BAN_Parts Wavelet `1-Min 0.51 0.11 0.12
BAN_Hei Wavelet `1-Min 0.58 0.14 0.15

BAN_Dis
Wavelet `1-Min 0.49 0.12 0.12
Wavelet OMP 0.68 0.29 0.08
Exponent OMP 0.43 0.25 0.08

Sim_Rayl
Wavelet `1-Min 0.39 0.20 0.05
Wavelet OMP 0.76 0.45 0.07
Exponent OMP 0.35 0.50 0.06

Sim_Rice Exponent OMP 0.27 0.65 0.08
Sim_Naka Exponent OMP 0.28 0.61 0.06

Plotted together in the figure are the exponential and polynomial curve fitting functions.

Using the Akaike Information Criteria (AIC) [178], it is found that the relative signal and
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residual energy can both be well fitted by the exponential function given by

δRes = ae−bk + c, (5.4)

where δRes is the residual energy and k is the desired sparsity. The polynomial (or power)

function δRes = ak−b + c, which is widely used to bound residuals [176], is also found to provide

good fitness here.

To summarize, it is found that the exponential function can fit well with the residual energy

for almost all measured and simulated datasets, for different channel fading distributions, dic-

tionaries or algorithms. Table 5.1 presents the parameters of the exponential fitting function for

the residual energy for different dictionaries and algorithms. In our experiments, we observed

that for simulated channels, the fitting accuracy is low when the sparsity is large when larger

decaying exponents (parameters b in (5.4)) are obtained, especially for Rician or Nakagami

fading channels. This indicates that simulated channels with simpler multipath structures such

as a dominating LOS component usually leads to smaller residual-sparsity product and hence

better recovery performance.

According to the MSE metric EMSE = ERes/M , EMSE = 10−4 is equivalent to the residual

energy of 5% with the number of measurements M = 500 in most cases. Fig. 5.6 indicates that

the 5% residual error corresponds to an average sparsity between 18 and 20, or 4% sparsity

ratio. We use 4% sparsity ratio (EMSE = 10−4) as a baseline for distribution analysis in this

chapter. The CIR modeling for all pairs of residual error and sparsity can be implemented as

long as they are above the asymptotic line indicated by (5.4).

Dependency of Sparsity on Channels

Fig. 5.7 presents the Cumulative Probability Distributions (CDFs) of reaching the desired

sparsity for different algorithms. Results for using all the measured data sets and for using

specific data sets (waist only and ankle only) are presented for comparison. Each curve is

obtained from over 4000 sparse reconstruction experiments. When all the measured datasets

are used, the curves for algorithms `1-Min, `1-Min IT1 and `1-Min IT5 using the same wavelet

3-5 dictionary can be well fitted by Gaussian functions with decreasing mean and variance
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Figure 5.7: CDFs of the recovered sparsity for different reconstruction algorithms and measured
channel data using Symlet 4-5 dictionary. For the first three curves (ordered according to the
legends), all measured datasets are used; while for the rest two, only specific datasets for waist
and ankle are used respectively.

values. We can also see that using recovery algorithms with more iterations can effectively

reduce the mean sparsity and reduce the fluctuation of sparsity. Generally the smaller the

sparsity fluctuation is, the smaller the modeling error will be. Thus for a selected dataset,

there is a tradeoff between the complexity of the recovery algorithm and the accuracy of the

modeling. For waist only and ankle only dataset, the CDF follows distinct distributions due to

reduced variation of the sparsity. For example, the CDF for waist and ankle datasets follows

Weibull and Log-Normal distributions respectively. Compared to the results of full dataset, the

sparsity is reduced as can be seen from the CDF curves.

Fig. 5.8 compares the CDFs for simulated Rayleigh, Rice and Nakagami fading channels

using the same wavelet dictionary and OMP algorithm. The sparsity of Rayleigh fading channels

has a maximum mean value of 17 taps and the largest sparsity variation. The mean sparsity

for Rician fading CIRs gradually decreases from 17 taps (nearly the same with Rayleigh fading
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Figure 5.8: CDF of the sparsity for simulated fading channels with different parameters.

channel) to only 7 taps, with the Rician K-factor changing from 0.1 to 50. Under the same

LOS condition, Nakagami fading channel is less sparse than similar Rician channels (curves

marked in black triangles). It seems that the channel condition has a notable effect on sparsity

distributions, and channels with larger LOS components demonstrates lower sparsity.

As a summary for the sparsity of studied channels, it is found that an average sparsity of

25 for the measured CIRs and 20 for simulated cases are the least values for most cases with

different dictionaries, algorithms and channel conditions. The maximum sparsity is 38, which

correspond to the sparsity ratio of 7.6%, for a total of M = 500 samples. This reflects the great

advantage of compressed channel sampling over traditional Nyquist sampling method.
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5.4.2 Statistics of Sorted Sparse Coefficients: MDP and Coefficient

Distribution

We now characterize the statistics of the sorted sparse channel coefficients, including the MDP

and coefficient distribution. There are good analogies between them and the statistics of con-

ventional TDL model. The MDP and coefficient distribution correspond to the power delay

profile (PDP) and small-scale fading in TDL models, respectively. The main difference is that

the statistics of sparse coefficients could be dependent on the dictionaries and is also slightly

related to the reconstruction algorithms.

The MDP of sorted sparse channel coefficients can be well described by the following expo-

nential function of the index of these coefficients:

Ci = a eb i + c (5.5)

where i ∈ [1, K] is the index of the i-th largest sparse coefficient, and a, b and c are respectively

the intercept, attenuation rate and attenuation residual parameters that can be obtained via

curve fitting. Note that (5.5) is different to (5.4) in the physical meaning of these parameters.

As have been shown in Fig. 5.6 in Section 5.4.1, the energy of the coefficients for different atoms

(i.e., columns in a dictionary) are very unbalanced. The maximal non-zero coefficient (generally

the first output in the OMP algorithm) contains around 40% of the total energy, but the 10-

th only occupies 0.2%. This is mainly due to the exponential decaying laws for sorted sparse

coefficients as discussed in Section 5.4.1. In Fig. 5.9, we show another example for sorted sparse

coefficients for four typical channel datasets, using different reconstruction algorithms. The

figure shows that, for all measured and simulated channels, their MDPs can be well characterized

by exponential functions. For the two measured channels, different reconstruction algorithms

have an insignificant impact on the decaying speed.

Since the coefficients in the exponential function are found to be very similar for different

datasets in the same class, we aggregate the sparse coefficients in the same class for analysis, to

make the model more general. Fig. 5.10 shows the MDP of the sorted sparse coefficients for the

aggregated BAN_Dis datasets. They are shown to be well fitted by three exponential functions

with similar parameters. More advanced algorithms, such as L1_IT5 generally achieves better
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Figure 5.9: Exponential fitting for sorted sparse coefficients in different datasets and algorithms
using symlet 4-5 dictionary.

fitness with a smaller tail.

The sparse coefficients with the same index for the same class of datasets are also found to

have similar CDFs. Hence we also aggregate all the datasets in each class and analyze their

CDFs. Fig. 5.11 illustrates the CDF for the 10-th largest sparse coefficient in different classes

of datasets. The figure shows that for all datasets and all reconstruction algorithms, the CDF

can be well approximated by that of Normal distribution. Similar matching distribution has

been observed for other sparse coefficients. This indicates that the magnitude of sparse channel

coefficients experience “Gaussian fading” - the variation of magnitude can be characterized by

a Gaussian function.

5.4.3 Statistics of Atomic Indexes for Sparse Channel Coefficients

Corresponding to the ordered sparse channel coefficients, we study the statistical properties of

their atomic indexes. Due to the large size of the sparse vector, there could only be a small
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Figure 5.10: MDP of aggregated datasets and the fitting by exponential functions for three
reconstruction algorithms with the symlet 4-5 dictionary.

number of samples for each index associated with the ordered channel coefficients. For example,

for a channel of length 500, the index set for the 3rd sorted sparse coefficients is found to be

concentrated on atom 1 and 6, i.e., father wavelet and level-1 mother wavelet in (5.2). Therefore

directly looking into the statistics for each index will lead to inaccurate results.

Instead, inspired by the wavelet structure, we propose an atom-index-division method which

splits any atomic index into a shape factor and a location ratio factor. This is represented by

ωi = γi ιp + ιBeg
p (5.6)

where ωi is the original atomic index corresponding to the i-th sorted non-zero sparse coefficient,

p is the shape factor, γi is the corresponding location ratio factor, and ιp and ιBeg
p are the length

and the beginning number of Shape p atoms. It is found that different dictionaries in the same

wavelet class only causes slight changes to the specific values of ιp and ιBeg
p , without significantly

affecting the statistics of the two factors. Similarly, concatenating another sub-dictionary to the

existing dictionary (such as wavelet 3-5) only adds 1 to the shape factor, without dramatically
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Figure 5.11: CDF of the 10-th ordered sparse channel coefficient for different classes of dataset-
s and algorithms using symlet 4-5 dictionary. “Norm Fit” is short for fitting with Normal
(Gaussian) distribution.

changing the ranging and mean value of the two factors. This is partially due to that different

dictionaries in the same wavelet class have similar waveform, vanishing moment and supporting

length. More importantly, this is a result of the parameter-decoupling effect achieved by the

proposed SCM method, where the shape, occurrence time and energy of the channel clusters are

separately mapped into the atom index shape factor, location ratio factor and non-zero sparse

coefficients. This leads to robust models that are insensitive to small variation of channels or

dictionaries.

To better illustrate this concept, in Fig. 5.12 we provide an example for the atom-index-

division method using the symlet 4-5 dictionary. The selected atomic index is 225 in the whole

dictionary, and it belongs to the Shape 2 atom types and locates at the 0.8 ratio in all Shape

2 atoms. Thus, the atomic index of 225 is divided into the shape factor p = 3 and the location

factor γi = 0.8.

Compared to directly working on the statistics of non-zero atomic indexes, the proposed
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Figure 5.12: An example of the atom-index-division method using the symlet 4-5 dictionary.
The selected atomic index is 225 in the whole dictionary with the shape factor p = 3 and the
location factor γi = 0.8.

atom-index-division method has three advantages: 1) It needs fewer samples but provides better

distribution fitness; 2) It can provide more stable statistical results for scalable dictionaries; and

3) It provides deeper insights into propagation characteristics (e.g., the location ratio factor can

be transformed to tap delay of a specific atom ).

Figs. 5.13 and 5.14 depict the statistics of shape factor and location ratio factor for wavelet

3-5 dictionary under different scenarios, respectively. The shape values for different scenarios

and recovery algorithms all follow half-Normal distributions. Compared to the OMP algorithm,

the `1-Min and its iterative methods tend to have a higher probability of selecting shape-1

wavelet atom (i.e., father wavelet) and lower probability of selecting high-level wavelets. No

significant distinctions are observed among different scenarios. Similarly, the location ratio

factors for different algorithms and different datasets all follow the log-Normal distribution

very well. Compared to the OMP algorithm, the `1-Min iterative algorithms have a higher

probability of generating high location-ratio-factor values. This is likely caused by the different
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Figure 5.13: Distributions of the shape-factor values of the 10-th sorted sparse coefficient for
different datasets and algorithms using the symlet 4-5 dictionary.

properties of the two CS algorithms. The OMP algorithm finds non-zero solutions serially,

starting from the larger sparse coefficients. Since multipath/clusters with larger power arrive

earlier in the time domain, they will be picked up earlier by the OMP algorithms, compared

to those arriving later with smaller power. Comparatively, the `-1 iterative algorithm finds

the non-zero coefficients in a parallel way, and during this process, there is no prejudice to

high-power cluster/multipath. Therefore, the location-ratio-factor values obtained by OMP,

which correspond to the occurrence time of clusters, tend to be larger than those obtained by

`-1 iterative algorithm.

5.4.4 Relationship between Sparse Coefficients and Propagation Pa-

rameters

There are some close correlations between the significant sparse coefficients and some major

propagation parameters, such as the significant MPCs, mean delay and RMS delay in the TDL
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Figure 5.14: Distributions of the location-ratio-factor values of the 10-th sorted sparse coefficient
for different datasets and algorithms using the symlet 4-5 dictionary.

model. The significant MPCs are defined as the number of multipath in the TDL model with

a power larger than the set threshold. The correlation between the channel sparsity and the

mean delay and RMS delay can be mathematically established below.

According to the TDL and sparse channel models, we can relate the mean delay to the

sparse parameters via

τ =

∑
τiP (τi)

P (τi)
=
r0Tr(DM(Ax)(Ax)′)

1− δRes

=
r0Tr(xx′A′DMA)

1− δRes

≈ r0(x′DMx)Tr(A′A)

1− δRes

≈ r0Tr(A′A)

1− δRes

K∑
j=1

ωjx
2
j , (5.7)

where P (τi) is the power of the i-th tap, r0 is the time resolution for sampled CIR signals, DM

is a diagonal matrix with the diagonal elements {1, 2, ...M}, x2
j is the non-zero sparse coefficient

and its corresponding atomic index is ωj.
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The RMS delay spread can be represented by

τRMS =

√∑
τ 2
i P (τi)

P (τi)
− τ

=

√
r2

0Tr(D2
M(Ax)(Ax)′)

1− δRes
− τ

=

√
r2

0Tr(xx′A′D2
MA)− r0Tr(xx′A′DMA)

1− δRes

≈

√
(r2

0x
′D2

Mx− r0x′DMx)Tr(A′A)

1− δRes

≈

√
Tr(A′A)

1− δRes

√√√√ K∑
j=1

r0ωj(r0ωj − 1)x2
j . (5.8)

Referring to (5.7) and (5.8), the correlation between channel sparsity and mean delay can be

explained intuitively as follows. According to the RIP in CS [100] and the desired reconstruction

accuracy, the square sum of sparse coefficients is nearly a constant
∑K

j=1 x
2
j ≈ 1 − δRes for a

given channel, no matter what the specified sparsity K is. The trace of a properly selected

dictionary is also nearly a constant, i.e., trace(A′A) ≈M , due to the low coherence requirement

between different atoms. Thus, the mean delay in (5.7) is mainly determined by the weights ωj.

Generally, a dispersive channel generates more well-spaced multipath taps which result in more

non-zero sparse coefficients. This is why complex NLOS or fast fading channels tend to show

larger mean delay and larger sparsity compared to LOS or flat fading channels. The connection

between RMS delay and sparsity can be explained in a similar way.

Table 5.2 presents the correlation between sparsity and the three TDL parameters, which

is obtained by averaging over different datasets and algorithms. The correlation is defined as

rs,p =
N

∑
sd,ai pi −

∑
sd,ai

∑
pi√

N
∑

(sd,ai )2 − (
∑
sd,ai )2

√
N

∑
pi − (

∑
pi)2

, (5.9)

where i represents the i-th selected CIR profile, d and a are indexes of the dictionary and

algorithms used for sparse analysis, respectively, sd,ai represents the sparsity of the i-th CIR

reconstructed by using the d-th dictionary and the a-th algorithm, and pi is one of the studied

channel statistics for the i-th CIR.
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Table 5.2: Correlation between Sparsity and Propagation Parameters.

Cases Types MPC # RMS τRMS Mean Delay

Simulated
Rayleigh 0.90 0.95 0.93
Rice (K=3) 0.80 0.89 0.91
SV 0.49 0.53 0.71

Measured
Distance 0.43 0.62 0.56
Body Parts 0.54 0.61 0.50
Heights 0.43 0.57 0.50

The average correlation for simulated channels is about 0.8, while it is about 0.5 for the

measured channels. The correlation coefficients between sparsity and the mean delay and RMS

delay spread are greater than the one between sparsity and significant MPC numbers. This is

because the MPC number is directly related to the sparsity, while the delay and RMS delay

spread are related to the sparsity indirectly via the matrix DM .

It is worth noting that the first and second-order channel parameter characteristics in the

temporal, frequency and spatial domains have similar mathematical forms. Thus, this relation-

ship can be easily extended to other domains. Such connections between sparse parameters

and traditional TDL-model-based first- and second-moment parameters can have valuable ap-

plications in sparse processing and performance evaluation areas. For example, using such

correlations, RMS delay spread can be used to estimate channel sparsity roughly. On the other

hand, the known sparsity can also be used to evaluate the singular value spread or the ergodic

capacity of MIMO applications.

Therefore we can see that our proposed SCM model provides a compact and efficient repre-

sentation for dense multipath channels, and most important parameters of a real channel can

be derived from it. It not only provides direct connections to key statistical channel parameters

such as mean delay and RMS delay spread, but also interprets cluster statistics such as cluster

occurrence time, cluster shapes and energy via the parameters of index location ratio factor,

shape factor and sparse channel coefficients.
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5.5 Validation and Simulation

In this section, we use the obtained sparse channel models to generate simulated channels and

compare them with the originally measured/simulated ones, in order to verify the effectiveness

of the sparse channel models.

5.5.1 Generating Simulation Channels Using SCM Results

Using the statistics of sparsity, MDP and the atomic indexes in the developed sparse models,

we can simulate channels with high accuracy particularly in the cluster structure with a limited

number of parameters. Mathematically, the major steps for the proposed SCM model can be

represented in the set of equations below,

ŷN =
√
P0/PL Ψω̂x̂,

ω̂ = {ω̂i} = {γ̂i × ιp̂ + ιBeg
p̂ },

γ̂ ∼ LogNorm(µγ, σγ),

p̂ ∼ Round(HalfNorm(0, σp),

x̂ ∼ Norm(µx̂, σx̂),

(5.10)

In (5.10), P0 is the transmission power and PL is the predicted path loss (e.g., (1) in [49]); x̂ is

the sorted non-zero coefficient vector in descending order; ω̂i, p̂ and γ̂ are the randomly gen-

erated atomic index, shape and location ratio factors corresponding to (5.6); Ψω̂ means taking

the atoms/columns with indexes ω̂ from Ψ; Norm(·),LogNorm(·), and HalfNorm(·) represent

Normal, Log-Normal, and half-Normal distributions, respectively; and Round(·) denotes the

rounding operation.

Noted that sparse modeling is more suitable for small scale modeling, while large scale

modeling is sufficient for simple regression. The large-scale selection is closely related to the

environment, and the proposed sparse model is fully compatible with the large-scale changes of

these different scenes.

So the process of channel generation mainly includes two steps: Firstly generating the sorted

sparse coefficients x̂ using Normal distributions and then generating corresponding sparse coef-

ficient index set ω̂. The atom shape factor set γ̂ and location ratio factor set p̂ are individually
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generated by Log-Normal and half-Normal variables. For a given shape factor, the beginning

index ιBeg
p̂ and the total number ιp̂ of shape atoms p̂ can be determined. Thus, the index set is

generated and the CIR set is finally synthesized.

The basic method described in (5.10) can be simplified by using the prior information on,

e.g., the exponential decaying rules of the sorted sparse coefficients. We present two examples

next.

Firstly, assuming that x̂ can be approximated by a negative exponential decaying function,

the sorted coefficients x̂ can be generated at a reduced complexity using the following function

instead of the Gaussian function in (5.10)

x̂ = (a e−bk + c)(1 + σx), (5.11)

where σx is the shadowing variable of the sorted non-zero sparse coefficients, and k is the sparse

sequence set {1, 2, ...K}. By replacing the last equation in (5.10) with (5.11), an improved SCM

predicted sparse coefficients (SCM-PSC ) model is obtained. It is called “predicted” because

these coefficients can be determined once the exponential function is selected.

Secondly, when modeling any new scenario with exponential decaying but unknown param-

eters a, b and c, we can estimate these parameters. To reduce the error between the estimates

and the statistically optimal values for given channels, we propose a scheme called SCM Fit-

ted Sparse Coefficients (SCM-FSC ), which exploits both the sparse coefficient distribution and

MDP attenuation for estimation. SCM-FSC only requires to use two sorted sparse coefficients.

Without loss of generality, let them be the first and k-th sparse coefficients. The parameters

for the exponential decaying can be obtained by solving the following ternary equation set
x1 = a e−b + c,

xk = a e−b k + c ≈ c,∑k
i=1(a e−b k + c) = 1− δRes.

(5.12)

The solution to (5.12) is shown in (5.13). Once the parameters are obtained, we can then

generate all sorted coefficients for x̂.

By exploiting the magnitude decaying rules, the SCM-PSC and SCM-FSC schemes reduce

the coefficients to be statistically generated from K taps to only 1 or 2 taps. This can largely
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
a = y1−yk

e−b
,

b = −lnyk(y1−yk)+
√
y2k(y1−yk)2+(1−σRes−kyk)2(1−σRes−y21−(k−1)y2k)

(1−σRes−ky2k)2
,

c = yk,

(5.13)

Table 5.3: System Setup for Simulation

System models SCM/ SCM-PSC/ SCM-FSC

Key parameter
distributions

Sparse coefficients x̂ : Gaussian
Atom shape factor p̂ : Half Gaussian
Location ration factor γ̂ : Log-Normal

MDP
(a, b, c)

SCM-PSC : dependent on scenario
SCM-FSC : dependent on sparse coefficients

Path loss
model

PL(d) = 48.6 + 10N(h)× log10(d) + BOF [17]

N(h) = 1.33h2 − 2.64h+ 3.52
CS dictionary Symlet 4-5
CS algorithms OMP/ `1-Min/Iterative
Scenarios Measured and simulated channels
Dataset size 432,000 (measured); 50,000 (simulated)

simplify channel simulation, particularly for high dimensional channels such as massive MIMO

channels.

5.5.2 Sparse Channel Validation

In order to verify the effectiveness of the developed sparse channel models, we conduct Monte

Carlo simulations for each dataset with the system setup shown in Table 5.3 . The height-

dependent log-distance model is selected as the path loss model [49]. All three proposed SCM

channel generation schemes are implemented. The widely used statistical TDL (STDL) model

is also implemented for comparison [94, 95].

We developed and shared a channel simulator on Github for this work [1]. Fig. 5.15 depicts

the Matlab based Graphic User Interface (GUI) with the corresponding modeling program can

be accessed on Github. By setting up the parameters of sparse analysis and modeling modules,

the statistics for sorted non-zero coefficients, and shape and location ratio factors are extracted.

An example is shown in the left bottom table in Fig. 5.15. The generated CIRs corresponding to

the selected scenario and extracted statistical parameters are shown in the module of modeling
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Figure 5.15: Graphic user interface for our developed single-measurement-vector sparse channel
simulator that is available from Github [1].

results. By changing the plotting drop-down menu and channel number slider, one can configure

the desired illustration results. The right upper figure in Fig. 5.15 shows an example. Three

significant clusters which are widely observed in selected BAN_Distance dataset can be seen

from generated CIR in 10, 40 and 70 nanoseconds. Such cluster-structures are hard to be

simulated by traditional modeling methods with limited parameters.

The accuracy of the model is expressed by comparing the parameters of log-normal dis-
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Figure 5.16: Model validation for the distributions of the generated root mean square delay
spread of BAN_BONBO dataset.

tribution, and most of the parameter values are logarithmic expressions of signals. The main

comparison object focuses on the amplitude, because the phase modeling is not always the focus

of attention and is relatively easy to simulate, so it is not introduced much.

Three Key Performance Indicators (KPIs), including RMS delay spread, mean delay and

signal levels, can be chosen on the sparse modeling panel. The right bottom figure in Fig. 5.15,

which is also enlarged in Fig. 5.16, shows the CDF of the RMS delay spread for the generated

CIRs using the standard SCM, SCM-PSC, SCM-FSC and STDL models, for the measured CIRs

in BAN_Dis and BAN_Parts. The sparsity is about 20. All RMS delay spreads are best fitted

by log-Normal distributions with parameters µ and σ. Referring to the measured RMS delay

spread, three SCM schemes all achieve better accuracy than the STDL model. No significant

difference is observed among three SCM schemes. This validates the effectiveness of replacing

the sorted non-zero coefficients with their prediction or fitting values.

Table 5.4 summarizes the parameters of fitting Log-Normal distribution for Monte Carlo
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Table 5.4: Extracted parameters for the fitting Log-Normal distribution for the CDF of root
mean squared delay spread.

Cases Dataset Alg. Real SCM SCM-PSC SCM-FSC STDL [95]

µ σ µ σ µ σ µ σ µ σ

Meas.

Parts OMP 3.17 0.38 3.22 0.26 3.13 0.30 3.14 0.27 3.59 0.30
`1-Min 3.17 0.38 3.21 0.26 3.18 0.27 3.14 0.28 3.72 0.23

Dist. OMP 3.29 0.22 3.39 0.19 3.35 0.21 3.36 0.19 3.79 0.24
`1-Min 3.29 0.22 3.38 0.20 3.39 0.20 3.26 0.24 3.79 0.17

Height OMP 3.32 0.51 3.42 0.35 3.34 0.44 3.38 0.39 3.87 0.20
`1-Min 3.32 0.51 3.42 0.37 3.37 0.40 3.18 0.59 3.84 0.20

Simul.
SV [97] OMP 2.23 0.16 2.66 0.35 2.64 0.38 2.38 0.38 2.97 0.28

`1-Min 2.99 0.20 2.51 0.41 2.57 0.42 2.72 0.42 3.17 0.29

Rayl. [96] OMP 2.17 0.47 2.45 0.45 2.42 0.51 2.06 0.39 2.79 0.34
`1-Min 2.24 0.36 2.35 0.52 2.46 0.51 2.23 0.53 2.98 0.37

experiments for three measured and two simulated channel datasets, using the SMV-Sparse

channel simulator tool. All the three SCM schemes are found to perform better than the STDL

model. It is interesting to see that the SCM-PSC and SCM-FSC models perform better than

the basic SCM scheme. This reflects the high accuracy of the exponential decaying function in

modeling the MDP. SCM-FSC performs best in simulated cases, which indicates the effective-

ness of exploiting both sparse channel statistics and MDP information. Generally, SCM with

the `1-Min algorithm performs better than that with OMP. These results indicate that the

proposed SCM schemes work well for different channels, dictionaries, and recovery algorithms.

We can also see that for SCM there exists a small gap for the values of the channel parameters

µ and σ between the actual and model-generated channels. For example, for µ, the gaps are

in average 5%. This is much smaller than the 15% gap for STDL. Such a small gap is likely

caused by severe fading and using aggregated data from different body positions in SCM. It

is generally acceptable and has an insignificant impact on both system simulation and design.

This gap is also expected to be reduced for channels with smaller bandwidth and less body

shadowing. We also note that channel modeling is a problem of signal synthesis, where the

requirement for accuracy is not as high as that in signal recovery. Pursuing very high modeling
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accuracy could require too many fitting parameters and lead to the over-fitting problem.

5.6 Conclusion

In this chapter, we highlighted the trade-off between sparsity, modeling accuracy and recon-

struction complexity in SCM, and introduced a universal three-stage methodology for SCM.

We also developed comprehensive statistical sparse channel models, using both measured and

simulated channel datasets representing ultra-wideband channels over the frequency band from

6 to 8.5 GHz. For both datasets, channels generated from the developed statistical models

match original ones in many aspects, which demonstrates the robustness of the methodology

and the developed models. A summary of important SCM results for the channel datasets in

this chapter are as follows:

• The sparsity generally conforms to the Normal distribution and can be significantly af-

fected by the channel fading types and LOS conditions;

• Average sparsity is found to be approximately 20 under a modeling accuracy of MSE=10−4;

• The sorted non-zero sparse coefficients, the corresponding location ratio factors and shape

values follow Normal, Log-Normal and half-Normal distributions, respectively;

• The magnitudes of sorted non-zero sparse coefficients (i.e., the MDP) follow exponentially

decaying rule and the decaying speed is mainly affected by channel conditions.

Our proposed models and channel simulation methods have been implemented in Matlab

and shared on Github, which allows open access for promising applications in dense channel

modeling, sparse channel estimation and system design.
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Chapter 6

MMV Off-body Sparse Analysis and

Channel Modeling

6.1 Introduction

With the emerging of 5th generation mobile communication (5G), the signal bandwidth, an-

tenna array scale, and number of access nodes are becoming increasingly large. The estimation

and modeling for the channels (in particular channel impulse responses (CIR)) in this case con-

fronts great challenges due to the conflicts between larger signal dimension and limited compu-

tation/energy resources. Nevertheless, such channels are proved to exhibit a sparse structure

and can be modeled using Compressive Sensing (CS) technologies with a limited number of

significant parameters [63].

CS technologies can compress signals with inherent sparsity and then recover them using a

few measurements. They have received increasing interest in the application of sparse channel

estimation [64, 77, 79]. However, existing research generally assumes sparsity that is inherent

in channels, and only focuses on how to estimate and reconstruct the channels. There is very

limited work on assessing and modeling the corresponding channel coefficients in sparse channel

models. For example, Rayleigh fading is widely used in characterizing and modeling the CIR

of wireless channels. But there exists no good characterization for the statistical distribution
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of sparse channel coefficients.

In this chapter, using measured channel data for body area networks, we study sparse

channel modeling using compressive sensing techniques. We first propose an algorithm for

extracting sparse channel coefficients from real channel measurement data in body area networks

[49,173], then study the statistical property/distribution of the channel coefficients, and finally

propose an algorithm for generating simulation channels using the developed sparse channel

models. We use multi-measurement vector (MMV) CS scheme to jointly process channels

measured under similar scenarios. In this way, we hope to improve the robustness and accuracy

of channel modeling by suppressing measurement noise and interference.

The rest of this chapter is organized as follows. In Section 6.2 we propose a sparse channel

coefficient extraction algorithm based on MMV CS techniques. In Section 6.3, we develop

statistical models for the sparse coefficients, and propose an algorithm for generating simulation

channels based on the statistical model. In Section 6.4, we compare the generated channels with

the actual ones and verify the effectiveness of the proposed sparse channel models. Finally,

Section 6.5 concludes the paper.

6.2 Channel Coefficient Extraction Using MMV CS Algo-

rithms

In this section, we discuss how to apply MMV CS algorithms to extract channel coefficients

based on sparsity assumption, including several preprocessing steps to improve the extraction

performance.

6.2.1 Channel Measurement Dataset

The channel data is measured in a typical hospital-type room with a few furnitures. An omni-

directional monopole antenna is used to emulate the external access point (AP), and a wearable

This work is supported by National Nature Science Foundation Council (NSFC) Proposal under granted
no. 61427801 and 61471204.
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loop-dipole combined antenna worn on different positions of the volunteer is used to emulate

the receiver (Rx). A vector network analyzer (cf. VNA Agilent 8720) is used to generate a 0

dBm, 801-point sweeping signal with the frequency ranging from 6 to 8.5 GHz. The off-body

CIRs are observed in different body-worn parts and large-scale measurement locations. For

detailed description of the channel dataset, the readers are referred to [49, 173].

6.2.2 Multi-channel Coefficient Extraction

As mentioned in Section 6.1, we combine multiple measurements under one scenario and apply

MMV CS techniques to jointly extract the significant channel coefficients [179]. There are

mainly two benefits compared to doing extraction based on a single measurement:

• There is naturally correlation between different measurements obtained under one sce-

nario, for example, arrival time, number of clusters, and power profile. Hence jointly

processing multiple measurements can potentially lead to more stable statistical results.

• Joint processing can also lead to improved coefficient estimation in the presence of mea-

surement noise and interference, thanks to the advantage of MMV CS algorithms.

Hereafter, we will refer to such multiple CIR measurements under a common scenario as

multi-channel CIRs.

For measured multi-channel CIRs Y ∈ RM×Q, we can formulate the channel coefficient

extraction problem as a MMV CS problem

min
X
‖vec(ΨX)‖1 subject to Y = ΦΨX + R (6.1)

where Φ ∈ RM×N (M ≤ N) is the measurement matrix/dictionary, Ψ ∈ RN×N is the dictio-

nary/transformation matrix, X ∈ RN×Q is the sparse matrix to be estimated, R is the residual

matrix representing noise and/or residual errors in the sparsity approximation, vec(·) is an

operator that converts a matrix to a vector. We assume that R follows Gaussian distribution

N(0, IQ), and Ψ is an identity matrix.
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Algorithm 1 TA-SOMP Algorithm for Extracting Channel Coefficients in Sparse Channel
Model.

Preparation: 1) De-noising CIRs with wavelet soft threshold 2) normalize power of each CIR
to 1, record power vector p; 3) Time alignment Y → Ỹ, and record time-shift vector ts; 4)
Select the best dictionary Φ;
Initialization: residual matrix R0 = Ỹ, index set Λ0 = ∅, iteration t=1;
repeat

Best atom: find index λt = argmaxi ‖ỸTφi‖
Update index: Λt = Λt−1

⋃
{λt}

Update residual: Rt = Ỹ −ΦΛtΦ
†
Λt

Ỹ
t = t+ 1;

until Stopping criterion: t = tmax or ‖Rt‖F
‖Ỹ‖F

≤ η

return X← Φ†ΛtỸ,p, ts

6.2.3 Proposed Time-Aligned SOMP algorithm

Many MMV CS algorithms can be used to solve (6.1), such as cosparse analysis algorithms [180],

simultaneous orthogonal matching pursuit (SOMP) [181] and MMV Bayesian compressive sens-

ing. Considering the implementation complexity and generality in greedy algorithms, SOMP is

selected for our work here.

Before applying SOMP to the measurement dataY, we need to do some preprocessing for the

data, which includes de-noising, time alignment and selection of the dictionary. For de-noising,

we compared several methods and selected the best Wavelet soft threshold method. For time

alignment, the main purpose is to remove timing difference between transmitter and receiver

over different measurements. Dictionary affects the sparsity and reconstruction accuracy. These

preprocessing will be detailed later.

The proposed time-aligned SOMP (TA-SOMP) is summarized in Algorithm 1. Note that

depending on the used dictionary, the extracted channel coefficients do not necessary represent

the CIR any more.

De-noising

It is important to de-noise and improve the smoothness of the measured CIRs. We compared

three de-noising methods, wavelet de-noising with soft threshold [182], Kaiser-15-order window-
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Figure 6.1: Comparison of recovery accuracy for different de-noising methods. Marks are for
individual results, and solid curves denote the mean values (Notice the discrete points, which
represent the true value of the corresponding curve and are omitted from the diagram).

ing filter and de-noise with a hard threshold. The de-noising results, together with the results

without de-noising, are presented in Fig. 6.1, when the TA-SOMP algorithm is applied. The

recovery accuracy is evaluated using the metric of rooted mean square error (RMSE) between

the original and reconstructed CIRs. All three de-noising methods perform better than the case

without de-noising operation. The wavelet soft threshold method performs the best, and the

Kaiser-15-order filter is the least.

This figure shows that the RMSE gap between de-noising and without de-noising decreases

as the sampling ratio increases. It is interesting to note that the accuracy improvement by

de-noising remains nearly the same as sampling ratio increases in terms of the Frobenius norm

error. The relationship between these two metrics is worthy of some further investigation, as

will be presented in Section 6.2.4.
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Time Alignment

For time alignment, we first randomly select a measured CIR in each group as a referene CIR,

then compute the correlation between this reference CIR and any other CIR, and cyclically

shift the other CIR to the timing point corresponding to the maximum correlation. As a

result, the significant clusters of multi-channel CIRs can be aligned in time domain. This

can generally remove variations caused by transceiver timing and small environmental changes

during measurement. Record the timing shift vector ts which will be taken into consideration

in subsequent channel modeling.

Fig. 6.2 compares recovery accuracy by Algorithm 1 between cases with and without time

alignment. The data is from real multi-channel CIRs measured from 12 different heights of

the same small-scale grid as detailed in [49, 173]. It can be seen that in nearly all cases time

alignment performs better than those without time alignment. The RMSE also decreases with

the iteration number increasing.

Dictionary Selection

Research for the selection of the dictionary (the measurement matrix too in this chapter) mainly

focuses on 1) the properties of the measurement matrix such as spark and restricted isometry

property and 2) some selection principles such as similarity and weak relevance [79, 181]. For

CIR construction and modeling, we need a quantitative and easy-to-execute metric which also

takes the features of observed CIRs into consideration. In this chapter, we adopt the similarity

index which links dictionary selection to the clusters of target CIR and is defined as

SInd =
N∑
l=1

‖yClusterl ‖F
‖ y‖F

max
i∈Ω

φTi yClusterl (6.2)

where yClusterl is the l-th cluster of the original CIR y, φTi is the i-th atom of the dictionary

Φ, and Ω is the corresponding index set.

In Fig. 6.3, we present the comparison results using the metric similarity indexes for 11

commonly used dictionaries including five different wavelets (Haar, Biorthogonal, Daubechies,
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Figure 6.2: Comparison of recovery accuracy between cases with and without time alignment.
Again, solid curves are for the mean of the results (Notice the discrete points, which represent
the true value of the corresponding curve and are omitted from the diagram).

Coiflet, and Symlet), two random matrices (Gaussian and Bernoulli) and four others (DCT,

polynomial, sin and Fourier matrices). Results show that the wavelet dictionaries have the

highest similarity indexes of 0.6-0.7, followed by the two random matrices with similarity indexes

of 0.4-0.45. Thus, we select the highest performing symlet dictionary for the work here. čż

6.2.4 Error metrics: Frobenius norm error versus RMSE

RMSE is a widely used metric in curve fitting and distribution analysis while Frobenius norm

error is commonly used to characterize estimate accuracy. For our problem, the link between
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Figure 6.3: Comparison of similarity indexes for 11 commonly used dictionaries.

RMSE and Frob-norm can be established as

RMSE = 1
Q

∑
j

√∑
i r

2
i,j

M

6 1
Q

√
Q

∑
j

∑
i r

2
i,j

M

=

√∑
j

∑
i r

2
i,j

QM
= ‖R‖F√

QM
.

(6.3)

In the above, the inequality follows the Cauchy inequality, and ‖·‖F represents Frobenius norm.

Since |ri,j| is generally smaller than |ai,j| and ‖Y‖F =
√
Q in this chapter, the upper bound

for RMSE is given by 1√
M

rather than 1. The relationship between Frobenius norm error EFrob

and the normalized RMSE (NRMSE) can then be expressed as

NRMSE .
= RMSE/ ‖Y‖F√

QM

6 ‖R‖F
‖Y‖F

= EFrob.
(6.4)

Equation (6.4) indicates that the RMSE is generally smaller than the Frobenious norm error.
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Note that the equality NRMSE = EFrob holds when
∑

i r
2
i,j is constant for different i and j.

This implies that the square sum of any single CIR’s residuals of the same multi-channel CIRs

should remain the same. Since the power of each channel is normalized and the residuals for

simultaneous channels follow the same zero-mean normal distribution, such condition can be

met with a high probability. This is why the gap between Frobenious norm error and NRMSE

is often less than 5% which can be negelected in practial applications.

6.3 Modeling for Sparse Channels

In this section, we study the statistical properties of the extracted channel coefficients by the

TA-SOMP algorithm, and develop an algorithm for generating simulation channels using the

derived statistical sparse channel models.

When running Algorithm 1, the results are obtained with the max iteration tmax = 25,

simultaneous channel number Q = 80 and the Frob-norm error threshold η = 10%.

6.3.1 Statistical Properties of Channel Coefficients and Wavelet levels

In Fig. 6.4, we present the statistical properties of the sparse channel coefficients for both cases

with and without time alignment obtained from TA-SOMP. The best fitted distribution for

coefficient bias of any multi-channel CIRs with time alignment is simplified from t-scale-location

(fitted distribution cases without time alignment) to simple zero-mean normal distribution.

Meanwhile, each specific tap bias also follows zero-mean normal distribution with their standard

variations slightly fluctuate around the overall parameters. Fig. 6.4 shows that the minimum,

overall and maximum standard variation are 0.03, 0.06 and 0.09, respectively. Note that the

power variation among a large-scale area is dominated by the path loss formula as shown

in [49, 183].

Similar normal distributions are observed for the sorted taps of different multi-channel CIR

groups. For example, the maximum tap of averaged coefficients for various CIR groups measured

from 5 different antenna body-worn parts follows the normal distribution N(µ = 0.02, σ = 0.05).
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Figure 6.4: Distributions of coefficient bias values in cases with and without time alignment

Due to the multi-scale features of wavelet dictionary, the channel coefficient extraction

accuracy can be further improved by separating the scale and location parameters which are

given by 
Λ̂ = SbeginLnum

+ SlengthLnum
× V a,

̂ln(V a) ∼ norm(µ(ln(ΛV a)), σ(ln(ΛV a))),

Lnum ∼ round(norm(µ(ΛLnum), σ(ΛLnum))),

(6.5)

where µ(·) and σ(·) represent the mean and standard variation obtained by the maximum

likelihood estimation (MLE) method, round(·) and ln(·) represent the rounding and natural

logarithm operations, respectively, SbeginLnum
and SlengthLnum

represent the starting index number and

the length of Lnum scale in a specific wavelet dictionary, respectively. The parameters Lnum

and V a ∈ (0, 1) represent the scale number of a specific dictionary index and its corresponding

location value calculated by V a = (λ− SbeginLnum
)/SlengthLnum

.
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Figure 6.5: Distributions of location values for wavelet dictionary index

In Fig. 6.5, we present the distributions of location values for multi-scale dictionary index

based on 4 data set. They all fit log-normal distributions very well. The extracted sparse

channel coefficients from similar body parts follow nearly the same distributions. More details

about the location values will be introduced in Section 6.3.2.

6.3.2 Algorithm 2: Channel Modeling and Generation

Based on the obtained statistical models, we can generate simulation channels. Combining the

TA-SOMP algorithm, we now propose a complete multi-channel CIR generation algorithm -

CS random variables combinational model - for establishing statistical sparse channel models

and generating simulation channels from the models. Mathematically, the major steps can be
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represented in the equations below:

ŷ = ŷbase + ŷbias,

ŷbase =
√
P0/PL ΦΛ̂x̂ref ,

ŷbias =
√
P0/PL ΦΛ̂x̂bias,

x̂ref = x̂
‖x‖F

√
1− EFrob,

x̂ ∼ norm(µ(Xtm), σ(Xtm)),

l̂n(Λ) ∼ round(norm(µ(ln(Λ)), σ(ln(Λ)))),

x̂bias ∼ norm(0, σ(Xbias
tm )),

(6.6)

where P0 is the transmitting power and PL is the path loss. Note that the base signal ybase

represents the common sparse structure in specific large-scale position and is only produced

once. The tmax × 1 random variable vector x̂bias follows zero-mean independent identically

normal distribution and needs to be repeatedly generated. Thus,varying CIRs can be sim-

ply generated based on zero-mean normal random variables. This makes the proposed model

superior to existing CIR generation models.

The algorithm is summarized in Algorithm 2. There are mainly 2 stages in Algorithm 2.

The first stage includes the loop steps (S1 to S4) and S5, and can be called as parameter

extraction stage. The rest can be called as CIR generation stage. In stage 1, the common

sparse structure which exists in a group of MMV CIRs is represented by the average coefficient

vector Xi. Then, the common sparse structure sets are statistically analyzed with the MLE

method. Since the values and atom indexes of sorted cosparse coefficients in different small-

scale measurement locations all follow normal distribution (with different parameters), such

statistics can be readily used to generate the MMV reference coefficients and the corresponding

atom indexes. Then, a base signal can be generated. Moreover, new coefficients can be easily

generated by adding small-scale coefficient bias variables. aM -point CIR can then be generated

by using only tmax zero-mean random variables.
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Algorithm 2 CIR generation algorithm: CS random variables combinational model
Input: tmax, {Yi|i ∈ [1...G]}
Initialize: Xtm = ∅, X

bias

tm = ∅, Λ = ∅
repeat

S1: Run TA-SOMP and get coefficients, power and time shift vectors (Xi,pi, t
s
i ) =TA-

SOMP(Yi, tmax)
S2: Average Xi over each coefficient to obtain reference coefficient vector Xi

S3: Sort Xi and obtain tmax maximum values Xtm,i and the corresponding index set Λi.
The remaining is the bias matrix Xbias

tm,i

S4: Let i = i + 1, and combine coefficients bias matrix, mean and index vectors in rows
Xtm = Xtm ∪Xtm,i,X

bias

Λ = Xbias
tm ∪Xbias

tm,i,Λ = Λ ∪ Λi

until i ≤ G
S5: Use MLE to estimate the normal distribution parameters for each row (coeffi-
cient) of Xtm ,X

bias

tm ,Λ, and obtain the mean and standard variations µ(Xtm), µ(ln(Λ)),
σ(Xtm), σ(Xbias

tm ), σ(ln(Λ))

S6: Randomly generate tmax reference coefficients from norm(µ(Xtm), σ(Xtm)), tmax in-
teger indexes from Round(norm(µ(ln(Λ)), σ(ln(Λ)))), and tmax rows of bias signals from
norm(0, σ(Xbias

tm ))

S7: Obtain generated coefficients X̂ by adding bias matrix to the reference one, then adjust
the coefficient with constraints ‖θ‖2 =

√
1− EFrob

return generated CIRs Ŷ = ΦX̂

6.3.3 Residual errors and coefficient constraint

The constraint ‖θ‖2 =
√

1− EFrob in Algorithm 2 is critical for shaping the power delay profile

of the generated CIRs. This constraints can be derived as follows.

As any recovered CIR ŷ = ΦΛθΛ by matching pursuit algorithm is orthogonal to the residual

r, we have
‖y‖2

2 =‖ ΦΛθΛ + r ‖2
2

= ‖ΦΛθΛ‖2
2 + ‖r‖2

2

≤ ‖ΦΛ‖2
2‖θΛ‖2

2 + ‖r‖2
2,

(6.7)

where the second inequality can be derived by using ‖Φ‖2,2 = sup‖Φθ‖2‖θ‖2 . Due to the weak

coherence among atoms, ‖ΦΛ‖2 is close to 1 and the two sides of inequality are actually very

close to each other. Thus, it can be derived that ‖θ‖2 '
√
‖y‖2

2 − ‖r‖2
2. Replacing ‖y‖2 with

1, the constraint ‖θ‖2 =
√

1− EFrob is obtained.
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Figure 6.6: Illusion of generated base CIR and their components.
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Figure 6.7: Illusion of generated base CIR and their components.
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6.4 Simulation Results

We present some simulation results for channels generated using Algorithm 2, and compare it

with real measured data.

Fig. 6.6(a) shows two base CIRs generated by a group of reference coefficients variables

following norm(µ(Xtm), σ(Xtm)), and tmax index variables following Round(norm(µ(Λ), σ(Λ))).

Ten main components of the base CIR 2 are shown in Fig. 6.6(b). It can be seen that the peaks

in both figures occur at around 20 ns and the sharp peak in Fig. 6.6(a) results from a linear

combination from positvie/negtive taps of atoms in different wavelet scales.

Fig. 6.7(b) shows 3 CIRs generated from the base CIR 2 in Fig. 6.6(a). The channel

features of cluster and power delay profile of the generated CIRs match well with the measured

CIRs in Fig. 6.7(a). Note that the cluster structure in the base CIR is ery well reproduced in

Fig. 6.7(b), which implies that the proposed algorithm successfully captures the cluster feature

in channel modeling.

Fig. 6.8 presents the cumulative probability distributions of the mean delay and Root

Mean Square (RMS) delay spread randomly selected from 2000 trials under different scenarios,

including CIRs from different heights, body parts and large-scale measurement locations. The

mean delay shows a reasonable match, while the difference in RMS delay spread is large [184].

6.5 Conclusion

We presented a scheme for sparse channel modeling using practically measured channel data.

The CIRs of the measured channels are characterized by the proposed TA-SOMP algorithm and

re-generated by the proposed CS based random variable model. The time alignment operation

and coefficient constraint for the analysis and regeneration of multi-channel CIRs are found to

play a key role in improving recovery accuracy and simplifying the distributions of coefficients.

The proposed methods can be used in sparse analysis and physical layer signal processing in

wireless networks.
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Figure 6.8: Comparison of mean delay and RMS delay spread distributions which separately
calculated from measured CIRs, generated CIRs with and without time alignment cases.

131



Chapter 7

Conclusion

Off-body channel propagation characteristics and off-body diversity scheme design are the re-

search hotspots of off-body communication at present, while sparsity analysis and modeling are

emerging frontier research directions. They are all important components of 5G deployment

and B5G research, and have attracted keen attention from academia, industry and standardiza-

tion organizations. Therefore, the research of off-body channel has good theoretical exploration

value and broad market application prospect. In this chapter, the propagation characteristic-

s analysis and modeling of off-body channel with variable wearable position and variable AP

height, spatial diversity of circular polarization, MIMO body-influenced channelčňsparse analy-

sis of off-body channel of single measurement vector based on compressive sensing, and off-body

synchronization multi-channel modeling based on multi-measurement vector are studied. This

chapter summarizes the main work and looks forward to the future research direction.

7.1 Summary of Contributions

The main work of this thesis can be divided into the following five aspects:

• SISO off-body channel with variable height and wearing position

A two-factor integrated path loss model with variable body worn locations and variable

AP height is established to provide a solution of accurate path loss prediction for off-body
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channel under complex hospital scenarios. The power loss exponents are modeled as a

quadratic function of AP height factor, and the body-worn position loss is considered

as a look-up table for covinent extension and easy parameter update. Comparing to

traditional large-scale models, the proposed two-factor path loss model is equipped with

wider application range, stronger scenario adaptability and deeper insights. Numeric

simulation shows that it predicts path loss more accurately than the logarithmic distance

height gain model.

• SIMO circularly/linearly polarized off-body channel

A highly reliable circular polarization diversity access scheme is proposed, and a diversity

signal model considering the combined gain and polarization mismatch loss is established

to provide a robust access solution for wearable networks. By comparing the measured

propagation characteristics of traditional Patch and PIFA linear polarization diversity

scheme and the proposed circular polarization scheme as well as the theoretical derivation

of the diversity signal model, it is found that the proposed circular polarization scheme has

significant advantages and can counter the serious receiver and transmitter polarization

mismatch loss in wearable communication. Monte carlo simulation further verifies the

advantages of the proposed scheme and found that the average received signal strength

increased by 2.1dB.

• MIMO body-related channel analysis and modeling

It is found that the impact of human body on indoor massive MIMO channels, using

practically measured channel data for a 32x8 massive MIMO system in complex office

environment. A parameter of Power Imbalance (PI) indices is introduced to estimate

the wide-sense none-stationarity in multiple domains and another parameter of Channel

Popularity Indices (CPI) to predict the popularity of MIMO channel. In most cases, the

presence of human body still has non-negligible negative impact. It decreases the ergodic

capacity by about 8% and increases the path loss exponent by 1. In average, the ergodic

capacity for NLOS channels is 15% higher than that for LOS.
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• SISO off-body sparse characteristics analysis and statistical modeling

The pulse response model of isolated channel based on single measurement vector com-

pressive sensing (smv-cs) is established, and the compressive sensing framework was in-

novatively introduced into the channel modeling field to solve the problem that the de-

scription of TDL model is not accurate enough and the statistical modeling of SV cluster

model is too complex and inflexible. The three balance principle of modeling complexity,

precision and sparsity is established. According to this principle, appropriate dictio-

nary of sparse analysis, recovery algorithm and model accuracy selection are carried out.

Based on CS rich algorithm library and wavelet dictionary library, the measured wearable

channel is modeled for channel impulse response.Thus, a sparse statistical analysis and

modeling framework based on smv-cs method is constructed, and a mathematical model

of the bridge relationship between channel sparse parameters and propagation of first-

order and second-order statistics is established. According to the exponential attenuation

characteristics of the channel sparse coefficient vector, three methods of sparse channel

modeling for SMV-CS are proposed.Through a large number of Monte Carlo simulations

of the measured multi-scene off-body channels and the simulation channel recommended

by IEEE802.15.6, it is found that the proposed three models have obvious improvement

over the statistical TDL model in complexity and accuracy.

• Synchronous off-body sparse characteristics analysis and statistical modeling

An off-body synchronous sparse channel model based on multi-measurement vector com-

pression sensing technology (MMV-CS) is established to extend the research results of the

previous section from single channel to multi-channel synchronous measurement applica-

tion, so as to solve the modeling problem of high-capacity and high-efficiency off-body

networks. In order to meet the urgent needs of high-quality pictures and video acqui-

sition, based on the 3.65GHz continuous bandwidth allocated by WBAN standard in

UWB, the design of large scale multiple channels or high bandwidth channel support-

ing high burst wearable communication requirements cannot be ignored. However, such

high-dimensional off-body channels depend on the characteristics of synchronous chan-
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nels and the construction of synchronous channel modeling method. MMV-CS provides

a new solution. In order to use the CS method to effectively extract the co-supported

dictionary set of synchronous channel, the algorithms based on wavelet soft threshold

de-noising, synchronous channel enhancement measures and adaptive dictionary selection

are designed. A synchronization enhancement matching tracking algorithm (TA-SOMP)

is implemented to carry out synchronous sparse analysis using wavelet dictionary, and

a synchronization sparse channel modeling method is constructed. Compared with tra-

ditional modeling methods, it has many advantages, such as low complexity, support

for real-time modeling, wide application of scenarios, and great potential for improving

accuracy.

7.2 Future Study

Based on the research work I have completed, I find that the future in-depth research can be

carried out in the following four aspects:

(1) in terms of the research on the basic characteristics of the off-body channel, it is urgent

to carry out special research on the systematic channel modeling method under the influence of

human, human motion, and the comprehensive recognition model of motion states, evaluation

and analysis supported by remote cloud has the greatest application potential and deserves

special research. Although the modeling of path loss characteristics and signal receiving model

is carried out in this chapter, more off-body models like RMS delay spread model and power

delay spectrum model also have great influence on scene calibration. Specialized research and

multi-factor modeling literature are still scarce. These models have important theoretical value

and great industrial prospect for off-body channel estimation, codec, simulator design and

application deployment.

(2) in the aspect of off-body spatial diversity research, the exploration of multi-diversity

influencing factors, diversity gain, MIMO access, the influence of circular polarization, and the

exploration of anti-fading methods in complex scenarios (like dense urban, disaster scenes) are

all important research directions with great potential. Moreover, there are still very few special
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researches in the latter two directions. The deployment of multi-diversity plays a great role

in promoting the application of virtual reality (VR), augmented reality (AR) and electronic

medicine. Therefore, it is of great theoretical significance and practical industrial value to

study the key performance indexes like delay, jitter and capacity characteristics of VR and AR

applications that have great influence.

(3) the framework of off-body sparse analysis has been preliminarily established in this

chapter, but it still needs to be improved, and many constraint features and scene features

with great potential are worth further exploration. One of the important directions is to train

measured dictionaries that matchs the special scenarios based on sparse learning method. Its

application can greatly reduce the recovery sparsity of off-body channel, improve the cluster

expression ability, and reduce the performance requirements of the recovery algorithm. An-

other important direction is the research on the characteristics of off-body sparse vectors and

the improvement of sparse modeling methods to promote the flexible representation of cluster

structure characteristics such as multipath and multicluster. In addition, the cluster analysis

characteristics of single channel based on wavelet dictionary are further explored to build and

interpret the bridge between sparse parameters and propagation parameters. This is of great

value to the research of rich compressed sensing theory and sparse modeling.

(4) the research on multi-channel joint analysis and modeling framework of off-body syn-

chronization channel is also worth further deepening. The research has two clear directions.

One is based on multi-scene channel joint analysis to extract the common sparse characteristics.

In this way, the key features of high-dimensional off-body channel sets are grasped to solve some

pain points in off-body communication, such as the scheme design to enhance reliability and

capacity. The other is the real-time modeling direction of multi-diversity or off-body MIMO

channel. The convenient reconstruction of synchronous off-body channel is used to improve the

optimal design of off-body MIMO application and support the algorithm development. It is

necessary to design more time-domain features that fit the WBAN channel in the two direction-

s of dictionary and recovery algorithm, thus paving the way for low-cost wearable acquisition

devices such as EGC and EEG. It also provides a solid foundation for physical layer design,

link budget, performance analysis and estimation demodulation algorithm design of off-body
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MIMO transmission schemes.
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