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Abstract
Recently, the use of social networks such as Facebook, Twitter, Sina Weibo, etc. have become an
inseparable part of our daily lives. It considers as a convenient platform for users to share personal
messages, pictures, and videos. However, while people enjoy social networks, many deceptive activities
such as fake news or rumors can mislead users into believing misinformation. Besides, spreading
the massive amount of misinformation in social networks has become a global risk. Therefore,
misinformation detection (MID) in social networks has gained a great deal of attention and is considered
an emerging area of research interest. We find that there are several studies related to MID have been
studied to new research problems and techniques. While important, however, the automated detection
of misinformation is difficult to accomplish as it requires the advanced model to understand how related
or unrelated the reported information is when compared to real information. The existing studies
have mainly focused on three broad categories of misinformation: false information, fake news, and
rumor detection. Therefore, related to the previous issues, we present a comprehensive survey of
automated misinformation detection on (i) false information (ii) rumors (iii) spam (iv) fake news, and
(v) disinformation. We provide a state-of-the-art review on MID where deep learning (DL) is used to
automatically process data and create patterns to make decisions not only to extract global features
but also to achieve better results. We further show that DL is an effective and scalable technique
for the state-of-the-art MID. Finally, we suggest several open issues that currently limit real-world
implementation and point to future directions along this dimension.

1. Introduction
Online social networks such as Facebook1, Twitter2, Sina

Weibo3, etc. where people share their opinions, videos, and
news on their various activities (Gao and Liu, 2014), (Islam
et al., 2018a). While people enjoy social networks, many
deceptive activities such as fake news, or rumors can mislead
users into believing misinformation (Kumar et al., 2016).
Therefore, MID in social networks has gained a great deal
of attention and is considered an emerging area of research
interest recently (Wu et al., 2019), (Goswami and Kumar,
2016). However, the automated detection of misinformation
is difficult to accomplish as it requires the advanced model to
understand how related or unrelated the reported information
is when compared to real information (Wu et al., 2019). Also,
to solvemany complexMID problems, academia and industry
researchers have applied DL to a large number of applications
to make decisions (Xu et al., 2019), (Yenala et al., 2018).
Therefore, this survey seeks to provide such a systematic
review of current research on MID based on DL techniques.

Social network (SN) sites are a dynamic platform that
is now being utilized for different purposes such as educa-
tion, business, medical purposes, telemarketing, but also,
unfortunately, unlawful activities (Vartapetiance and Gillam,
2014), (Wu et al., 2019), (Naseem et al., 2020). Generally,
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people use SN to socialize with their interested friends and
colleagues. Additionally, it is utilized as a channel to speak
with clients and its information can be valuable for identifying
new patterns in business insights (Bindu et al., 2017). Fig-
ure 1 illustrates the rapid information exchange between users
regardless of their location. For example, on online social me-
dia, businesses share their product marketing, organizations
share their daily activities, celebrities share news on their var-
ious activities, and government bodies share information on
their various responsibilities. As a result, businesses can offer
discounts on their products based on observations of current
market demand and customer feedback, etc. Besides, they
have realized that online marketing is spreading faster than
manual marketing (Acquisti and Gross, 2009), (Tsui, 2017),
(Nguyen et al., 2017a), (Quah and Sriganesh, 2008). Simi-
larly, celebrities use SN to increase their public exposure, and
the government uses it to collect public opinions. However, it
also opens the door for unlawful activities which harm society,
business markets, healthcare systems, etc. where incorrect
or misleading information is intentionally or unintentionally
spread (Bharti et al., 2017), (Sun et al., 2018), (Gao and Liu,
2014). Therefore, SN has attracted a lot of attention and is
considered to be a developing interdisciplinary research area
that aims to analyse, combine, explore, and adjust techniques
to investigate SN data globally. Although existing studies
might consider the concept of misinformation in a different
view, we consider MID in social media is a timely matter of
concern (Sharma et al., 2019), (Shu et al., 2020).

Misinformation is inaccurate informationwhich is created
to misguide the readers (Fernandez and Alani, 2018), (Zhang
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Figure 1: Social Relationships between different users.

et al., 2018a). There are numerous terms related to misinfor-
mation including fake news, rumors, spam, disinformation,
etc. which usually contain numerical, categorical, textual,
image, etc. data and used to initiate terrible outcomes (Ma
et al., 2016), (Bharti et al., 2017), (Helmstetter and Paulheim,
2018). Due to the high dependency on social media, many
dishonest people get a chance to spread misinformation via a
false account (Kumar and Shah, 2018), (Shu et al., 2019c).
Additionally, the information they provide is well written,
long, and well referenced. So, the readers trust their activities.
However, the spread of misinformation will be ineffective
if people can identify the different types of misbehavior in-
cluding fake reviews, false information, rumors, etc. And,
identifying misinformation using SN data may provide early
feedback on emerging issues, such as stock movement, polit-
ical gossip, social issues, business performance, etc (Habib
et al., 2019). In this regard, various techniques have been
applied to differentiate genuine and fraudulent information or
users over the past years (Islam et al., 2018a), (De Choudhury
et al., 2013a), (De Choudhury et al., 2013b). However, it is
very difficult for traditional methods to analyze all these types
of misinformation. Therefore, deep learning-based detection
approaches can be designed to fit various types of features
for MID.

The development of machine learning (ML) and DL tech-
niques have attracted significant attention for different pur-
poses both from industry and research communities (LeCun
et al., 2015), (Islam et al., 2019). In particular, DL-based
detection approaches have become a major source of MID.
For example, a large volume of research works have explored
on automatic MID (Jain et al., 2016), (Qazvinian et al., 2011),
(Zhang et al., 2016), as well as related terms, e.g., rumor
(Sampson et al., 2016), (Wu et al., 2017), fake information
(Kwon et al., 2017), (Ma et al., 2016), (Ruchansky et al.,
2017), (Shu et al., 2017); (Wu et al., 2017), and spam detec-
tion (Hu et al., 2013; Yin et al., 2018), (Li and Liu, 2018);
(Markines et al., 2009), (Wang et al., 2011). Therefore, the
success of DL for MID both in academia and industry re-

quires a systematic review to better understand the scenarios
of the existing problem and current research issues. Although
there have been attempted to review and summarize the lit-
erature on MID in a very nice way, there are still enough
spaces to review the literature on misinformation in a broader
way. For example, in an existing survey, Shu et al. (2017)
shows a fascinating association between psychological con-
cept, fake news, and social network with data mining tech-
niques. The literature surveyed by (Zubiaga et al., 2018),
(Yu et al., 2017b), (Zhang et al., 2015) illustrates a related
problem of rumor detection, where they differentiate between
unverified and verified information, wherein the unverified
information may remain unresolved or may turn out to be true
or false. Additionally, Kumar and Shah (2018) addressed a
broader scope of false information on the web which presents
the existing work, current progress, and future directions
together. However, from the existing studies, we find that
1) there is no clear boundary definition between misinfor-
mation, disinformation, and false information, 2) there are
no DL method-based systematic reviews on MID whether
different types of misinformation problems have summarized
under each DL techniques. We wish to emphasize that mis-
information is getting more and more complex, making the
conventional machine learning techniques incapable of de-
tecting them. For example, due to the recent advances in
large scale pre-trained models (e.g., BERT, GPT-3) and ad-
versarial learning, programs can generate misinformation in
an automated and difficult to detect manner. This calls for
the need of using high capacity models, such as DL. There-
fore, although existing reviews are important in their own
right, much like the detection of scam email (Saberi et al.,
2007), fake followers (Cresci et al., 2015), or false web links
(Lake, 2014), we decide to focus on MID to provide detailed
discussions of DL techniques and their limitations.

The existing surveys covered a broad range of techniques
used for MID. However, given the increasing popularity of
using DL methods to detect misinformation, we believe our
survey provides a timely review of the use of DL techniques.
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For example, we reviewed how different MID problems are
covered under various DL techniques, which were not cov-
ered in existing surveys. We hope this survey can benefit
researchers to deep insight between related techniques and
these issues. Moreover, despite the promising outcomes of
DL techniques, we focus some open issues such as data vol-
ume, data quality, explainability, domain complexity, inter-
pretability, feature enrichment, model privacy, incorporating
expert knowledge, temporal modeling, etc. which are neces-
sary to understand the advances in this domain. In summary,
the main contributions of our survey are as follows:

• We present a state-of-the-art systematic review of the
existing problems, solutions, and validation of MID in
online social networks based on various DL techniques.

• To identify the recent and future trends of MID re-
search, we analyse the key strengths and limitations of
the existing various technique and describe the state-
of-the-art DL as an emerging technique on massive
social network data.

• We provide some open issues that contribute to this
new exciting field based on DL techniques.

In the rest of the paper, first, we present the MID with the
formal problem definition, types, impacts and DL with the
associated challenges. We then present the state-of-the-art
DL techniques for MID. Further, to encourage researchers
with rigorous evaluation and comparison, we include a list
of open issues that outline promising directions for future
research. Finally, we present the conclusion.

2. Background
2.1. Misinformation Detection

In this section, we discuss the formal definition of misin-
formation, types, and its impact on SN. But we do not discuss
in this section how to undertake MID, what techniques are
used, and what techniques are effective. The introduction of
this paper has shown that DL is now an emerging technique
that plays a critical role in MID. As our main task is to re-
view the learning process of DL for MID, in the following
sections we discuss the importance of DL for MID, overview
its existing performance, and provide some open issues to
work in the future.
2.1.1. What is misinformation?

Misinformation is a false statement to lead people astray
by hiding the correct facts. It is also referred to as deception,
ambiguity, falsehoods, etc. (Zhang et al., 2016). It generates
feelings of mistrust that subsequently weaken relationships
which is a negative violation of expectations (Wu et al., 2019),
(Ma et al., 2018). Additionally, people do not expect to re-
ceive misinformation from their close friends, relatives, or
strangers. Instead, they expect truthful communication. For
example, some people were involved in a Facebook discus-
sion on a recently published product where there are both
fake users and real users. The real users discuss the product’s

Figure 2: Key types related of misinformation.

features honestly. However, fake users praise the product
regardless of their true opinion.

Problem definition: Suppose you have been given a
restaurant review of E among N users to analyse user feed-
back a, which contains both genuine feedback and false re-
views created by restaurant owners. It is very difficult to
distinguish the false review from the true ones. Therefore,
the researcher’s role is to identify the real and false reviews.

F (a) =

{

1, if a is false
0, otherwise (1)

According to Wu et al. (2019), in the following section,
we provide five major terms related to MID, namely rumor,
fake news, false information, spam, and disinformation as
shown in Figure 2. We describe a brief literature review of
existing DL techniques in Section 3 and included the listing
of techniques in Table 3.
2.1.2. Types of misinformation

There are many terms related to misinformation such
as rumor, fake news, false information, spam, and disinfor-
mation. Rumor is a story of circulating information from
person to person whose veracity status is doubtful (Lin et al.,
2019). Fake news is a news article that is intentionally mis-
lead the readers and it is verifiable false (Shu et al., 2018).
Misinformation can be broadly used to treat information as
False information (Kumar and Shah, 2018). Spam is (a large
number of recipients) (Rayana and Akoglu, 2015), (Hu et al.,
2013). Disinformation is a piece of inaccurate information
that is spread intentionally to mislead people (Galitsky, 2015).
Although misinformation and disinformation both refer to
incorrect/false information, there is a big difference between
them lies in the intention - whether without the intent misin-
formation is spread to deceive while disinformation is spread
with the intent (Kumar et al., 2016), (Hernon, 1995), (Fallis,
2014). Several studies have been forwarded for misinforma-
tion identification on social media (Kumar and Shah, 2018),
(Wu et al., 2019). Some works treat a microblog post an ob-
ject, obtains the credibility of the post, and aggregate to the
event level (Jin et al., 2017a), (Jindal et al.), (Qazvinian et al.,
2011), (Gupta et al., 2013). Additionally, some work extracts
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Table 1
The comparison of the different types of misinformation.

Type Characteristics Objectiveness Severity Integrity References
Rumors Ambiguous Not sure Low Not sure Shu et al. (2020)
False Information Deception Yes High False Kumar and Shah (2018)
Fake news Misguided Yes Medium False Sharma et al. (2019)
Spam Confused Yes Low Not sure Çıtlak et al. (2019)
Disinformation Mislead/deceive Yes Medium False Guo et al. (2019)

various features from the event level and identify whether an
event belongs to misinformation (Kwon et al., 2017), (Ma
et al., 2016), (Zhang et al., 2016). Moreover, some other
works extract more effective hand-crafted features, including
conflict viewpoints (Jin et al., 2017c), temporal properties
(Kwon et al., 2017), (Ma et al., 2019), users’ feedback (Shu
et al., 2020) and signals tweets containing skepticism (Zhao
et al., 2015). Therefore, to better understanding misinforma-
tion in social media, Figure 2 illustrates the five related terms
of misinformation such as false information, rumors, fake
news, spam, and disinformation. In this section, we define
and describe each type of misinformation respectively.

False information: False information is a broader con-
cept of misinformation. Intentionally, it is interchangeably
used to define as a correct information. In social networks,
some unscrupulous people exploit this for their interests by
ensuring that the basic patterns of the original information
are correct (Kumar and Shah, 2018), (Habib et al., 2019). For
example, we generally expect honest users to provide positive
reviews to good products and negative reviews to bad prod-
ucts, whereas dishonest users may not follow this behavior.
Existing studies estimated that 20% of the reviews on Yelp
are fake (Donfro, 2013). This large number of fake reviews,
which are getting more and more difficult to detect, call for
the use of advanced DL techniques to extract meaningful
features and to identify the review as fake or real accurately.

Rumor: A rumor is a story of doubtful truth that is easy
to spread widely in online (Zubiaga et al., 2017). The ru-
mor is spread by dishonest business people for their benefit
(Zubiaga et al., 2018), (Zubiaga et al., 2016b). For example,
a rumor spreads on social media that recently the price of
salt and onion had increased in Bangladesh and some shops
quickly increased their prices4, 5. In this regard, some people
purchased more of these products than they needed. Ad-
ditionally, Figure 3 depicts an interesting rumor campaign
about ‘Saudi Arabia’s first female robot citizen beheaded’,
which shows how popular index patterns are overwhelmed
by propaganda terms expressing doubts and disagreements
like "fake news".

Fake news: Fake news is a modified version of an origi-
nal news story which is spread intentionally and very difficult
to identify (Cui et al., 2019). It mimics traditional news and
spreads easily on social media, reaches a large number of

4https://www.thedailystar.net/country/rumour-salt-price-raising-
spreads-among-consumers-1829260

5https://www.dhakatribune.com/business/2019/11/19/rumour-drives-
groceries-out-of-salt-stock-across-country

Figure 3: Sample responses to a rumor claim. Figure courtesy
by (Ma et al., 2019)

.

people quickly, and deceiving many (Kumar et al., 2019),
(Shu et al., 2017).

Spam: Spam is an unwanted message that generally con-
tains irrelevant or inappropriate information to mislead users
(Yilmaz and Durahim, 2018). It is difficult to distinguish
spam from real messages, as spammers hack users’ informa-
tion (Çıtlak et al., 2019).

Disinformation: Disinformation is a subset of misin-
formation which is false or misleading information. It is
intentionally spread in online to deceive others and its im-
pact has continued to grow (Hernon, 1995), (Galitsky, 2015).
Misinformation is conveyed in the honest but mistaken belief
that the relayed incorrect facts are true. However, disinfor-
mation defines false facts that are conceived to deliberately
deceive an audience. One recent disinformation example is
pure alcohol that can cure the coronavirus infections during
the COVID-19 pandemic situation. However, pure alcohol
can be very harmful to the human body 6, 7.

In summary, we compare the five related terms of misin-
formation as shown in Table 1. For example, on character-
istics, disinformation provide misleading features that also
have a specific objective. Additionally, different types of

6https://ec.europa.eu/info/live-work-travel-eu/health/coronavirus-
response/fighting-disinformation/tackling-coronavirus-disinformation-en

7https://www.lowyinstitute.org/the-interpreter/disinformation-and-
coronavirus
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misinformation have different categories of side effects. On
integrity, we use sure, and not sure levels to evaluate five
different types of misinformation.
2.1.3. Impact of misinformation

Misinformation can affect every aspect of life such as
the social, political, economic, stock market, emergency re-
sponse during natural disasters, crisis events, etc. It aims
to intentionally or unintentionally mislead public opinions,
influence political elections and threaten public security and
social stability (Wu et al., 2019). Most of the time, it reveals
fabricated information related to fictional issues rather than
relevant information (Fernandez and Alani, 2018). Nowa-
days, it has become easier to spread misinformation quickly
due to social network platforms such as Facebook, Twitter,
Sina Weibo, etc. In particular, when people engage in conver-
sation, one can share information that is stated to be factual
but that may not always be true. Additionally, fraudulent
users share misleading information to look for personal gain
in some way. For example, concerning political issues, some
view being a misled resident as more regrettable than being
an uninformed resident. Misguided residents express their
opinions with certainty and thus influence in elections. This
kind of deception originates from speakers not continually
being forthright and clear.

With the advent of SN and technological advances around
the world, there has been a great explosion of misinformation
(Kumar et al., 2016), (Sharma et al., 2019), (Goswami and
Kumar, 2016). In the last few decades, several studies have
been conducted tomeasure the impact of misinformation such
as rumors, fake reviews, and fake news. For example, Friggeri
et al. (2014) studied the spread of rumors on Facebook, and
(Willmore) analyzed the use of fake election news articles on
Facebook. Another work by (Zubiaga et al., 2018) discussed
how rumors spread quickly on social media (Twitter) and
how this is becoming a threat to many people. They stated
that misinformation has a significant negative impact on the
workplace and daily life. For example, an organization can
undermine reliable evidence through a purposeful deception
campaign. In detail, tobacco companies utilized falsehood
in half of the twentieth century to diminish the reliability of
studies that showed the connection between smoking and lung
disease (Brandt, 2012). In the clinical field, misinformation
can quickly prompt life endangerment as found in the case of
the public’s negative observation towards vaccines to treat
diseases.

Overall, in the context of misinformation, existing stud-
ies focus on the text content mostly, whereas a few of them
investigated image/video content (Jin et al., 2016), (Gupta
et al., 2014). Although many techniques used for MID, all
of the approaches have not been proved effective yet (Zhang
et al., 2016), (Shu et al., 2017). Additionally, existing ap-
proaches have some challenges for MID, e.g. data volume,
data quality, domain complexity, interpretability, feature en-
richment, model privacy, incorporating expert knowledge,
temporal modeling, dynamic, etc. (Liu and Xu, 2016), (Ma
et al., 2015). Therefore, we attempt to introduce DL as an

emerging state-of-the-art technique for MID.
2.2. Deep Learning

The term deep learning (DL) was first introduced to the
machine learning community by Dechter (1986) and to artifi-
cial neural networks based on a Boolean threshold by Aizen-
berg (1999). In the field of ML in artificial intelligence, DL is
an emerging technique which is used in various applications
including computer vision (Wang and Yeung, 2013), speech
recognition (Hinton et al., 2012), natural language process-
ing (Young et al., 2018), anomaly detection (Du et al., 2017),
portfolio optimization (Vo et al., 2019), healthcare monitor-
ing (Islam et al., 2018b), personality mining (Vo et al., 2018),
novelty detection in robot behavior, traffic monitoring, visual
data processing, social network analysis, etc. Nowadays, it is
becoming increasingly used for processing data and creating
patterns to assist the decision-making process. Furthermore,
this state-of-the-art method helps to improve learning execu-
tion, expand the scope of the research area, and simplify the
measuring procedure.

Over the few decades, various techniques have been pro-
posed to solve many problems (fake news, misinformation,
anomaly detection, etc.) in the online social network. Re-
searchers are constantly finding and investigating research
gaps in various domains and attempting to solve these prob-
lems using various techniques. Deep learning is one such
technique and has become increasingly popular, being ex-
plored in a large number of domains with a various neu-
ral network such as convolutional neural networks (CNN)
(Abdel-Hamid et al., 2014), (Kim, 2014), recurrent neural
networks (RNN) (Cho et al., 2014b), (Li and Wu, 2015) and
long short-term memory (LSTM) (Sun et al., 2018), etc. are
introduced to help other researchers explore their knowledge
in different applications.

Deep learning serves as the key to performing complex
tasks of higher levels of sophistication. However, to suc-
cessfully build and deploy them proves to be a challenge for
data scientists and engineers all over the world (Liu and Wu,
2020), (Hardy et al., 2016). Although data training takes a
little longer, testing can be done in a very short time. To
accelerate DL processing, DL frameworks combine the im-
plementation of modularized DL algorithms, optimization
techniques, distribution techniques, and support to infrastruc-
tures (Chalapathy and Chawla, 2019), (David and Netanyahu,
2015). They are developed to simplify the implementation
process and boost system-level development and research.
Table 2 shows some of the popular DL frameworks such as
Caffe, Torch, TensorFlow, MXNet, and CNTK, etc. which
allow researchers to develop tools and can offer a better level
of abstraction and simplify difficult programming challenges.
Each framework is built differently for different purposes. It
can be observed from Table 2 that most of the frameworks are
implemented in Python which is the most common language
for DL architecture design. It can make programming more
efficient and easier by simplifying the programming process.
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Table 2
List of popular deep learning framework.

Framework Key Point Interface
Support

CNN/
RNN
Support

References

Caffe Caffe is one of the most popular deep learning network. C, C++,
Python,
MATLAB

Yes Jia et al. (2014)

Torch Because of using the fast scripting language LuaJIT, torch
provides faster performance than other frameworks

C/C++ Yes Collobert et al.
(2002)

PyTorch PyTorch is a port to torch deep learning framework Python Yes Ketkar (2017)
DL4j DL4j uses for text-mining, NLP, and image recognition Java, Scala

and JVM
Yes Parvat et al.

(2017)
Neon Neon is designed to ease of use and for extensibility Python Yes Pouyanfar et al.

(2018)
TensorFlow TensorFlow is one of the best deep learning frameworks

for natural language processing, speech recognition, image
processing

Python,
C++ and
R

Yes Abadi et al.
(2015)

Keras Keras is a part of the TensorFlow core API and uses for
text generation, summarization, and classification

Python Yes Chollet (2018)

CNTK To train deep learning models , CNTK is an open-source
deep learning framework for for image, speech, and text-
based data

Python,
C++

Yes Shi et al. (2018)

Theano Theano allows users to define, optimize, and evaluate
mathematical expressions on arrays and tensors.

C, Python Yes Van Merriënboer
et al. (2015)

Dlib Dlib is an independent cross-platform open source soft-
ware.

C++ CNN-Yes
RNN-No

King (2009)

Torch Torch is a machine learning open source software library
which provides a large number of algorithms for deep
learning.

C Yes Collobert et al.
(2011)

BigDL It is a distributed deep learning based framework. Python Yes Dai et al. (2019)

3. Deep Learning for Misinformation
Detection: State-of-The-Art
Misinformation detection is defined as an observation

that deviates greatly from other observations and thereby
arouses suspicion that it was generated by a different mech-
anism. In Section 2.1.2, we have discussed different terms
related to misinformation with examples. It is observed that
the same type of problem has been solved by many tech-
niques. Although many techniques are being used to de-
tect misinformation in social network data, DL is one of
the better approaches to use. However, the same type of
misinformation problems have been solved with various DL
techniques. Additionally, these types of DL techniques are
dependent on different data characteristics and used to au-
tomatically identify misinformation. Therefore, we have di-
vided the DL techniques into three main categories based on
the model as follows: 1) discriminative models, 2) genera-
tive models, and 3) hybrid models. All three categories have
a large number of architectural models that are commonly
used for MID. However, due to differences in performance,
we only discussed 12 models namely convolutional neural
networks (CNN), recurrent neural networks (RNN), recur-
sive neural networks (RvNN), restricted Boltzmann machines
(RBM), deep Boltzmann machines (DBM), deep belief net-
works (DBN), variational autoencoders (VAE), convolutional

restricted Boltzmann machines (CRBM), convolutional recur-
rent neural networks (CRNN), ensemble-based fusion (EBF)
and long short-term memory (LSTM), as shown in Figure 4.
We discuss each model that uses for MID respectively.
3.1. Discriminative Model for Detecting

Misinformation
A variety of discriminative models used social content

and context-based features for MID. In recent years, to tackle
the problem of misinformation, several studies have been
conducted and revealed some promising preliminary results.
Therefore, we briefly review the three discriminative models
namely CNN, RNN, and RvNN respectively. It is noted that
the discriminative based models have demonstrated signifi-
cant advances in text classification and analysis.

Convolutional Neural network (CNN): CNN is one of
the most popular and widely used model for the state-of-
the-art many computer vision tasks (LeCun et al., 2010).
However, recently, it has been extensively applied in the NLP
community as well (Jacovi et al., 2018). For example, (Chen
et al., 2017) introduced a convolutional neural network-based
classification method with single and multi-word embedding
for identifying both rumor and stance tweets. (Kumar et al.,
2019) introduced both a CNN and a bidirectional LSTM en-
sembled network with an attention mechanism to solve MID.
Additionally, Yang et al. (2018) stated that online social me-
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Figure 4: Classification of deep learning models.

dia is continually growing in popularity and genuine users are
being attacked by many fraudulent users. They informed that
fake news is written to intentionally mislead users. In their
paper, they applied TI-CNN model to identify the explicit
and latent features from the text and image information. They
demonstrated that their model solves the fake news detection
problem effectively.

Recurrent Neural Network (RNN): RNN utilizes the
sequential information in the network which is essential in
many applications where the embedded structure in the data
sequence conveys useful knowledge (Alkhodair et al., 2020).
The advantage of RNN is its ability to better capture contex-
tual information. To detect rumors, existing methods rely on
handcrafted features to employ machine learning algorithms
that require a huge manual effort. To guard against this issue,
the earliest adoption of RNNs for rumor detection is reported
in (Ma et al., 2016) and recurrent neural networks with at-
tention mechanism in (Chen et al., 2018), (Jin et al., 2017b).
Figure 5 shows the RNN architecture used for the fake news
detection proposed by (Shu et al., 2019a). Authors have pro-
posed different RNN architectures, namely tanh-RNN, LSTM
and Gated Recurrent Unit (GRU) (Cho et al., 2014a). Among
the proposed architectures, GRU has obtained the best results
in both the datasets considered, with 0.88 and 0.91 accuracy,
respectively. Ma et al. (2016) proposed a RNNmodel to learn
and that captures variations in relevant information in posts
over time. Additionally, they described that RNN utilizes
the sequential information in the network where the embed-
ded structure in the data sequence conveys useful knowledge.
They demonstrated that their proposed model can capture
more data from hidden layers which gives better results than
the other models.

Recursive Neural Network (RvNN): Researchers are

more concerned to identify unscrupulous users in SN and
want to protect genuine users from fraudulent behavior (Guo
et al., 2019). Therefore, RvNN is one of the most widely
used and successful networks for many natural language pro-
cessing (NLP) tasks (Socher et al., 2013), (Zubiaga et al.,
2016a). This architecture process objects that can make pre-
dictions in a hierarchical structure and classifies the outputs
using compositional vectors. To reproduce the patterns of
the input layer to the output layer, this network is trained by
auto-association. Also, this model analyses a text word by
word and stores the semantics of all the previous texts in a
fixed-sized hidden layer (Cho et al., 2014b). For instance,
Zubiaga et al. (2016b) proposed an RvNN architecture for
handling the input of different modalities. Ma et al. (2018)
proposed a model that collects tweets from Twitter and ex-
tracts features from discriminating information. It follows a
non-sequential pattern to present a more robust identification
of the various types of rumour-related content structures.
3.2. Generative Model for Detecting

Misinformation
Over the last few decades, online social media platforms

have become the main target space of deceptive opinions
where deceptive opinions (such rumor, spam, troll, fake news,
etc.) are deliberately written to sound authentic. There are
several existing works for MID are based on syntactic and
lexical patterns or features of opinion. Therefore, in this sec-
tion, the successful use of five generative models on various
classification applications, namely RBM, DBN, DBM, GAN,
and VAE are discussed.

Restricted BoltzmannMachine (RBM): RBM is a gen-
erative stochastic artificial neural network. It can learn a prob-
ability distribution over its set of inputs (Liao et al., 2016).
Although learning is impractical in general Boltzmann ma-
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Table 3
Deep learning methods showing the performances within the applications of social network research.

Models Input Data Problem Tackled ReferencesText Visual User Response
CNN+LSTM ✓ ✓ Disinformation detec-

tion
Dhamani et al. (2019)

LSTM+BiLSTM ✓ False claim detection Popat et al. (2018)
RCNN ✓ False information de-

tection
Wu et al. (2018)

BiLSTM ✓ ✓ Misinformation detec-
tion

Zhang et al. (2019)

RNN+ GRU ✓ ✓ Fake news detection Shu et al. (2019a)
CNN+Attention ✓ ✓ Review spam detection Gong et al. (2020)
CNN+LSTM ✓ Spam detection Shahariar et al. (2019)
LSTM+Attention ✓ ✓ Early rumor detection Chen et al. (2018)
Attention ✓ ✓ Misinformation identi-

fication
Liu et al. (2018)

LSTM+Attention ✓ ✓ ✓ Fake news detection Popat et al. (2018)
RNN ✓ ✓ Fake news detection Ruchansky et al. (2017)
CNN ✓ ✓ Misinformation identi-

fication
Jia et al. (2016), Yu et al.
(2017a)

LSTM+Attention ✓ ✓ Rumor detection Guo et al. (2018)
RNN ✓ ✓ ✓ Rumor detection Jin et al. (2017b)
GRU ✓ ✓ Rumor detection Li et al. (2018a)
CNN+GRU ✓ Early detection of fake

news
Liu and Wu (2018)

RNN ✓ ✓ Rumor detection Ma et al. (2016)
CNN+LSTM ✓ ✓ Rumor detection Nguyen et al. (2017b)

chines, it can be quite efficient in an architecture called the
restricted Boltzmann machine. However, it does not allow in-
tralayer connections between hidden units (Papa et al., 2015).
Therefore, this method of stacking RBMs makes it possible
to train many layers of hidden units efficiently. RBMs have
been applied in various applications but very few works have
been addressed in the context of MID. However, in the last
few decades, researchers are attempting to fit this method to
identify fake, rumour, spam, etc. on social media platforms.
For instance, (Da Silva et al., 2018), (da Silva et al., 2016),
(Silva et al., 2015) applied RBMs to automatically extract the
features related to spam detection.

DeepBelief Network (DBN):DBN is a generative graph-
ical model composed of multiple layers of latent variables
(hidden units). It connects between the layers but not be-
tween units within each layer. DBNs can be viewed as a
composition of simple, unsupervised networks such as re-
stricted Boltzmannmachines (RBMs) or autoencoders, where
each subnetwork’s hidden layer serves as the visible layer
for the next. There are already many works that have used
this network (Li et al., 2018b), (Yepes et al., 2014), (Alom
et al., 2015), (Selvaganapathy et al., 2018). For example,
Tzortzis and Likas (2007) stated that spam is an unexpected
message which contains inappropriate information and first
applied to fit DBNs for spam detection. In another paper, Wei
et al. (2018) proposed a DBN based method to identify false
data injection attacks in the smart grid. They demonstrated
that the DBN based method achieves a better result than the

traditional SVM based approach.
Deep Boltzmann Machine (DBM): DBM is a type of

binary pairwise markov random field with multiple layers
of hidden random variables. This is a network of symmetri-
cally coupled stochastic binary units which have been used
to detect malicious activities (Zhang et al., 2012), (Dandekar
et al., 2017). For example, Jindal et al. used a multimodal
benchmark dataset for fake news detection. They presented
results from a Deep Boltzmann Machine based multimodal
DL model (Srivastava and Salakhutdinov, 2012). Zhang et al.
(2012) generated a model based on DBMs to detect spoken
queries. They presented that their proposed method achieved
10.3% improvement compared to their with previous Gaus-
sian model.

GenerativeAdverserial Network (GAN):GAN is a class
of ML systems (Goodfellow et al., 2014). Given a training
set, this technique learns to generate new data with the same
statistics as the training set. When considering earlier stud-
ies, we see that the widespread rumors usually result from
the deliberate dissemination of information which is gener-
ally aimed at forming a consensus on rumor news events.
Ma et al. (2019) proposed a generative adversarial network
model to make automated rumor detection more robust and
efficient and is designed to identify powerful features related
to uncertain or conflicting voice production and rumors. Fig-
ure 6 illustrates the structure of a deep generative adversarial
learning model for rumors detection proposed by (Ma et al.,
2019).
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Figure 5: RNN architecture used for fake news detection. Figure courtesy by (Shu et al., 2019a)

.

Figure 6: The architecture of the generative adversarial learning model. Figure courtesy by (Ma et al., 2019)

.

Variational Autoencoder (VAE): VAE models make
strong assumptions concerning the distribution of latent vari-
ables. The use of a variational approach for latent repre-
sentation learning results in an additional loss component
and a specific estimator for the training algorithm called the
stochastic gradient variational bayes (SGVB) estimator. Qian
et al. (2018) proposed a generative conditional VAE model
to extract new patterns by analyzing a user’s past meaningful
responses on true and false news articles and played a vital
role in detecting misinformation on social media. Wu et al.
(2017) explored whether the knowledge from historical data
analysis can benefit rumor detection. The result of their study
was that similar rumors always produce the same behaviours.

3.3. Hybrid Model for Detecting Misinformation
The tasks of detecting misinformation (such as fake news,

rumor, spam, troll, false information, disinformation, etc.)
have been made a variety of ways. A lot of research works
have been done using various DL models separately. How-
ever, to increase the performance of individual models, the
need for hybrid models are immense. Therefore, over the
last few decades, hybrid DL has been considered an emerg-
ing technique for various purposes. In this section, we re-
view some related works on MID based on the deep hybrid
model. The hybrid model consists of CRBM, CRNN, EBF,
and LSTM.

Convolutional RecurrentNeural Network (CRNN):Cur-
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Figure 7: An illustration of the hybrid model. Figure courtesy by: (Ruchansky et al., 2017)

.

rently, researchers are increasingly focusing on applying CNN
and RNN models in a hybrid way to achieve better perfor-
mance in various applications. They argue that real-world
data as structured sequences, with spatio-temporal sequences.
For example, several works utilized a blend of CNN and RNN
such spatial and temporal regularities (Lin et al., 2019), (Xu
et al., 2019), (Wang et al., 2019). Their models can process
time-shifting visual contributions for variable length expecta-
tions. These neural network architectures combine a CNN for
visual element extraction with an RNN for grouping learn-
ing. Besides, such models have been effectively utilized for
fake news, rumor, false information and spammer detection.
For example, to identify rumor for events on social media
platform, Lin et al. (2019) proposed a novel rumor detection
method based on a hierarchical recurrent convolutional neural
network. They use RCNN model to learn contextual infor-
mation and utilize bidirectional GRU network to learn time
period information. Figure 7 shows the structure of a deep
hybrid model for fake news detection proposed by (Ruchan-
sky et al., 2017). Xu et al. (2019) proposed a CRNNmodel to
extract data from textual overlays, for example, captions, key
ideas, or scene level summaries for rumor detection on sina
weibo. They proposed this CRNN model to create training
data intended for textual overlays regularly occurring in the
online sina weibo platform. Zhang et al. (2018c) proposed
an approach called deceptive review identification by recur-
rent convolutional neural network (DRI-RCNN) to identify
the deceptive review of the content. They compared neural
network approaches (RvNN, LB-SVM, CNN, and RCNN,
GRNN) to the widely used conventional strategies. Their
experiment results demonstrated that the neural network ap-
proaches outperform the conventional techniques for all data
sets.

Convolutional RestrictedBoltzmanMachine (CRBM):
An extension of the RBM model, called the convolutional
RBM (CRBM) was developed by (Norouzi, 2009). He in-
formed that CRBM, like the RBM, is a two-layer model in
which visible and hidden arbitrary factors are organized as
matrices. He proposed a way to make a Boltzmann machine
and convolutional limited Boltzmann machine, forming a

deep network to improve its presentation for both image pro-
cessing and feature extraction. He also provided a simple
and intuitive training method that jointly optimizes all RBMs
in the network, which works well in practice. For instance,
Norouzi et al. (2009) proposed a CRBM model for learning
features specific to an object class. In which associations
are nearby and loads are shared with the spatial structure
of pictures and stack them over one another to construct a
multilayer progressive system of exchanging, separating, and
pooling.

Ensemble Based Fusion: To study profile information,
Wang (2017) proposed a hybrid model where he used speaker
profiles as a part of the input data. He also made the first large-
scale fake news detection benchmark dataset with speaker
details information such as location of speech, party affilia-
tion, job title, credit history as well as topic. Tschiatschek
et al. (2018) investigated the vital problem of leveraging
crowd signals to detect fake news. They analyzed user’s flag-
ging behaviours and applied novel algorithms detective to
perform Bayesian inference to detect fake news. Their exper-
iments perform well in identifying a genuine user’s flagging
behaviour. Zhang et al. (2018b) explored a new idea to detect
fake news on social media. They identified some deceptive
words which can be used by these online fake users and harms
offline society. Shu et al. (2018) discussed that social media
has become a popular network for sharing misinformation
and presented FakeNewsNet as fake news data respiratory
for further analysis. Roy et al. (2018) presented misinforma-
tion and applied many various DL techniques such as CNN,
Bi-LSTM, MLP, etc. to detect fake news. They claimed that
the rate of misinformation is increasing rapidly.

LSTM Density Mixture Model: Although traditional
methods have used lexical features to detect fake news auto-
matically, the hybrid deep neural network has received a lot
of attention globally. For example, Ruchansky et al. (2017)
stated that fake news detection has gained a great deal of
attention both from the research and academic communities.
In their work, they identified three types of fake news: 1)
the text of an article, 2) the user response it receives, and 3)
the source on which users promote it. They analyzed that
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fake news has the importance to affect public opinion. Ex-
isting studies have mostly focused on tailoring solutions to
one particular problem with their limited success. However,
Ruchansky et al. (2017) proposed a hybrid model combining
all their characteristics to predict the more accurate and auto-
mated result. Similarly, Long et al. (2017) proposed a novel
method to incorporate speaker profiles into an attention-based
LSTM model for fake news detection. Additionally, several
studies described that LSTM based hybrid model is proven
to work better for long sentences and attention models are
also proposed to weight the importance of different words in
their context (Tang et al., 2015), (Prova et al., 2019).

In another study, Kudugunta and Ferrara (2018) stated
that bots have been used to sway political elections by dis-
torting online discourse, to manipulate the stock market that
may have caused health epidemics. They applied LSTM
based architecture that exploits both content and metadata
to detect bots. They claimed that their model can achieve
an extremely high accuracy exceeding 0.96 AUC. Yenala
et al. (2018) identified that the automatic detection and fil-
tering of inappropriate messages or comments have become
an important problem for improving the quality of conversa-
tions with users as well as virtual agents. They proposed a
novel hybrid DL model to automatically identify the inappro-
priate language. Zhou et al. (2015) created a hybrid model
namely C-LSTM where they combined CNN and LSTM for
the sentiment analysis of movie reviews and question type
classification.

4. Discussion with Open Issues and Future
Research
Over the few years, several researchers have applied the

recent developments and easy access of DL techniques to
fake news, rumor, spam, etc. in the online social networks.
It enables frameworks to process, handle, and adapt a lot of
information. It is now being utilized the most in business
insight frameworks and predictive analytics, as well as in
increasingly advanced learning management systems (LMS).
Therefore, we followed various DL methods inspired by the
guidelines of (Pouyanfar et al., 2018), (Pouyanfar and Chen,
2016), (Perozzi et al., 2014) and (Savage et al., 2014). The
development of DL can potentially benefit to MID research.
However, existing studies are not directly comparable to each
other due to the lack of large-scale publicly available datasets.
There are still numerous improvements that can be made to
the models. Furthermore, DL is one of the most effective
methods for the present development of innovation in the
world. This method has given computers remarkable power,
for example, the capacity to perceive discourse similar to a
human, to prepare a model with no requirement for feature
extraction or data labeling. It is currently being utilized to
guide and improve a wide range of key procedures. As previ-
ously stated there are many reasons to apply DL to MID, we
summarize some of the strengths of the deep learning-based
model in the following.

• First, deep learning techniques are more robust and

effective than state-of-the-art baseline approaches and
have shown their strength in various applications, in
particular, misinformation (fake, spam, rumor, false
information, disinformation, troll, etc.) detection (Wu
et al., 2019), (Zhang et al., 2016).

• Second, deep learning architecture can be easily adapted
to a new problem, e.g., using CNNs, RNNs, or LSTM,
GAN, DBN etc., which is valuable for MID.

• Third, deep learning techniques are highly flexibile, es-
pecially with the advent of much popular deep learning
frameworks such as Tensorflow, Keras, Caffe, PyTorch,
Theano etc.

• Fourth, deep learning techniques can deal with com-
plex interaction patterns and precisely reflects users’
preferences.

4.1. Existing Dataset
The establishment of unique solutions for MID has often

been dependent on limited and quality datasets. Therefore,
to encourage future research work, we highlighted some re-
cent and quality datasets related to the misinformation task in
Table 4. Such datasets are needed to understand the reasons
for applying DL techniques to MID and collectively improve
the state-of-the-art. Although several established techniques
have been used for MID in different domains, they are not
similar to each other. Due to various research directions, the
data collections could vary significantly. Moreover, the avail-
able data resource from existing research work is also hard
for the collection. For instance, some datasets mainly focus
on personal issues while others consist of political, business,
socially relevant issues. Additionally, datasets may vary de-
pending on what sorts of text contents are incorporated, what
labels are given, how labels are gathered, whether fraudulent
information is recorded, etc.
4.2. Open Issues

In this section, we summarise some limitations which we
identified and proposed some ideas to address these limita-
tions:

Semantics Understanding: Misinformation which is
fabricated or manipulated to mislead users. It is very dif-
ficult for a machine to completely understand such semantics.
Existing studies (Shu et al., 2019a), (Braşoveanu and An-
donie, 2019) for MID covers various kinds of language styles.
However, the understanding of semantic features is necessary
to distinguish between different weapons and to improve the
performance of MID.

Multimodal Data for Misinformation: In the existing
literature, there are several studies related to MID such as
rumors detection, fake news detection, spam detection based
on multi-modal features are exist. According to the previous
studies (Wang et al., 2018), (Farajtabar et al., 2017), (Jin et al.,
2017b), we specify that misinformation on social media takes
the form of text, images, or videos and the information in
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Table 4
Summary of datasets used by existing efforts.

Models Problem Tackled Text
Content

Number of
Instances

Number
of Classes

Ground
Truth

References

BuzzfeedPolitical Fake news detection ✓ 120 2 ✓ Silverman et al. (2016)
LIAR Fake news detection ✓ 12.8K 6 ✓ Wang (2017)
CREDBANK Fact extraction ✓ 4856 2 ✓ Mitra and Gilbert (2015)
FakeNewsNet Rumor detection ✓ CNN ✓ Shu et al. (2019b, 2017)
Twitter Rumor detection ✓ 1111 2 ✓ Ma et al. (2018)
PHEME Rumor detection ✓ 6425 2 ✓ Aiello et al. (2013), (Kochk-

ina et al., 2018)
NewsFN-2014 Fake news detection ✓ 221 5 ✓ Nan et al. (2015), (Vlachos

and Riedel, 2014)
PolitiFact Fake news detection ✓ 488 2 ✓ Bathla et al. (2018), Horne

and Adali (2017)
Weibo Rumor detection ✓ 816 2 ✓ Ma et al. (2016)
YelpChi Fake review detection ✓ 67K 2 ✓ Mukherjee et al. (2013)
YelpNYC Spam detection ✓ 359K 2 ✓ Rayana and Akoglu (2015)
YelpZip Spam detection ✓ 608K 2 ✓ Rayana and Akoglu (2015)
Twitter dataset Spam detection ✓ 5.5M 2 ✓ Concone et al. (2019)
KaggleEmergent8 Rumor detection ✓ 2145 3 ✓

KaggleFN9 Fake news detection ✓ 13K 1 ✓

FacebookHoax10 Hoax detection ✓ 15.5K 2 ✓ Tacchini et al. (2017)
BuzzfeedNews Misleading detection ✓ 2282 4 ✓ Silverman et al. (2016)
Enron email11 Disinformation detec-

tion
✓ .5M 2 ✓ Dhamani et al. (2019)

Fraudulent email12 Disinformation detec-
tion

✓ 2500 2 ✓ Dhamani et al. (2019)

Italian dataset Disinformation detec-
tion

✓ 160K 2 ✓ Pierri et al. (2020)

different modalities can provide clues for MID. However,
how to extract these prominent features from each modality
is challenging. Also, comprehensive and large-scale datasets
are needed for MID.

Content Validation: Due to misinformation, users are
often confronted with misleading, confusing, controversial
issues that need to be addressed very well. However, it is also
true that too beautifully identifiable misinformation is diffi-
cult. Therefore, to easily identify incorrect information on
online social media, we need a very good quality fact-checker
and a special tool for crowdsourcing content validation can
be developed

Spreader Identification: Identifying the influential spread-
ers in social networks is a very important topic, which is con-
ducive to deeply understand the role of nodes in information
diffusion and epidemic spreading among a population. How-
ever, existing techniques are not able to quantify the nodal
spreading capability correctly nor can they differentiate the
influence of various nodes.

Misinformation Identification: At present, many types
of misidentification methods have been introduced in the
existing research. However, most of the research works (a)
tend to focus on alerting users but give no explanation as
to why this is misinformation; (b) focus more on directly
engaged users for the detection of misinformation. But if the
users are not directly related, some users play an effective role
in spreading misinformation on online social media. As they

are not directly related, identifying them is a very difficult
job.

Anomalous and Normal User Identification: As the
number of people who depend on online social media are
growing, dishonest users try to exploit this opportunity. In
most cases, dishonest people do this for their benefit (Zhao
et al., 2014), (Feng and Hirst, 2013). Although researchers
have used many methods to identify dishonest users, many
more approaches can be investigated, for example, perhaps a
new technique or modified version of an existing technique,
etc. could be developed.

Bridging Echo Chamber: Social media echo chambers
play an important rule in spreading the presence of misinfor-
mation. One of the strategies for MID is to bridge conflicting
echo chambers, so that opposing opponents can be exchanged
and considered. Therefore, data-driven models are an effec-
tive means which are needed to bridge these echo chambers.
Also, researchers need to research to reduce the polarization
effectiveness.

Mining Disinformation: The widespread of disinforma-
tion can cause detrimental societal effects. Therefore, mining
disinformation is desired to prevent a large number of people
to be affected. From the discussion of existing studies, we
find a recent improvement for disinformation in SN. However,
due to its diversity, complexity, multi-modality, and costs of
fact-checking, it is still non-trivial. Additionally, it is often
unrealistic to obtain abundant labeled data. Existing studies
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argued that due to overfitting on small labeled datasets, the
performance is largely limited (Wei and Wan, 2017), (Kim
et al., 2018). In addition, models learned on one domain may
be biased and might not perform well on a different target
domain. Therefore, advanced DL strategies such as reinforce-
ment learning can be utilized to tackle this problem, explore
more information and to better detect disinformation.

Misinformation Dynamic: The spread of misinforma-
tion on social networking sites mainly depends on the content
of the information, the impact of the users’ behavior, and the
network structure. Most studies on misinformation analyzed
the various effects of static data but have not analyzed the
effects of topology on real-time data (Wei and Wan, 2017),
(Kim et al., 2018). Therefore, we need to consider dynamic
model to capture the uncertainty of user behavior to reduce
the spread of fake news and misinformation.
4.3. Future Direction:

As with anything, there are both good and bad aspects
of technology dependence. Spreading misinformation in SN
is one such example. There have been a lot of researches on
MID and good results have been achieved by various effec-
tive techniques. However, we have to keep in mind that the
current age is knowledge-based and technology-dependent.
Therefore, researchers have to think deeply about how their
research can transform people’s wellbeing in a technology-
dependent era. Thus, in this paper, we have discussed some of
the effective roles that elimination of misinformation can have
on online SN with DL techniques. Moreover, we focused on
the impact, characteristics, and detection of misinformation
using DL techniques. In summary, the following are several
findings of this article and possible future works:

• One of the important tasks of DL is that it can work
with large-sized data which the other techniques cannot.
However, DL also has difficulty to find and process
massive data sets, and generally to train the model, DL
networks require a lot of time. In today’s competitive
age, it is worthwhile to research how to train large data
in a short time with DL. We believe DL should be
investigated in the future.

• Most current studies show that researchers can analyze
static data on a given topic and predict the positive or
negative aspects of that topic. However, it is high time
to analyze dynamic data.

• The practice of detecting false facts from SN data is
very popular and is benefiting people greatly. However,
this involves descriptive research which is explainable
MID, not just predictive research. With MID, if a new
part can be added such as the description of why it
is false, then maybe that research will be even more
effective and acceptable to people.

• Deep reinforcement learning is a new area of machine
learning that enables an agent to learn in a good inter-
active environment by experimenting with feedback

from it own experience. So, if we combine reinforce-
ment learning with DL to detect false facts, then better
results can be obtained.

• Deep learning faces the over-fitting problem which im-
pacts the execution of the model in real-life situations.

5. Conclusion
In this survey, we reviewed various research on MID in

social networks. In particular, we took a comprehensive view
of five related terms of misinformation: false information,
rumor, spam, fake news, and disinformation and discussed
how misinformation misleads people on social networks. We
also discussed the importance of earlier works as this may
be helpful to other researchers who wish to investigate this
area. Comparing with the most existing detection approaches,
we considered DL is an efficient and effective technique to
measure the misinformation problem on online social net-
works. We emphasized that DL is now the leading technique
to solve MID problems because it helps in identifying false
facts perfectly. The result and performance are excellent and
it is similar to human performance. In all respects, DL is one
of the best techniques to analyze social network data. We also
demonstrated that DL can be utilized to improve MID given
unlabeled and imbalanced data. However, there are several
challenges (data volume, data quality, domain complexity,
interpretability, explainability, feature enrichment, federated
inference, model privacy, incorporating expert knowledge,
temporal modeling, etc.) which need to be improved in fur-
ther research work. Therefore, deep learning-based MID is
still an active research topic and needs to be extended in fu-
ture research. This paper can benefit others who will choose
to investigate DL models.

Existing researches used DL and have done extensive
work for MID. Most of the existing researches have discussed
the connection of one user to another in SN, their historical
activities, etc. in spreading false facts. However, there are
very few studies that have incorporated user mental health
conditions with the user’s historical activity. Although in
the above section we introduced some future directions, one
of the main future directions of our research is to expand
modeling. Therefore, First, we can analyze user connections
and their historical activity on SN where the user can reflect
how they relate to the spread of fake news. Second, we
can incorporate the human mental condition with the user’s
historical data, which can better analyze the user’s activity,
since the tendency to spread false information is related to
the user’s human mental condition.
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