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Abstract 

We u~e the Fredholm type integral equations method to derive ex­
formulas for the Average Run Length (ARL) in some special cases. 

particular, we derive a closed form representation for the ARL of 
Sum (CUSUM) chart wheu the random observations have 

hyperexponential distribution. For Exponentia.!ly Weighed lvioving A'{­
·erage (EW!viA) chart we solve the corresponding ARL integral equation 

the observations have the Laplace distributiou. The explicit for­
mulas obviously takes less computational time than the other methods, 

Monte Carlo simulation or numerical integration. 

Sum (CUSUM) chart was first proposed by Page (1954) in quality 
in order to detect a small shift in the mean of a production process as 

control charts 1 integral equations, ~tll(cdytica.l solutions. 
Mathematics Subject Classification: 45805 
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soon as it occurs, as an extension to Shewhart's (1931) charts. 
In practice, CUSUM charts arc widely used in statistical control, to detel'J 

changes in the characteristics of a stochastic syslem e.g., mean or varimux:, S\~e 
Brodsky and Darkhovsky [1], or Basseville and Nikiforov [2] for an 
to CUSUM charts and their applications. 

The recursive equation for CUSUM chart designed to detect 
in the mean of observed sequence of nonneg<1tive independent and 
distributed (i.i.d.) random variables E,11 , is defined as 

. Xn = (Xn-1 + E.n- a.)+) n = 1, 2, ... , Xo CCC X, 

where y+ = max(O, y). Several cases which lead 
presented in [1], [2], and [4]. Denote by 

n = inf{k::::: 0: xk::::: b} 

the first exit time of a random sequence Xn over 
b >:c-a. (otherwise Tu = 1). 

Let IP'x and lEx, denotes the probability measure and the induced 
corresponding to the initial value Xo == x 2:: 0. 

The problem studied in here is to find the Average Run Length 
the CUSUM procedure defined as a function j(x) = lExT&. 

The Exponentially Weighted Moving Average (EWMA) control cltarJ 
fin;t proposed by Roberts (1959) in quality control, in order to detect: 
in the mean of a process. Vve consider here the EWtdA as an AJ1(1), 
Autoregressive Process of order one which is a simple generalizatiou of a 
walk (see [10]). V>le consider the j\.R(l) process described by the 

where p E (0, 1) and { ryt} r~ 1 is a sequence of independent identically 
random variables, with X 0 = x. As a particularly case of the 
obtain the EWMA chart in a slandard form, by setting in Eq. (3), 
and 17t = AE1., witlt A E (0, 1). 

:r'he problem is to find the expectation of the stopping time 

//& = inf{i:? 0: X 1.::?: b}, b >:D. 

One could use M.onte Carlo simulation or numerical integration 
CUSUM and EWMA to find the ARL, but it is always 
dosed form analytical solution to check the accuracy of the resnlLs. 

The paper is ~rganizecl as follow. In Section we obtain the ARL 
chart in the case of hyperexpouential distribution (see Theorem 

It is well-known that any cornpletely monotone ""'" '''"w·'"" 
tion can be approximated, by hype1·exponential distributions, 
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called mixture of exponentials. For example, Pareto and vVeibul! are com­
pl.etely mon?tone distributions, and so they can be approximated by mixture 
of exponentmls (e.g., see [7] and [8]). Therefore, one can use the closed form 

· · · given in Theorem 2.1 as an approximation for the cases when 
.~he random variables C, in Eq. (1) have Pareto or Wei bull distributions. 
·.· In Section we discuss a closed form representation for lExvb and present the 

m Th~orem 2.2 for the case when the random variable::; ''7t in Eq. (3) 
La1~lace d1stribu~ion. Our result generalize the result of Larralde [9], who 
a different tecl:mque and obtain lExvb only in the particularly case x = 0 
b = 0. In Sect10n we present several numerical examples . 

The ARL Integral Equations for CUSUM and 
Procedures 

be shown, see [5] and [6], that the ARL of the CUSUM chart, j(x) = lEJ:Tb, 
solutwn of Lhe integral equation 

j(x) = l + IEx{I(O < X1 < b)j(XL)} + IP'x{X1 = O}j(O). (5) 

are continuous di.;;tributed i.i.d random variables with a given d.f. F(:;;). 

~ensity f(x) = d~~x), then we can write equation Eq. (5) as a Fredholm~ 
mtegral equation of the form 

b 

j(x) = 1 + j(O)F(a.- x) + j j(y)f(y +a- :;;)ely. (G) 

0 

(n are continuous i.i.d random variables- with exponential distribution 
F(x) = 1- exp( -x), x::?: 0, Eq. (G) becomes ' 

j(x) = 1 +fob j(y)ex-"-Ycly + (l -- e-(c.-x)+)j(O). (7) 

it's solution for x E [0, a.] has the form (see e.g.[6)) 

j(x)=eb(l+ea-b)-ex, fm :~:E[O,a] (8) 

ARL Fredholm Integral Equation for CUSU:M 
with hyperexponential distributions 

we consider the case when the observed random variables E,n 
nvr)er,exr)Orlen distribution \vith the cl.f. 

n 

F(x) = l- L /\,e-o.'"' 
i=l 

(9) 
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n 
with Ai E !R+ subject to the condition that 2: A.;e~a,x is a distribution ""'"~"''''""'c 

i=l 
n 

on JR+, that is 2: A.,. = 1. Now, the Fredholm integral equation Eq. (G) ,,,.,, ,,, .. • 
i=l 

written as follows 
·b It n 

j(:D) = 1 + ~ j(y) I>;a;e<>•(x-a-y)!ly-\- (1- L A.;e-<>;(a-x))j(0) 1 

' (I i=l t=l 

Theorem 1.1 The solution of the integ·ml equation Eq. 10 is 

n 

j(:r) = 1 + j(O) + L[di- A.;j(O)]e"''(x-a) 1 fo·r x E [01 a], b <a 
i=l 

where n 

j(O) = 
1 + :2:: !l;e-"''" 

i=l 

i=l 

aud the coefiicieuLs d,, i = 1, ... , n, are solutions of the linear system 

6.d = M 

where 
T 

d=[cft 1 d2,··· 1 dn], 

6. is the the non-singular matrix 

[ 

D -- M~.,e-" 1 "-)qoqbe-''~aD 

-A1?,_,._C?.-o 1 a_A2a·2e-c.qa A t.zD 

-cqa -ora -A/n.r1. e -An(tne rh,n D 

and 

,, 
with D = 2: A.;e .... "'", 

i=l 

-J\!fl,·n.e··-a:2a- Ala:le-o:2a A2,l D 
D- M2,ne-a2a A20:2be-"'2 a D 

-lvfl,ne-o:.na- )qcqe-o·naAn,ll) 

-j'vf2,ne-o:na- A2n2e-una An,2D 

n 

lvh-.n '·" (1 - e-buk) A.,, - A.~cc"X~c L A.;e-"''" A;,~c 
i=l. 
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For 0 < x < a a 1 b 1~ ( - - nc <a. :,q. 10) cm1 be written as 

"() ~ ( n 
J X = 1 + 8 d;e"'' x-a) + (1- t; A;e-a,(a-cr))j(O), 0 :S: X :S: a 

n 

j(x) = 1 + j(O) -+ L(d; _ Xi](O))e'''(x-a), 0 :S: ;1: ::; a. 
i=l 

Eq. (16) at x = 0 we obtain j(O) given by Eq. (1 2) 
evaluate the coefficients dk for k _ 1 2 . l . 

and obtain - , ' ... 1 n we su )St.Itute Eq. 

= 1, 2, ... , n, where 

b 

AiJ• = J e(a,-ak)ydy = 

{) 
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(lG) 

(17) 

(18) 

(18) in 

(19) 

the expression for j(O) given by Eq. (lG) i E (lg) . . . . . of · ·. n q. "e obtam a lmear 
n equatwns With dk unknowns k = 1 2 . . . 

· , 1 ••• ~ n. 

l.:=l,2, ... ,n 
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where " 
lvh,n = (1- e-bC<J.) Ah;- AtJY.k L Aie-o;n Ai,l' 

i=l 

or 
<11 (D- M 1,ne-·"t" -- .\ 1 a: 1 b~-oJ"D) + d2 (-1Vft.ne-:b2: -- .\ta:1e-"'2"A2,1D) + 
+dn (-A1t,ne-"""- .\u:qe """An,! D)= .\1 (1- e 1 ) D + JVft,n 

d.l ( -!Vh,n e-cq a -- A20:2e-'" a At,2 D) + d.2 ( D - 1H2,ne""'2" - A2Lt2be-"'2" D) 
+dn (-1\<Iz.ne-"'''"- .\2o:2e-<>na11n,2D) = .\2 (1- e-b"2 ) D + iVfz,n 

n 
with D = I: )..ie-n'", and the proof of Theorem 1.1 is completed. 

i=J 

2.2 Solution for the ARL Fredholm Integral 
EWlVIA chart with syn1.metric Laplace 

We analyze now the case of EWMA chart (sec Eq. (3)) where T]L "' LJCIJJJ""'~:.\' 
Recall timt the density function of TJt is given by f(x) = ~ c 1"' 1. 

It is well known that (e.g., see [5]) the function h(:x;) = IE.:cvb is a 

the following integral equation 

h(:r:) = 1 + IE.x [I{X1 :S: b} h(X1)]. 

Then it can be shown that Eq. (21) becomes the following integral 

b +x 

h(x) = 1 + ~ ./ h(u)epx-udu + ~ ./ h(px -- y)e-Ydy. 

f)X (] 

The main result in this section is the following 

Theorem 2.1 For any 0 < p < 1 and 0::; x < b the solution 

eq1wtion Eq. (22) ·ts 

h(;c) = Exl/b = 2eb -- Ct(l +b)- ri [2eb- (1 + b + b;) J 

-c,eb f p"-lpt(k) lr(kt!l,b)J -ev b~s,/'P2(k) [2 

/;=3,5.7 .. 

k=4,6,8 .. 
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the constant c1 given by 

CXJ 

p(l p2)- I; pH! P2(k) 
/;=4,6,8, .. 

(24) 00 

(p- 1) + 2::: p1' P1(k) 
lc=3,5,7, .. 

+oo 
J. ta--l -tit d e c · enotes the Incomplete Gamma function. and 
z . 

(";') (~) 
Pt(k)= I1 (l-p2rn-l), P2(k) = 11 (1 _ P2m-2) (25) 

111.=1 rn=2 

. It can be shown that Eq. (22) can be reduced to the followino second 
d1fferentml equation ° 

h" (x) = p2 h(x) -lh(p:r) - p2 

to find a series solution for Eq. (26) of the form 

CXJ I· co 
I(")- E CkX' - ~ Cf,:;;k L£- -co+ --

k! kl 
k=O k=l . 

(2G) 

(27) 

Eq. (27) j(O) =co and from Eq. (2G) at :c = 0, h" (0) = --r}. It can 
also that the coefficients q, satisfied the non-linear recurrent equation 

Ck+2 = p2 (l- p1')c~c for k?: 1 (28) 

the recurrence Eq. (28) we may find that 

aJ 
Ck = -/' II (1- p2"'- 2 ) for k = cl, G, 8,. 

rn=2 

(";') 
Cfc = C1(Jk-l IT (l - p2"'- 1 ) for k = 3, 5, 7, ... 

1n=l 

coefficients c1 and c0 given by 

co 

p(l - P2 ) -- 2::: p''-J-1 P2(k) 
c, = --------~"-=~4~,6~,8~,-~---­

= 
(p- 1) + L pk P1(k) 

k=3,5,71 .. 

with 0 < p < 1 

(29) 

(30) 
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en= 2e"- c1(1 +b)- p2 [2e0 - ( 1 + b + ~) 1 
- cleb k=~7,. p~>-lpl(l>) lr(k~/·~}- e" k=&.s .. /P2(k) ~2- 1'(1.::!1,&)} 

The solution for the integral eqm1tion Eq. (22) is 

h(l:)=E,u~~=cn+C!fx+ f p"- 1 Pl(k)<:)+l-l~:- f l k=3,5,7,.. k. 2· k=·l,G,S, .. 

where the constant c1 is given by Eq. (30), 

completed. 

3. Comparisons of the results with 
integration and Monte Carlo simulations 

In this section we present the scheme to evaluate numerically the 

the integral equation Eq. (10) (see also Eq. (G)). 
By elementary quadrature rule we can approximate, in general, 

b J f(y)dy by a sum of areas of rectangles with bases b/m with heights 

0 
the values of .fat the midpoints of intervals of length b/m beginning 
on the interval [0, b] with the division points 0 :::; a 1 :::; a2 :::; ... :::; 

weights ·w~;: == b/m. 2: 0, we can writing 

L H"L ' 

./ f(:y)cly;::::; L w~;f(a,J with ak = !1 (k- ~) , 
() k==l 

If j*(:r:) denotes the approximated solution of j(x) 
Eq. (Ci) can be expressed as 

rn L ·w~cJ' (o.h)f(a,, +a-u,), i. = 1, 2, ... m. 

/i:o=l 

and the integral equation Eq. (Ci) becomes the following system 
equations in the ·m unknowns j* (a I}, .f (a2), ... , r (o.ll!) 

m 

F (<q) = l + j' (a.,) [F(a -a!) + W! f(a)J + I; tvd' (<tk)f(ak +a.- at) 
1<=2 

j' (n.2) = 1 + .}' (a.l)[F(o - a.2) + tv1f(a1 +a- a2)] + f wd* (a,_lf(CL!; 
lc=2 

m 

j" (o.m) ~ l + j"(a.l) [F(a -- O.m) + Wlf(al +a- U.m)] + L 
/.;~2 
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numerical implementation is . . .. 
matrix form as preferable to writing the linear· "Y"te E ( ". '" ~m q. 34) 

ItmxmJrnxr or (I -R ) H~ rnxm .. JinXl =::: 1 ('J mxJ u5) 

( 
j'"(al) ) 

J j'"(a2) 
JrL X 1 :::::= 

J"(am) 
( l.:

t) 1 lm.xi ::::: (36) 

-am)+ 101f(a1 +a.- a,.) 

1V2f(a.z +a- a 1) 
w2f(a) 

w2J(a2 +a- a,,) 

· · .wmf(a"' +a_ a!)) 
. w,f(a,, +a- a2) 

w,J(a) 

1, ... , l) is the unit matrix of order . (:n) 
' then the solution of tt . . · rn. lf there exists 

le matnx equation Eq. (35) is 

Jmxl = (Im- R )-1 1 1nxrn n~ X 1 

this set of eq . t" . f" Ud IOns or the appr · .. , . 
we may approximate tl, t· .. oxmtat.e values of j*(al).j"(a) 1e unctwn y(x) as · 2 , · · ·, 

(a!)F(a-x)+~w.·'(a . 
L., kJ d f ( ak + a - x) with 1 -- b . . b ( . 1) k=l · IJ"- -and uk = _ k 

Tn " rn - 2 . 

Examples We denotes b "'(x) . , . . . . . (38) 
by J(x) the exact solutions . y ( l " the ctpproxunated solution 
y*(x) / fj(x). , clnc c efine here the relative errors a~ 

values of a, b and the . l , . . . . . 
examples are presented in. r;ubnluel-l of chvt.stons m specified several 

a. e and Table 2. 

of two exponentials 

of two exponentials the integral equation Eq. (G) is 

(39) 
Jb 2 

j(:y) L )l,,c'<ieai(x-a-y)d;y + 
() ioo! 
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. . . = 2 and k = 1, 2 are 
The coeffiCients !vh,n for n 

with 

The solution is 

with 

') 

~ . ,u,(x-et) + 
:i (:r) = 1 + L- d,c 

i.=l 

2 2: \ ··Uirt /\ ·e . 
with D = . ' . t 1. 1 for the case m 

~=ll . , lts <tre presented 111 Ta) e , 
Numenca re~m . 

\Joints. t 1"als . f four exponen M 1xture o 
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Table l: Comparisons with the mnnerical results for mixture of two 
.exponentials 

the case of mixture of four exponentials, the integral equation Eq. (6) 

b 4 ( 4 \ = 1 + j j(y) L Aia.;e"''(x-a-y)dy + 1- L A;e-u,(Ct-x) p(O) 

0 l=l <=l I 

(44) 

the coefficients Nh,n for n = 4 and k = 1, 2, 3, 4 given by Eq. (15) and 

Comparisons with the numerical r·esults for mixture of four 

a = 2.3. b = 1.5. 
>'! = /\2 ~= x~~ = >-4 ~ l/3, 

CY.t = 0.5, CY.z = 0.7, CY.3 = 1.1,a.4 = 1.3 

X j(x) j*(x) c,.(%) .. 
0.0 15.614 15.594 0.129 
0.5 15.240 15.221 0.128 
1.0 14.702 14.683 0.127 

1.5 13.912 13.895 0.125 
2.0 12.729 12.714 0.121 
2.5 10.914 10.902 0.113 
3.0 8.061 8.053 0.092 
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The solution is 

4 
'\' i o;(:c-a) + j(x) = 1 + .L_.,c ;e 
i=l 

(l _ ~ A;e-a;(a-x)) j(O) 

with j(O) = 
( 

·I _,.·a) 
l+i'fl dtC . I ·l l ·otre the solutions ofthe line<U' ; cl 1 , cl2 , cl:3 anc G4 < t .\ie-·niu 

•=\ , ) · Totble 2 
algebraic system]· Ic.,q. ?c;)ivision points rn = 600, we preseJ~~a~: 1~1 Table 

For the mnn Jel o. . f' . ture of four exponen . E"'IviA 
. , · the case o rmx . RL hen the ' n 

numerical results ,mf' l\. { Jt.e Carlo simulations f:or A . ": bles. and 
. t the results o OJ ... ··b t l random vana . . 

pl esen , . . . t ·ic Laplace clist.tt u ec ( 3) . Theorem 2.1. is used with symme .! .· n o·iven by the Eq. 2 m 
with the dosed-form cxpressw "' . 

d with b >::e. . d different b an p 'f'rx-03an Table :1: l::,"yb 0 .- · 

with lVIC simulatiOns 

p 

0.4 
0.5 

3.442 
:).604 
3.819 
4.13'1 
4.G68 

3.44.4 
3.G02 
3.82:1 
4.133 
'LGGS 
5.901 

4 Conclusions 
. l t obtain closed · , methoc 0 1 

Vve have used the integrRa~ eqf~;~~~o~~USUM and EW1VIA contro 
.. · s for the A 0 . . • onent1al C''ll expression. .· 1·1 'S have hyperexp . E"'l\IA 

·< . l ... lorn vaua J e ' . , ... 1. t' on for " vv · 
the observec ranc .... tric Laplace clu;tllJU I d tlle Monte 

·t· oly syumtc ~ · . 1 one an ·hart respec .Jve . . , .· tl the numenca f 
c '·eo 'llt· analytical results \\-1 l t.erlt \¥ith a high level o par · .. , . . t:Ol1SIS -. , The methods are lat10ns. 
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