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Abstract 34 

Weber’s law predicts that stimulus sensitivity will increase proportionally with increases in 35 

stimulus intensity. Does this hold for the stimulus of time – specifically, duration in the 36 

milliseconds to seconds range? There is conflicting evidence on the relationship between 37 

temporal sensitivity and duration. Weber’s law predicts a linear relationship between sensitivity 38 

and duration on interval timing tasks, while two alternative models predict a reverse J-shaped 39 

and a U-shaped relationship. Based on previous research, we hypothesised that temporal 40 

sensitivity in humans would follow a U-shaped function, increasing and then decreasing with 41 

increases in duration, and that this model would provide a better statistical fit to the data than the 42 

reverse-J or the simple Weber’s Law model. In a two-alternative forced-choice interval 43 

comparison task, twenty-four participants made duration judgements about six groups of 44 

auditory intervals between 100 and 3200 ms. Weber fractions were generated for each group of 45 

intervals and plotted against time to generate a function describing sensitivity to the stimulus of 46 

duration. Although the sensitivity function was slightly concave, and the model describing a U-47 

shaped function gave the best fit to the data, the increase in the model fit was not sufficient to 48 

warrant the extra free parameter in the chosen model. Further analysis demonstrated that 49 

Weber’s law itself provided the best description of sensitivity to changes in duration.  50 
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The Role of Weber’s Law in Human Time Perception 60 

The accurate measurement of time is a biological necessity for all organisms, allowing 61 

them to align their internal biological cycles with the external cycles on which they depend for 62 

survival. Animals use a variety of biological mechanisms to measure time on scales ranging from 63 

microseconds to years (Buonomano, 2007). Out of the many ways that biology has found to 64 

measure time, the one that is of most direct relevance to behaviour and cognition is that which 65 

spans the duration from milliseconds to minutes (Matell & Meck, 2000). This area of timing, 66 

often referred to as interval timing, is characterised by both a relatively low level of accuracy and 67 

a high level of flexibility in measuring intervals on demand (Gibbon et al., 1997). 68 

Given the importance of interval timing, it is surprising to find that its neurobiological 69 

mechanisms are still poorly understood (Matell & Meck, 2000). This uncertainty has led to a 70 

debate between several rival models describing different mechanisms for timing, each of which 71 

predicts a different mathematical relationship between durations of physical time and measures 72 

of perceived time (Grondin, 2001). 73 

In time perception research, estimations of duration are treated as measurements of the 74 

perceived intensity of the stimulus of time in a way that is analogous to the intensity of any other 75 

physical stimulus (Grondin, 2001). As with all types of perception, organisms are unable to 76 

perceive variations in duration if those changes fall below a certain threshold, known as the just 77 

noticeable difference (JND). Analysis of the way that these perceptual thresholds change as 78 

duration changes can yield useful information about the nature of the processes that an organism 79 

uses to measure time (Grondin, 2001). This analysis is informed by models that attempt to 80 

predict the relationship between stimulus threshold and stimulus intensity (Grondin, 2010a). 81 

The relationship between threshold and intensity is described by Weber’s law (Sowden, 82 

2012). In its strict form, Weber’s law predicts that the ratio of JND to stimulus intensity (I) will 83 

be constant, 84 

 
𝐽𝑁𝐷

𝐼
= 𝑘, (1) 

where the term JND/I is known as the Weber fraction (Wf) and k is known as the Weber constant 85 

(Holway & Pratt, 1936). Weber’s law holds for a wide variety of stimuli across a broad range of 86 

intensities (Sowden, 2012); however, it is also violated in many instances (Masin, 2009). For 87 

example, many types of stimuli exhibit disproportionately low sensitivity to changes in stimulus 88 

intensity at very low stimulus intensity (Sowden, 2012). Although Weber’s law is not universal, 89 
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the Wf is still widely used as a measure of stimulus sensitivity in models that seek to describe the 90 

mechanisms behind experimentally observed variations in perceptual thresholds (Gibbon et al., 91 

1997). 92 

Stimulus thresholds can be derived by asking subjects to discriminate between two stimuli 93 

and then plotting the percentage of correct discriminations against stimulus intensity to generate 94 

a psychometric function (Kingdom & Prins, 2016). By defining the JND in terms of the slope of 95 

the psychometric function, the variability of the perceptual discriminations becomes a measure 96 

of sensitivity to changes in stimulus intensity (Grondin, 2010b). Definition of the JND thus 97 

allows the Wf to be stated as a coefficient of variation in terms of the ratio between the standard 98 

deviation (SD) of perceptual discriminations and the mean (M) of those discriminations: 99 

 𝑊𝑓 =
𝑆𝐷

𝑀
 (2) 

The way that sensitivity to changes in stimulus intensity varies across a specific range can 100 

be visualised by plotting the Wf against stimulus intensity. The resulting function, the perceptual 101 

sensitivity function (PSF), can exhibit a variety of shapes depending on the way that the Wf 102 

varies with changes in stimulus intensity (Lejeune & Wearden, 2006). Weber’s law predicts that 103 

Wfs will be constant across all intensity values, and therefore in situations where Weber’s law is 104 

supported, the PSF will be flat. In contrast, where stimulus sensitivity is very low at low stimulus 105 

intensity but constant at higher intensities, the PSF will have a reverse J shape, with Wfs starting 106 

high and falling to a horizontal asymptote. 107 

The applicability of Weber’s law to the relationship between duration and the perception 108 

of duration has been the subject of ongoing debate in the literature (e.g. Bizo et al., 2006; Getty, 109 

1975; Grondin, 2014; Haß et al., 2008; Killeen & Weiss, 1987). Scalar expectancy theory, 110 

predicts that measurements of stimulus thresholds for time perception will exhibit constant Wfs 111 

and therefore flat PSFs (Gibbon & Church, 1984), a relationship that has come to be known as 112 

the scalar property of time perception (Grondin, 2014). This relationship can be stated 113 

mathematically by replacing M with the mean duration of the temporal discriminations (t̄) in 114 

Equation 2 (Gibbon 1977). 115 

 𝑊𝑓 =
𝑆𝐷

𝑡̅
= 𝑘 (3) 

There is good evidence, however, that time perception is not entirely scalar, but violates 116 

Weber’s law at very short intervals, with Wfs that fall from a high value to a horizontal 117 
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asymptote at a point somewhere between 50 and 2000 ms (Church et al., 1976; Corke et al., 118 

2018; Fetterman & Killeen, 1992; Getty, 1975). Getty (1975) proposed a generalised form of 119 

Weber’s law which models this characteristic reverse J-shaped PSF according to the equation, 120 

 𝑊𝑓 =
√𝐴𝑡̅2 + 𝐶

𝑡̅
 ,  (4) 

where the parameter C represents a component of residual noise variance, A is a parameter 121 

related to the value of the Weber constant, and Wf and t̄ are as defined above (for a derivation of 122 

this equation, see the Supplementary Materials). 123 

Another prominent model developed to describe the relationship between stimulus 124 

sensitivity and stimulus intensity in time perception is that of Killeen and Weiss (1987). This 125 

model represents the variability in subjects’ ability to measure time in terms of the advantage 126 

that they gain from segmenting intervals into subintervals in a way that minimises variance. The 127 

result is a quadratic relation in which the PSF is given by, 128 

 𝑊𝑓 =
√𝐴𝑡̅2 + 𝐵𝑡̅ + 𝐶

𝑡̅
, (5) 

where A, B, and C are free parameters (Killeen & Weiss, 1987; see Supplementary Materials for 129 

derivation). The strength of this model is that it accommodates many previously developed 130 

models as special cases. For example, Equation 5 becomes Weber’s law (Equation 3) with B = C 131 

= 0, and it becomes Getty’s model (Equation 4) with B = 0 (Killeen & Weiss, 1987). 132 

The model proposed by Killeen and Weiss (1987) can be used to describe both the flat 133 

PSFs and the reverse J-shaped PSFs found in the experimental literature. However, it assumes 134 

that the scalar property of time perception is only violated at shorter intervals and holds at longer 135 

intervals. The majority of studies in both the human and animal timing literature support this 136 

assumption (Lejeune & Wearden, 2006; Wearden & Lejeune, 2008). There is, however, some 137 

evidence to suggest that it may not be universally correct, with several studies showing rising 138 

Wfs at longer intervals (Grondin, 2010b, 2012; Lavoie & Grondin, 2004; Lejeune & Wearden, 139 

1991). Conjoined with earlier findings of falling Wfs at shorter intervals, this evidence suggests 140 

that the overall shape of the PSF may, at least in some circumstances, be U-shaped rather than 141 

reverse J-shaped, falling at shorter intervals only to rise again at longer intervals. 142 

Perhaps the most well-known example of U-shaped PSFs comes from Getty (1975). A 143 

two-alternative forced-choice interval comparison paradigm was used to measure temporal 144 

perception thresholds in two human subjects at a range of durations from 50 to 3200 ms. Wfs 145 
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were highest at 50 ms and levelled out at around 200 ms; however, careful examination of 146 

Getty’s data reveals that Wfs began to rise again somewhere around 2500 ms (Figure 1). A 147 

similar result in a different range of intervals had been reported many years earlier by Woodrow 148 

(1930), who measured perceptual thresholds from 0.2 to 30 s using a temporal reproduction task 149 

in eight male subjects. Woodrow found Wfs that decreased slightly from 0.2 to 0.6 s, remained 150 

constant to 1.5 s, and then increased beyond 1.5 s. 151 

U-shaped PSFs are not limited to the human timing literature. Cantor and Wilson (1981) 152 

found a U-shaped PSF with low points from 0.5 to 2 s in rats performing a temporal reproduction 153 

task across a range of intervals from 0.2 to 6 s. More recently, U-shaped PSFs were found in 154 

pigeons using both temporal production and interval comparison paradigms across durations 155 

from 0.5 to 64 s (Bizo et al., 2006), and in domestic dogs using a temporal bisection paradigm 156 

across intervals from 0.5 to 16 s (Cliff et al., 2019). 157 

This small body of experimental evidence for the existence of U-shaped PSFs is 158 

problematic. Even the most generalised model of time perception (Killeen & Weiss, 1987) does 159 

not accommodate data with Wfs that increase at longer intervals. In an attempt to fill this gap, 160 

Bizo et al. (2006) modified the Killeen and Weiss (1987) model to describe the U-shaped PSF 161 

generated in their study, yielding a Wf given by, 162 

 𝑊𝑓 =
√𝐴𝑡̅𝑚 + 𝐵𝑡̅ + 𝐶

𝑡̅
, (6) 

where m is an additional free parameter which allows the exponent in Equation 5 to vary its 163 

value to fit the data. 164 

Information about the shape of the PSF is important in timing research because it informs 165 

the development of models that seek to describe the neurological and cognitive processes that 166 

give rise to the perception of time (Grondin, 2010b). Many of these models rely on the 167 

assumption that Wfs remain constant at longer intervals (Matell & Meck, 2000). However, the 168 

research cited above has established that time perception is not always scalar at longer intervals 169 

(Grondin, 2010a, 2012; Lavoie & Grondin, 2004; Lejeune & Wearden, 1991). These deviations 170 

from the scalar property are made manifest by the U-shaped PSFs that are generated by both 171 

humans and animals under some conditions (Bizo et al., 2006; Cantor & Wilson, 1981; Cliff et 172 

al., 2019; Getty, 1975; Woodrow, 1930). 173 

Getty’s (1975) data, showing that human PSFs rise after about 2500 ms (Figure 1), has 174 

been cited as evidence of the violation of the scalar property of time perception at longer 175 
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intervals (e.g. Bizo et al., 2006; Grondin, 2001, 2010; Haß et al., 2008; Lavoie & Grondin, 176 

2004). The results of human studies by Woodrow (1930), Grondin (2010a), Grondin (2012), and 177 

Lavoie and Grondin (2004) suggest that this rise might begin as early as 1200 ms. Other studies 178 

have failed to find rising PSFs in human subjects (Wearden & Lejeune, 2008). Is this rise a 179 

reliable effect? And if so, at what point in the overall range of millisecond to minutes scale 180 

timing does it occur? 181 

We aimed to explore the anomaly in Getty’s (1975) data to determine whether variations 182 

in temporal sensitivity in humans are best described by a reverse J-shaped or U-shaped PSF. We 183 

used a methodology similar to that utilised by Getty to generate Wfs across a range of intervals 184 

from 100 to 3200 ms. The resulting data was then fit to the generalised model of Killeen and 185 

Weiss (1987; Equation 5) and the variant of that model developed by Bizo et al. (2006; Equation 186 

6). We hypothesised that the PSF generated from this dataset would be U-shaped. We also 187 

hypothesised that the best fit for this function would be given by the model developed by Bizo et 188 

al., which is the only extant model capable of describing U-shaped PSFs. 189 

 190 

Method 191 

Participants 192 

The sample consisted of 24 participants, 14 of whom were female (58%). Participants 193 

ranged in age from 24 to 73 years (M = 38.13, SD = 10.18), and had adequate hearing for the 194 

experimental task, and were able to understand written instructions in English. 195 

Participants were recruited via an invitation circulated through the online social media 196 

platform Facebook and gave consent via an electronic form presented at the beginning of the 197 

experiment. The Human Research Ethics Committee of the University of New England approved 198 

this study (HE19-075). 199 

Apparatus and Materials 200 

The experiment was carried out using a custom-made script running on version 5.0 of the 201 

Inquisit software platform (Millisecond, 2018). The scrip is available in the Supplementary 202 

Materials. The stimuli were defined by the start and stop points of a series of pure 440 Hz tones 203 

of different durations. These tones were generated using version 8.5 of the professional digital 204 

audio workstation Cubase (Steinberg, 2015) and recorded as WAV files (available in the 205 

supplementary files). 206 
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The stimuli consisted of two types of intervals, standard intervals (SI) and test intervals 207 

(TI), which were identical in all aspects apart from their duration. The six experimental 208 

conditions (S1 to S6) were defined by the six SIs, which were distributed in logarithmic 209 

increments from 100 to 3200 ms. For each SI there were 5 TIs, consisting of a central TI equal to 210 

the duration of the SI itself and two TIs either side of the SI spaced at durations proportional to 211 

the magnitude of the SI (Table 1). 212 

The experiment was run on a Lenovo Yoga 520 laptop, and the audio stimuli were 213 

delivered binaurally using standard Audio-Technica ATH-M20x headphones at an A-weighted 214 

sound level of 55 dB. Responses were indicated using the left and right arrow keys on the 215 

computer keyboard. 216 

Procedure 217 

Participants were tested individually in single sessions lasting between 60 and 90 minutes. 218 

The experiment was conducted in a small enclosed office with participants seated facing away 219 

from the windows to minimise the risk of distraction. The A-weighted ambient sound level in the 220 

room was 32.6 dB, and the light intensity was 411 lx. 221 

The experiment utilised a two-alternative forced-choice interval comparison task similar to 222 

that used by Getty (1975). In each trial, a single pair of stimuli consisting of an SI and a TI were 223 

presented. Participants were required to decide which of the two intervals was longer. The 224 

experiment consisted of six blocks of 100 trials each (Figure 2, Panel A). Each experimental 225 

block tested one of the six SIs — each corresponding to one of the six experimental conditions. 226 

The order of the blocks was permuted using a balanced Latin square to minimise the risk of order 227 

effects between the six conditions. Each block consisted of 20 randomly distributed comparisons 228 

between each of the five TIs and the SI of that condition (Figure 2, Panel B). The order of 229 

presentation of the SI and TI was randomly varied to avoid interval order effects (Jamieson & 230 

Petrusic, 1975). Interstimulus intervals were varied randomly from 750 to 850 ms, and the post-231 

stimulus interval was varied randomly from 350 to 450 ms so that there were no regular intervals 232 

in the experiment apart from the experimental stimuli. 233 

Each experimental session was initiated with two short training blocks of 20 trials each. In 234 

the first training block, which was designed to test participants’ understanding of the 235 

instructions, the intervals were easily distinguishable, and feedback was given after each 236 

response. In the second training block, the intervals were identical to those of the third (S3) 237 

condition, and there was no feedback following each response by a participant. During these two 238 
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training blocks, the experimenter watched from outside the room to be available to answer any 239 

questions. Participants were then left to complete the remainder of the experiment. All 240 

participants performed satisfactorily on the first block of practice trials and were able to 241 

complete the experiment without assistance. 242 

Participants were instructed at the beginning of each block not to tap, count, or use any 243 

other periodic movements to measure the intervals. This was done to reduce the likelihood that 244 

participants would use counting as a mediating strategy. The level of participants’ confidence in 245 

their ability to comply with this instruction was assessed at the end of each block using a five-246 

point Likert scale between “very uncertain” and “very certain”. 247 

At the end of each block, participants were able to take a break for whatever duration they 248 

desired, and refreshments were available in the experiment room throughout the experiment. 249 

Participants were debriefed and allowed to ask additional questions about the experiment at the 250 

end of the experiment. 251 

Data analysis 252 

Initial data analysis was conducted using Microsoft Excel (Microsoft Office 365 Pro Plus, 253 

Version 16.0) and its Solver addons. Three metrics for response accuracy, practice effects, and 254 

response bias were calculated to assess the validity of the data. Response accuracy was assessed 255 

by recording a value of 1 for correct responses and 0 for incorrect responses in each trial. 256 

Because the third TI was identical to the SI and therefore neither response could be correct or 257 

incorrect, responses to this TI were assigned a value of 0.5 in this accuracy metric regardless of 258 

the judgement made. This ensured that random responding would result in 50% accuracy in this 259 

metric (Note that this data was not used for calculating the Wf). Practice effects were assessed by 260 

creating a separate practice metric and assigning a value of 1 to each correct judgement, 261 

excluding the third TI. These values were totalled over the entire experiment to generate a 262 

cumulative number correct, which was plotted against the trial number and assessed for linearity 263 

using least-squares linear regression. Response biases were assessed using the response values 264 

recorded in the raw data to generate a value for the percentage of right-arrow responses in each 265 

block. 266 

The raw data used to generate the Wfs consisted of 20 binary discriminations (SI longer or 267 

TI longer) for each of the 30 TIs. Discriminations were given a value of 0 if the participant 268 

judged the SI to be the longer of each pair of intervals and a value of 1 if the participant judged 269 

the TI to be longer. These values were summed across the 20 trials of each of the five TIs in each 270 
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block. They were then converted into a percentage, yielding a value for the percentage of long 271 

responses for each TI. These percentage long values were plotted against TI duration within each 272 

block to give six psychometric functions for each participant. The standard deviation for each of 273 

these psychometric functions was calculated directly from a frequency distribution consisting of 274 

the time intervals for which “longer” judgements were made in each block, and the Wf for each 275 

condition was calculated by dividing the standard deviation by the mean discrimination duration 276 

(t̄). 277 

The independent variable for our primary analysis was the duration of the SIs in the six 278 

conditions, while the dependent variable was the Wf generated in each condition. To assess the 279 

degree of difference between these six Wfs, a repeated-measures analysis of variance was 280 

conducted using the SPSS software package (IBM SPSS Statistics, Version 23). PSFs for each 281 

participant were generated by plotting the Wf against t̄ for each condition. An overall mean PSF 282 

was generated by plotting the mean of all participant’s Wfs against overall mean t̄ for each 283 

condition (see Figure 4). 284 

A coefficient of determination (r2) describing the degree of fit between these PSFs and the 285 

Killeen and Weiss (1987; Equation 5) and Bizo et al. (2006; Equation 6) models was calculated 286 

according to the non-linear regression procedure outlined by Brown (2001) using the Solver 287 

plug-in in Microsoft Excel (Microsoft Office 365 Pro Plus, Version 16.0). The difference in the 288 

number of free parameters in the two models made interpretation of coefficients of determination 289 

problematic (Equations 5 and 6 with three and four free parameters, respectively; Spiess & 290 

Neumeyer, 2010). Consequently, the final analysis was conducted using corrected Akaike 291 

information criterion (AICc) values (Burnham & Anderson, 2004; for mathematical details, see 292 

the Supplementary Materials). 293 

 294 

Results 295 

Mean discrimination durations (t̄) were consistently close to the SI duration 296 

(Supplementary Materials, Figure S1), and all mean psychometric functions had a positive slope 297 

(Figure 3). The six psychometric functions for each of the 24 participants (see Supplementary 298 

Materials, Figure S2) also had a positive slope, apart from two cases with zero slopes and one 299 

with a slightly negative slope (participant 1, S1 condition; Figure S2). Replacing the latter Wf 300 

with a value corresponding to a zero slope did not affect the outcome, so all psychometric 301 

functions were included in the data analysis. 302 
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Wfs ranged from 0.05 to 0.12 (Supplementary Materials, Table S2), and mean Wfs were 303 

between 0.09 and 0.10 (M = 0.09, SD = 0.01; Table 2). The overall mean PSF was slightly 304 

concave (Figure 4, black dots). A one-way repeated-measures analysis of variance showed that 305 

there was a significant difference in the Wfs between the six conditions, F(5, 115) = 4.69, p = 306 

.001, with a large effect size (partial η2 = .17). Pairwise comparisons using the Bonferroni 307 

correction revealed that the Wfs for the shortest condition (S1) were significantly higher than 308 

those of the third, fourth, and fifth conditions (p < .05; Table 3). Although the mean Wf for the 309 

longest (S6) condition was also higher than that of the third, fourth, and fifth conditions (Table 310 

2), the difference was not statistically significant, and no other comparisons were statistically 311 

significant (Table 3). 312 

The Bizo et al. (2006) model had a higher coefficient of determination when fit to the 313 

overall PSF (r2 = 0.80) than the Killeen and Weiss (1987) model (r2 = 0.60). The Bizo et al. 314 

model also had a higher mean coefficient of determination when fit to the individual PSFs (mean 315 

r2 = 0.46, SD = 0.28) than the Killeen and Weiss model (mean r2 = 0.26, SD = 0.30; Table 4; for 316 

individual PSFs with 95% confidence intervals see Supplementary Materials, Figure S2). The 317 

Bizo et al. model gave a better fit to the data than the Killeen and Weiss model when no 318 

adjustments are made for the difference in the number of free parameters between the two 319 

models. There was a high degree of variation in the coefficient of determination values, ranging 320 

from 0 to 0.95 for the Bizo et al. model and -0.34 to 0.95 for the Killeen and Weiss model 321 

(Figure 5). 322 

AICc values for the fit to the overall PSF were higher for the Bizo et al. model than for the 323 

Killeen and Weiss model (Table 4, upper portion), with an AICc difference value between the 324 

two models of 28.21. The mean AICc values for the fit to the individual PSFs were also higher 325 

for the Bizo et al. model than for the Killeen and Weiss model (Table 4, lower portion) with an 326 

AICc difference value between the two models of 29.09. This demonstrates that the Killeen and 327 

Weiss model gave the best fit to the data when adjusted for the difference in the number of free 328 

parameters between the two models (Burnham & Anderson, 2004). 329 

The mean percentage correct for each condition was consistently above 60% (M = 69%, 330 

SD = 5.46; Figure 6). A one-sample t-test comparing the percentage correct with the 50% value 331 

expected with random responding found that mean percent correct differed significantly from 332 

chance in all six conditions (p < .001). Plots of the cumulative number of trials with correct 333 

responses across the experiment for each participant (see Supplementary Materials, Figure S3) 334 
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showed an almost perfectly linear accuracy pattern for all participants (mean r2 = 1.00), 335 

indicating that there were no learning effects in this experiment. 336 

The results of the assessment of response bias were mixed. The overall percentage of 337 

right-arrow responses was 50% (SD = 6.04), which is the value expected from a bias-free 338 

response pattern; however, right-arrow responses were at their lowest number in the shortest 339 

interval condition, M = 39.83, SD = 12.69, and climbed steadily to their highest number in the 340 

longest interval condition, M = 63.04, SD = 10.02 (Figure 7). A one-sample t-test comparing the 341 

percentage of right-arrow responses with a bias-free performance of 50% showed that the bias 342 

was significant in both the S1 condition, t(23) = - 3.93, p = .001, d = 0.80 and the S6 condition, 343 

t(23) = 6.37, p < .001, d = 1.30. 344 

Participants tended to report a high level of confidence that they were not counting or 345 

using any other rhythmic strategies in this experiment (M = 4.0, SD = 1.18). Mean confidence 346 

levels were highest in the S1 condition (M = 4.54, SD = 0.98). and declined to their lowest level 347 

in the S6 condition (M = 3.58, SD = 1.44; Figure 8). A Pearson’s correlation between 348 

participants’ coefficients of determination in the fit to the Bizo et al. (2006) model and their 349 

responses to the confidence question for the longest (S6) interval condition revealed a weak 350 

correlation that was not statistically significant, r(24) = .18, p = .396. 351 

 352 

Discussion 353 

Overall, participants in this study were more likely to judge the TI as being longer than the 354 

SI as TI duration increased (Supplementary Materials, Figure S1), which demonstrates that the 355 

stimuli were within the intended range of participants’ sensitivity to duration. Participants also 356 

exhibited high accuracy in their temporal discriminations, with consistently low Wfs (see 357 

Supplementary Materials, Table S2) falling within a range similar to that found in Getty’s (1975) 358 

original study (Figure 1). 359 

The hypothesis that the PSF would be U-shaped was only weakly supported. Visually, the 360 

mean PSF had a slightly concave shape (Figure 4), and mean Wfs were marginally higher in the 361 

two shortest (S1 and S2) and the longest (S6) conditions (Table 2); however, the slight upturn in 362 

the longest interval, which is the crucial element in demonstrating a U-shaped PSF, was not 363 

statistically significant (Table 3). Furthermore, the PSFs of individual participants did not show 364 

any consistent pattern (see Supplementary Materials, Figure S2), whereas the PSFs of both 365 

subjects in Getty’s (1975) study are U-shaped (Figure 1). Visual inspection of Figure 1 366 
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demonstrates that the drop in Wfs at short intervals found in this study is smaller than that found 367 

by Getty; however, part of this early drop in Wfs reported by Getty occurs between the 50 and 368 

100 ms intervals, whereas the 50 ms interval was not included in this study. Ignoring the first 369 

data point in both panels of Figure 1, the main difference between these two functions and the 370 

mean PSF found in this study (Figure 4) is the markedly lower magnitude of the rise in Wfs at 371 

longer intervals in the latter compared with the former. 372 

The hypothesis that the Bizo et al. (2006) model (Equation 6) would give the best fit to the 373 

data was also only weakly supported. When using the coefficient of determination as the metric 374 

of comparison, the Bizo et al. model gave a better fit to both the mean PSF and the individual 375 

PSFs. This result, however, did not hold for the comparison of the AICc values, which adjust for 376 

the different number of free parameters in the two models (Burnham & Anderson, 2004). The 377 

magnitude of the AICc differences between these two models for both the mean PSF and the 378 

individual PSFs are high enough to conclude that the hypothesis that the Bizo et al. model would 379 

give a better fit to the data has no empirical support (Burnham et al., 2011). Therefore, although 380 

allowing the exponent of the first term in the Killeen and Weiss (1987) model (Equation 5) to 381 

vary (Equation 6) did yield a higher coefficient of determination for the Bizo et al. model, the 382 

increase in the accuracy of the model fit to this dataset was not sufficient to justify the addition 383 

of an extra free parameter into the model. 384 

Given that both Getty’s (1975) model (Equation 4) and Weber’s law itself (Equation 3) 385 

have fewer free parameters than either the Bizo et al. (2006) or the Killeen and Weiss (1987) 386 

models, it is useful to explore how the former two models compare to the latter in the model fit 387 

to this dataset. A comparison between all four models (Table 4) shows that, although the Bizo et 388 

al. model certainly had the highest coefficients of determination of the four, it is Weber’s law, 389 

the model with the least number of free parameters, which has the lowest AICc value. This 390 

demonstrates that Equation 3 provides the best fit to this dataset when the differences in the 391 

number of free parameters is taken into account. Thus, the temporal sensitivity of the participants 392 

in this study is best described by a linear function as Weber’s law predicts (Holway & Pratt, 393 

1936). 394 

There are, however, a few considerations that must qualify any generalisations based on 395 

these results. This study sought to examine the general trend in timing accuracy across a specific 396 

range of intervals. It did not attempt to address the question of how counting affects timing 397 

accuracy across that range. There is conflicting evidence on the effect of counting on the 398 
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accuracy of temporal judgements in humans (Hinton & Rao, 2004), but it is generally assumed 399 

that counting improves accuracy at longer intervals, therefore lowering Wfs (Fetterman & 400 

Killeen, 1990). Although participants were encouraged not to count in both the current study and 401 

Getty’s original (1975) study, the possibility remains that the difference in the profile of the PSFs 402 

between the two studies is the result of a higher level of motivation to comply with this directive 403 

in Getty’s participants. This possibility is supported by the results of the confidence question, 404 

which show that participants in this study were the least confident that they refrained from 405 

counting in the longer intervals (Figure 8). There was no evidence for a systematic relationship 406 

between participant’s perceptions of their ability to resist counting and the fit with the Bizo et al. 407 

model, however. To further explore this relationship, subsequent research could look specifically 408 

at the effect of counting on timing performance. 409 

The results of this study do not seem to have been affected by random responding or 410 

learning effects. There was a significant systematic bias in the responses; however. Left-arrow 411 

responses predominated in the S1 condition right-arrow responses predominated in the S6 412 

condition. Due to the randomisation in the order of presentation of SIs and TIs, this bias is not 413 

indicative of an interval order effect. This might reflect an inherent bias to associate shorter 414 

intervals with the left arrow and longer intervals with the right arrow; however, further research 415 

would be required to elucidate the nature of this effect. 416 

This study was conducted with a relatively large sample size which had a good spread of 417 

ages and a reasonable gender balance. The results of this study suggest that the decrease in 418 

accuracy of temporal discriminations at longer intervals found by Getty (1975) is not a 419 

generalisable effect. In addition, our results and Getty’s results together suggest that different 420 

individuals may have different profiles of sensitivity to changes in duration. Further research 421 

using a similar procedure on a larger sample of participants could establish whether there are 422 

indeed significant individual differences in the profile of the PSF for time, and if so, what the 423 

behavioural and cognitive correlates of these differences might be. 424 

Individual differences in sensitivity to time are known to exist. For example, deficits in 425 

time perception have been found in a range of psychological and neurological conditions 426 

(Gibbon et al., 1997), including Parkinson’s disease (Malapani, Rakitin, Levy, & Meck, 1998), 427 

Alzheimer’s disease (Haj & Kapogiannis, 2016), and Schizophrenia (Ueda, Maruo, & 428 

Sumiyoshi, 2018). Because the paradigm used in this experiment was designed to run on a 429 

standard commercially available software platform, the current study provides a reproducible 430 
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procedure which could be used to explore variations in the profile of temporal sensitivity across 431 

the human population. 432 

Numerous variants of Weber’s law have been proposed to model the profile of sensitivity 433 

to changes in the physical stimulus of duration, two of which were compared in this study. 434 

Although the most sophisticated of these models (Bizo et al., 2006) provided the best raw fit to 435 

the data, the increase in the fit between the two models was not sufficient to warrant the extra 436 

free parameter required. Furthermore, accommodations for the difference in the number of free 437 

parameters revealed that the model with the smallest number of free parameters, Weber’s law 438 

itself, actually gave the best fit to the data. This result demonstrates that the decrease in 439 

sensitivity to the stimulus of duration found in some previous research at intervals between 1 and 440 

3 s is not a consistent effect. It also adds to the large body of evidence demonstrating that, in 441 

certain situations and within a certain range of intervals, the profile of sensitivity to changes in 442 

duration is best described by Weber’s law. Thus, at least in the case of this research, Weber’s law 443 

appears to have stood the test of time.  444 
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