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Abstract

Periodic inspection and assessment are important for scoliosis patients. 3D ultrasound imaging has become an important means of scoliosis assessment as it is a real-time, cost-effective and radiation-free imaging technique. With the generation of a 3D ultrasound volume projection spine image using our Scolioscan system, a series of 2D coronal ultrasound images are produced at different depths with different qualities. Selecting a high quality image from these 2D images is the crucial task for further scoliosis measurement. However, adjacent images are similar and difficult to distinguish. To learn the nuances between these images, we propose selecting the best image automatically, based on their quality rankings. Here, the ranking algorithm we use is a pairwise learning-to-ranking network, RankNet. Then, to extract more efficient features of input images and to improve the discriminative ability of the model, we adopt the convolutional neural network as the backbone due to its high power of image exploration. Finally, by inputting the images in pairs into the proposed convolutional RankNet, we can select the best images from each case based on the output ranking orders. The experimental result shows that convolutional RankNet achieves better than 95.5% top-3 accuracy, and we prove that this performance is beyond the experience of a human expert.
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1. Introduction

Scoliosis is a lateral curvature of the spine greater than 10 degrees in the coronal plane. It is a common spinal deformity occurring in adolescents aged between 10 and 18 years (Dunn et al., 2018), especially in females Dunn et al. (2018); Konieczny et al. (2012). Adolescent idiopathic scoliosis (AIS) accounts for over 80% cases if scoliosis Popko et al. (2018). During growth, spine curve progression occurs in around 67% of patients and increases the risk of pulmonary function disorder, severe scoliosis can be disabling Popko et al. (2018). Therefore, before skeletal maturity, early screening and treatment of scoliosis is recommended Law et al. (2016).

For the diagnosis of scoliosis, X-ray is a traditional and typical way to detect spine deformity. However, most scoliosis patients are children and adolescents who require frequent routine care for diagnosis, monitoring, and treatment Law et al. (2018, 2016); Larson et al. (2019). For these repetitive measurements, whole spine radiography has been the gold standard Hwang et al. (2018). Young patients are more sensitive to radiation than adults Hwang et al. (2018); Larson et al. (2019), and the cumulative radiation exposure and dose will increase their cancer risk. Studies showed that repeated radiography will raise the lifetime risk of breast cancer and heritable defects, by approximately 2% and 3%, respectively Hwang et al. (2018); Hui et al. (2016). Although several methods were proposed to reduce radiation exposure Geijer et al. (2003); Luo et al. (2015); Ben-Shlomo et al. (2016), such as the EOS system Hui et al. (2016); Wybier and Bossard (2013); Faria et al.
inter-observer variations which can reach 3-5°. The most relative task is the image quality assessment (IQA) on computer vision. RankIQA Liu (2017) was proposed for the no-reference image quality assessment (NR-IQA) utilizing the RankNet and a backbone of VGG-16. The ranking method in that paper was mainly used to augment dataset by artificially adding Gaussian blur distortion to the images; the ranking law between these artificial images becomes simpler than with the natural images. Then, they fine-tuned the learned network using the squared Euclidean distance to regress the image quality scores. Po et al. (2019) proposed to apply a variance-based weighting for the original regression image quality scores to avoid homogenous image patches for the network training and quality score estimation. Ahamed et al. (2019) proposed to use a learning rate scheduler to produce a set of suboptimal models. The final ensemble CNNs were selected from them with weighted averaging. Yan et al. (2018) designed a two-stream CNN for the NR-IQA, where the inputs of two streams are original image and gradient image, to extract more effective features of inputs in different levels compared with one stream structure. However, compared with our task, their databases have exact ground-truth for each image, therefore, they used the regression network to get the image quality scores for testing images. While for our task, the human expert only annotated the best one, it is difficult to do regression. There is another kind of IQA task, called aesthetic or attractiveness image ranking. Deep RankNet was applied to the aesthetic ranking task Tian et al. (2018). They proposed to use the visual similar-based method to generate training pairs and use a dual CNNs to learn the rankings of the images. Ma et al. (2019) proposed a Bayesian ranking cost function for the deep ranking network, DARN. DARN directly learned an attractiveness score mean and variance for each image, and all the images are human labelled. The images they ranked are aesthetic similar images, while our ultrasound images are more similar in structures and have the same contents and the same clarity. Moreover, we do not have the exact human labelled score for each image. Hence, our task is more challenging.

Nevertheless, inspired by the ranking idea, we propose to select the good images of each case by learning their probability ranking scores of good images. Even though we do not have the labelled score for each image, we know which one is the best image in each case. Then, we propose to label each image based on the structure similarity index (SSIM) Wang et al. (2004) score with the best image, and the score of the best image is set to 1.0. The reason is that the SSIM score is judging the structure similarity between two images and is closer to the human’s subjective perception. How-
ever, we do not exactly regress these scores, we only utilize them for obtaining the rankings of the images. Accordingly, we propose to use a learning-to-rank algorithm to solve it. We utilize the combination of RankNet and the convolutional neural network (CNN) to rank images. RankNet is a conventional pairwise learning-to-rank algorithm, which trains the inputs in a paired manner using a Siamese neural network to learn their final rankings. As we know, traditional neural networks are a fully-connected network that each of the input nodes is interacted with each of the output nodes, and it is called shallow neural network since there are generally one or two hidden layers. Especially, the input images are generally large with thousands of pixels in most of the tasks, therefore, there are huge number of weights using traditional neural network and, which causes the costly hardware memory and training time but low performance. Compared to it, CNNs typically adopt the sparse connections between the inputs and outputs by filters with much fewer parameters, meanwhile, the parameter sharing mechanism further reduce the numbers of parameters between them. Even, CNNs usually have deeper structures than the traditional neural networks, when they have similar size of layers, CNNs are still easier to train. Furthermore, if CNNs are initialized by learned features instead of random initialization, which named as transfer learning, the time required for model convergence is further reduced. Therefore, we replace the neural network of the conventional RankNet with CNN, which has shown the more excellent performance and effectiveness on computer vision and medical imaging.

We designed a convolutional RankNet for the spine ultrasound image selection based on the following ideas. Firstly, as there are several images with a large number of similarities for each patient, it is difficult to distinguish them using classification methods. Instead, we consider this as a ranking problem. By ranking them in sequence from 1st to 9th (in descending picture quality), it is easier to select the best image according to the ranking result. Secondly, RankNet traditionally requires a large amount of computational power, as its network structure uses a conventional artificial neural network (ANN). Convolutional neural networks (CNNs) can reduce the computational requirements through their weight sharing strategies and extract features more effectively than ANN. We design a specific CNN architecture for the feature extraction. Thirdly, for further discrimination of similar images, the loss function we adopt is the hinge loss function rather than the cross-entropy loss function in the conventional RankNet. The hinge loss has more discriminating ability when the estimated output scores of two images are very close. Above all, we solve this task by combining the CNN and the principle of RankNet.

The subsequent sections are arranged as follows. In Section 2, we introduce conventional RankNet and the proposed convolutional RankNet in detail. Then, in Section 3, we describe our data and the implementation details of the experiment, presenting the experimental results with several comparisons. Finally, we discuss the testing result in Section 4.

2. MATERIALS AND METHODS

2.1. Data

The ultrasound spine images we used are collected by the Scolioscan system (Model SCN801, Telefield Medical Imaging Ltd, Hong Kong) which is developed using a 3D ultrasound imaging method to obtain spine projection imaging (VPI) for the assessment of scoliosis. The generation method of the 2D coronal projection images from Scolioscan is the narrow-band, non-planar volume rendering algorithm which was introduced in our previous work and named as volume projection imaging (VPI). An illustration of the VPI method is shown in Fig. 2. All the 2D images are in bitmap format. The original image sizes of the 2D coronal images vary, but are around 640 × 2466. However, it is time-consuming to load such high resolution images. Therefore, we resize them uniformly to the same size of 200 × 60. Although there is a 100 times resolution reduction, it has been shown experimentally that the reduction does not decrease selection accuracy. In addition, our labels of the best images are marked manually by an experienced operator who based on the criteria of a clear, dark line in the middle representing the spine profile, and also other spinal features as clearly as possible in the image including transverse processes and ribs.
2.2. Why RankNet

For our further study, our task is to select the images that have sharp, clear, continuous mid dark spine lines, as well as clear transverse processes and ribs. Before this study, we selected the best images using a human expert. However, selection by a human expert is affected by his/her experience and it is inevitably subjective. Moreover, the whole process of this type of selection is time-consuming. Therefore, we propose selecting them automatically using an artificial intelligence (AI) technique.

In our ultrasound imaging system, a 3D ultrasound volume is produced for each patient that can then be further processed into nine 2D coronal images from different imaging depths. The images at different depths have different imaging qualities. As shown in Fig. 3, several images have similarities with the best image when they are adjacent, especially for the mid dark line. As a result, it is difficult to discriminate them with a deep classification model. Hence, we consider selecting them based on their probability rankings to learn the nuanced distinctions. Conventional RankNet is the classic pairwise learning-to-rank algorithm which has been widely applied in search engines Burges (2010). In this work, we combine RankNet with CNN to build a convolutional RankNet for solving our problem; the former is good at ranking, and the latter has great performance in image processing.

2.3. Overview of Conventional RankNet

The traditional RankNet Burges et al. (2005) is a pairwise learning-to-rank algorithm, its structure is based on the traditional artificial neural network (ANN). The main body of RankNet is a Siamese network that consists of two streams of neural networks with shared weights. They also use the same initialization and the same gradient during the back-propagation process.

For each pair of inputs $x_i, x_j$, their corresponding output scores are $s_i = f(x_i)$ and $s_j = f(x_j)$, respectively. If $s_i$ is larger than $s_j$, $x_i$ is ranked higher than $x_j$. The prediction probability that $x_i$ is ranked higher than $x_j$ is defined as

$$P_{ij} = \frac{e^{s_i}}{1 + e^{s_i}},$$ \hspace{1cm} (1)

where $s_{ij} \equiv f(x_i) - f(x_j)$, the difference of the outputs of two branches. We can see that the prediction probability is a sigmoid function of $s_{ij}$.

The original loss function is cross entropy which is defined as

$$L(s_{ij}) = -\hat{P}_{ij} \log P_{ij} - (1 - \hat{P}_{ij}) \log(1 - P_{ij}),$$ \hspace{1cm} (2)

where $\hat{P}_{ij}$ is the target probability. Then, the network learns the ranking using a stochastic gradient descent (SGD) algorithm.

The conventional RankNet has two main drawbacks when solving our problem. On the one hand, as we all know, compared with ANN, CNN is more powerful when extracting efficient features of the images and has exponential reduction of trained parameters. On the other hand, the prediction probability of RankNet is the sigmoid function of the difference between a pair of inputs. However, when the difference is small, meaning the data have great similarities, such as less than 0.1 in our task, the prediction probabilities will be very close, between around 0.475 and 0.525. Thus, it is hard to distinguish between similar images. Meanwhile, in our task, most of the images are quite similar to their neighbors.

2.4. Convolutional RankNet

To tackle the above problems involving the conventional RankNet, we extend the RankNet to a convolutional RankNet by replacing the Siamese ANN with
a Siamese CNN as the backbone. The convolutional RankNet is a combination of the CNN and the pairwise learning-to-rank algorithm, which is much more able to find small distances between images.

The backbone of the proposed convolutional RankNet is shown in Fig. 4, which is a dual branched CNN with shared weights. Each branch has six layers, and the first 5 layers have the same components, each layer consisting of a convolutional layer, a batch normalisation layer and a max pooling layer. The activation function used are ReLU. All the pooling layers have the same filter size of 2, as well as a stride of 2. In terms of the convolutional layers, they have the same filter size of 3 and the same stride of 1, but the numbers of the filters are different, as they are increased exponentially from $2^3$ to $2^9$. The last layer consists of a convolutional layer, a batch normalisation layer, ReLU, and a global average pooling layer. The parameters of the convolutional layer are the same as those in the fifth layer. Then, the global average pooling layer is followed by a fully connected layer, the final score is activated by Sigmoid function.

The whole process for image ranking is shown in Fig. 5. Firstly, the nine images of each case are paired with each other, and each of the two images are only paired once. Then, inputting them into the Siamese CNN in pairs, each branch outputs a prediction score for each input. The two streams of the Siamese CNN are sharing weights. The loss function layer of the convolutional RankNet uses a hinge loss function, which connects two outputs together to train the network. After training, we get the final training score for each image. For testing, we input any new case of nine images to any one of the two streams, and their corresponding output scores are obtained. The images are ranked based on their scores from highest to lowest, thereby selecting the best images.

Before introducing the loss function, we firstly show how we get the target probabilities of good images. In fact, we only created the label of the best image in each group in the beginning. However, if we label the best image as 1, and the others as 0, the most similar image and the least similar image will have the same score. The network may find it difficult to identify them. Therefore, we set the target probability of the best image as 1.0, and others are the similarity values with it. To measure the similarity between two images, structural similarity index (SSIM) is closer to the human preferences Wang et al. (2004). Subsequently, to overcome the sensitivity of the SSIM to image distortions, such as scaling, translation, and rotation of images, the complex wavelet structural similarity index (CW-SSIM) is proposed and performs better for the distorted images Sampat et al. (2009); Wang and Simoncelli (2005). Despite the images we used are scaled, the purpose of measuring their similarities is to rank them instead of obtaining more accurate similarity scores. Moreover, experimentally, we can obtain the same ranking by using any of two indexes. Hence, we adopt the most widely used SSIM to calculate the similarity values of images, which is defined as

$$SSIM(z_i, z_{best}) = \frac{(2\mu_i \mu_{best} + c_1)(2\sigma_i \sigma_{best} + c_2)}{(\mu_i^2 + \mu_{best}^2 + c_1)(\sigma_i^2 + \sigma_{best}^2 + c_2)},$$

where $z_{best}$ is the best image, and $z_i$ is one of the others in this case. $\mu_*$, $\sigma_*$ presents the average and variance of $*$, respectively. $\sigma^2_{z_{best}}$ is the covariance of $z_i$..
and $z_{\text{best}}$. $c_1$ and $c_2$ are two constants to avoid dividing by zero, where $c_1 = (k_1L)^2$, $c_2 = (k_2L)^2$. $L$ is the dynamic range of the pixel value, and $k_1$, $k_2$ are usually defaulted as 0.01 and 0.03. The reason we adopt SSIM is that, compared with other similarity assessment indexes, SSIM is closer to the human’s subjective perception since our reference of the best image is given by the human expert. By learning the SSIM scores, we can obtain a more reasonable ranking order for all the images and their scores are within a range of (0.0, 1.0). The higher output score, the better image. Also, we can rank the images one by one rather than by simply bifurcating them into the best or not.

However, as mentioned in Section II b, it is indistinguishable when the probabilities of two images are very close by using the cross-entropy loss function. Hence, we choose the hinge loss as our loss function, which is widely used in SVM. Given a pair of input images $x_i, x_j$, we can assume that $x_i$ is ranked higher than $x_j$, which can be presented as $x_i \succ x_j$. Burges et al. (2005). The hinge loss function is defined as

$$L(x_i, x_j) = \max(0, m + o_j - o_i),$$

(4)

where $o_i$ and $o_j$ are the projections of the two branches of the network, and $m$ is the margin. That means that when the gap between the two outputs $o_i - o_j$ is larger than the margin, the loss is zero. Supposing that the system produces $N$ images for each patient, we would set the images of each case as a batch, and there would be a total of $\frac{N^2 - N}{2}$ pairs of inputs for each batch. The final ranking hinge loss for a training batch size of $H$ is calculated as

$$L_{\text{rank hinge}} = \frac{1}{H} \frac{2}{N^2 - N} \sum_{h=1}^{H} \sum_{i=1}^{N} \sum_{j=1}^{N} \max(0, m + o_j - o_i).$$

(5)

Eventually, we select the good images based on the ranking scores. However, different from other ranking problems, we do not need to rank all the images correctly as we only select the top $k$ images for each case. Furthermore, we only need the top $k$ images to include the best one since they are very similar.

3. RESULTS

We randomly divide the 400 groups of data into training and testing sets of 200:200, and all the data are normalised. With regard to the training images, we preprocess them before training through a 1.5-times contrast enhancement and a 0.8-times colour saturation reduction. As we only compare any pair of images once, there are a total of 36 pairs of images for each batch.

For the proposed convolutional RankNet, due to its output of each branch being within a range of 0.0 to 1.0, the final output is activated using the sigmoid function. Before the output layer, there are 300 dimensions outputs in the fully connected layer. Moreover, in this network, we use the dropout below the flatten layer and the fully connected layer with a keep ratio of 80%. Moreover, the hyperparameter margin in the ranking hinge loss...
function is experimentally set to 0.1, and the network is updated using the Adam optimizer. The initial learning rate of the network is 0.001. We train the model for 200 epochs.

In the testing period, we directly input 9 images for each batch and choose the outputs of one of the branches as the final output. In fact, the outputs of two branches are the same due to the shared weights. Then, based on the outputs, we can easily select the good images.

The experiment is implemented in Python code using Tensorflow and Tensorlayer deep learning libraries, running on a Mars cluster of the University of Technology Sydney ARCLab, which has a 16GB Nvidia Quadro P5000 GPU.

We evaluate the ability of the proposed convolutional RankNet to select spine ultrasound images in three aspects. First, we show how the proposed convolutional RankNet is different using different kinds of labels: the 0 and 1 labels, and the similarity labels. Then, we present the comparison results using different loss functions: cross entropy, and ranking hinge loss functions. Finally, we evaluate the selection performance by making comparisons with different backbones.

The evaluation indices we use are the top-1 and top-3 accuracies and the normal used two indexes in ranking tasks, Normalized Discounted Cumulative Gain (NDCG) Järvelin and Kekäläinen (2000), the Spearman Rank Order Correlation Coefficient (SROCC) Myers et al. (2013) to assess our ranking algorithm. The top-k accuracy signifies whether the labelled best image ranks in the top k position(s). The reason for this is that in those tasks, they mainly concern the ranking orders with respect to the target orders. However, our main purpose using RankNet is not for the whole exact ranking orders, we aims to select the high quality of the ultrasound images to undergo further process. Based on the experiment and evaluated by clinical experts, the most top-3 2D VPI images are recommended high quality images for further assessment. Thus, in the next section, we are investigated to select the top-3 VPI images using the proposed ConvRankNet.

3.1. Comparison of different kinds of labels

The different performances of the binary outcomes and the similarity labels trained by the proposed method are shown in Table I, which are presented by the top-1 and top-3 accuracies with the confidence limits in 95% confidence level. The accuracies by using similarities are significant higher than binary labels. The top-3 accuracy using similarity label is greater than binary outcomes. This obviously indicates that it is difficult to select the good images if the targets are only 0 and 1, meaning 8 of the 9 images in each group have the same target scores. However, for a series of images which need to be ranked correctly, giving them labels based on similarities offers more objectivity than even humans could provide.

3.2. Comparison of Different Loss Functions

The conventional loss function in the traditional RankNet is the cross entropy loss function Burges et al. (2005). However, the samples from the previous tasks do not have great similarities as ours do. Therefore, as shown in Table II, using the hinge loss function in our ranking network is better than using the cross entropy loss function, where the performances are also presented by the top-1 and top-3 accuracies with the confidence limits in 95% confidence level. It reveals that the hinge loss function has more discriminative power for the pairwise similar images in our task.

3.3. Comparison with Different Backbones of the Network

We compare the proposed backbone with the classic pre-trained VGG-16 Simonyan and Zisserman (2014) and DenseNet Huang et al. (2017). However, we cannot use the original models directly as there are only a total of 200×9 images for training. We optimize the hyperparameters and reduce some layers of the two models, thus obtaining the best accuracies of the pre-trained VGG-16 and DenseNet. This is shown as Table III. Due to our image size being different from that used in the pre-trained VGG-16, the pre-trained layers we use are from conv 1_1 to conv3_1. We are able to obtain the best result, and the fully connected layer is also 300 neurons, which is the same as that of the proposed network. For the DenseNet, the growth rate we use is 8, and we only build 3 dense blocks, 2 transition layers, and also 300 neurons’ fully connected layer. The 3 dense blocks have 6, 8, and 12 bottlenecks, respectively. Even though it has been proven that the VGG-16 and DenseNet have outstanding performance in many tasks, in terms of our problem, our proposed architecture is more powerful. Then, we compared the NDCG and SROCC indexes of using different backbones, the larger of two values means the better ranking result. It can be seen that the proposed convolutional RankNet also achieves the best ranking result, not only in top 3 images, among three kinds of backbones.

We also show the computational complexities of using different backbones of the convolutional RankNet, which is evaluated by the widely adopted floating-point operations (FLOPs). We also present the number of
parameters and the training speed, the average number of images trained per second, for reference. The details are shown in Table 3. Compared with the pre-trained VGG-16 backbone, our model performs better with lower computational complexity, higher speed and only using less than 1/13 parameters. For the DenseNet backbone we used, despite fewer FLOPs and the number of parameters than the proposed approach, however, it is trained more than 3.4 times lower and with lower accuracies. Moreover, when we enlarge the DenseNet to more layers the accuracies decline. Therefore, it indicates that the proposed convolutional RankNet is more efficient than the compared backbones.

### 3.4. Comparison with a Human Expert

As introduced above, there is a total of 21 cases that our proposals are fallen out the top-3 ranking for the all 200 testing cases using our proposed method. We call these the failed matched cases. Following our discussion, we find that there are three main reasons, for this: the AI problem, the quite close similarity problem, and the human expert problem. The AI problem means our approach cannot find a good image at all, the similarity problem means the prediction results are so similar to the target best image that we believe that both of them are acceptable, and the human expert problem means the prediction results using AI are better than the targets given by a human expert. As shown in Table IV, these three situations cause 4, 5 and 12 failed cases, respectively. Therefore, we obtain a 95.5% top-3 accuracy if only the human problem is accounted for. However, if we only exclude the AI problem, we can achieve a 98% top-3 accuracy. Analogically, we assume that these problems also occur when getting the top-1 ranking, and it is even more severe. Namely, the performance of our proposed ultrasound image selection network based on the qualities ranking goes beyond that of a human expert.

Above all, the proposed convolutional RankNet shows the state-of-the-art performance in the scoliosis ultrasound image selection task. Using the AI technique to select a good image greatly saves time for any subsequent assessment.

### 4. Discussion

In this section, we analyse and discuss the details of the outputs given by our proposed convolutional RankNet for the mismatched cases. We discover the reasons behind the three potential problems mentioned before: the AI problem, the human expert problem, and the problem involving a high similarity. During the analysis, we first invited two human experts to select the good images in each case blindly. Then, we compared and summarised the results given by the human experts and our results given by the proposed algorithm. The conclusion regarding what kind of problem that each case belongs to is drawn by the principle shown in Table V.

First, we address the AI problem. The proposed network cannot select good images correctly for 4 cases. After analysis, there are two kinds of situations. One is as shown in Fig. 6(a); the imaging quality is bad, and the middle dark lines are all unclear and damaged during the imaging process. Even the best image given by the human expert also does not have a clear middle line. However, the AI gives the higher scores for the two images that have worst middle lines for the compared 4 images. It indicates that the large noises influence the discretion of the AI. For this case, we finally prefer P4

---

**Table 1: Comparison Results of Different Kinds of Labels**

<table>
<thead>
<tr>
<th>Label Type, Top-1 Acc (%) ± Confidence limits (%)</th>
<th>Top-3 Acc (%) ± Confidence limits (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary outcomes</td>
<td>16.60 ± 2.26</td>
</tr>
<tr>
<td>Similarities (this work)</td>
<td>44.95 ± 0.86</td>
</tr>
</tbody>
</table>

**Table 2: Comparison Results of Different Loss Functions**

<table>
<thead>
<tr>
<th>Loss Function, Top-1 Acc (%) ± Confidence limits (%)</th>
<th>Top-3 Acc (%) ± Confidence limits (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross Entropy</td>
<td>43.15 ± 0.76</td>
</tr>
<tr>
<td>Hinge (this work)</td>
<td>44.95 ± 0.86</td>
</tr>
</tbody>
</table>
Table 3: Comparison Results of Different Backbones

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Top-1 Acc (%)</th>
<th>Top-3 Acc (%)</th>
<th>NDCG</th>
<th>SROCC</th>
<th>FLOPs ($\times 10^9$)</th>
<th>No. Param (M)</th>
<th>Images/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-trained VGG-16</td>
<td>32.5</td>
<td>80.50</td>
<td>0.9802</td>
<td>0.7578</td>
<td>25.46</td>
<td>58.16</td>
<td>44.44</td>
</tr>
<tr>
<td>Simony and Zisserman (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DenseNet Huang et al. (2017)</td>
<td>39.50</td>
<td>82.50</td>
<td>0.9832</td>
<td>0.7977</td>
<td>2.41</td>
<td>0.27</td>
<td>16.67</td>
</tr>
<tr>
<td>this work</td>
<td><strong>44.00</strong></td>
<td><strong>89.50</strong></td>
<td><strong>0.9859</strong></td>
<td><strong>0.8307</strong></td>
<td><strong>9.58</strong></td>
<td><strong>4.43</strong></td>
<td><strong>57.14</strong></td>
</tr>
</tbody>
</table>

Table 4: The Comparison Result with the Human Expert

<table>
<thead>
<tr>
<th>Methods</th>
<th>Total Number of the Mismatched Cases</th>
<th>Top-3 Acc (%)</th>
<th>Top-3 Acc (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Failed Cases</td>
<td>Number of Similar Results</td>
<td>(similar results excluded)</td>
</tr>
<tr>
<td>Human Expert</td>
<td>12</td>
<td>5</td>
<td>91.50</td>
</tr>
<tr>
<td>AI (this work)</td>
<td>4</td>
<td>95.50</td>
<td>98.00</td>
</tr>
</tbody>
</table>

Table 5: The Principle of the Conclusion

<table>
<thead>
<tr>
<th>Our Top 1</th>
<th>Our Top 2 &amp;3</th>
<th>Target</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>×</td>
<td>–</td>
<td>√</td>
<td>AI problem</td>
</tr>
<tr>
<td>√</td>
<td>–</td>
<td>√</td>
<td>Similar result</td>
</tr>
<tr>
<td>√</td>
<td>–</td>
<td>×</td>
<td>Human expert problem</td>
</tr>
<tr>
<td>×</td>
<td>√</td>
<td>×</td>
<td>Human expert problem</td>
</tr>
</tbody>
</table>

and P5. Another situation is that the middle dark lines are not as sharp and striking as in the other cases shown in Fig. 6(b). Our method also provides a bad suggestion of P3; P3 has the worst quality both in the middle and the end parts of the middle line of these 4 images. However, after discussion, P6 is also accepted, and we finally prefer P5 and P6. In general, it can be seen that the generalization ability of the proposed method is affected by the cases that have bad qualities for all the images, and this would need to be improved in future work.

Secondly, there is the human problem. The given targets are not better than the predicted images after our discussion. This problem is more complex, and there are four main situations. Firstly, the images in some cases are quite similar, so sometimes the human expert may be influenced by subjectivity, as shown in Fig. 7(a). Also, some images have bad qualities, as shown in Fig. 7(b), and at the same time they are so similar that the human expert would find it hard to identify the best image. For some other cases, the human’s selection is affected by the noise interference in the surrounding area of the middle lines, such as the marked area in Fig. 7(c). There are also some mistakes when the human expert selects the best images, such as a lack of rib information and the fact that their middle lines are not better than the selection images from the AI, as shown in Fig. 7(d), the good image probability of the target image is only 0.108. Compared with the AI, the human expert has subjectivity and fatigueability. Therefore, when facing the images with high similarities or low identifications, he/she may give discrepant labels for different cases.

Thirdly, there is the close similarity problem. There are 5 failed cases where the output results are very similar to the target best image. Although the results given by the AI do not include the labelled best image from the human expert, they are so similar that we believe that both of them are acceptable (see the P5 and P4 shown in Fig. 8(a)). In fact, in some cases there are more than 3 good images, especially in terms of the middle dark line of the spines, such as the 4 images shown in Fig. 8(b). We also calculate the average similarity between the AI proposals and the human expert’s recommended image in each case, reaching 0.854, which also indicates that these images are highly similar. Hence, although the target best image is not selected correctly, the prediction results are good enough to be used in our further
Figure 6: Samples of mismatched cases provided by AI. The serial number beyond the images is named according to their corresponding depths from P0 to P8 for each case. The bottom of the images are the prediction probabilities using our proposed ranking network, and the higher value signifies a better image. Furthermore, for both (a) and (b), the left three images are the best three good images selected by our deep learning approach, and the right hand image is the best image recommended by the human expert. The parts inside the red rectangles are the main differences between the images.

Tasks.

To sum up, the main impacts on good image selection are the image quality, the noises surrounding the middle dark line, and the close similarity. Therefore, there are two aspects we need to improve in future. On the one hand, the imaging process is supposed to improve so as to obtain a better image quality and to reduce the noise. On the other hand, the generation ability of our method should be enhanced, especially for complex cases.

To select the ultrasound spine images with good qualities for any further scoliosis assessment study, in this paper, we use an AI technique to select them automatically. Since the coronal 2D images produced by a single 3D volume have really high similarities and are difficult to distinguish, we firstly regard this task as a ranking problem. Therefore, we propose a convolutional pairwise learning-to-rank approach to solve the problem, which is a combination of the CNN and the traditional ranking method. Furthermore, we replace the cross-entropy loss function in the conventional RankNet to the hinge loss function, and the result is improved. Surprisingly, the proposed method performs better than the human expert in the selection results. In the future, we will firstly evaluate the proposed network on more data and improve its generation ability.
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