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Marlo Haering, Muneera Bano, Didar Zowghi, Member, IEEE, Matthew Kearney, and Walid Maalej

Abstract—With the vast number of apps and the complexity
of their features, it is becoming challenging for teachers to select
a suitable learning app for their courses. Several evaluation
frameworks have been proposed in the literature to assist teachers
with this selection. The iPAC framework is a well-established
mobile learning framework highlighting the learners’ experience
of personalization, authenticity, and collaboration (iPAC). In this
paper, we introduce an approach to automate the identification
and comparison of iPAC relevant apps. We experiment with
natural language processing and machine learning techniques,
using data from the app description and app reviews publicly
available in app stores. We further empirically validate the
keyword base of the iPAC framework based on the app users’
language in app reviews. Our approach automatically identifies
iPAC relevant apps with promising results (F1 score ∼72%) and
evaluates them similarly as domain experts (spearman’s rank
correlation 0.54). We discuss how our findings can be useful for
teachers, students, and app vendors.

Index Terms—Mobile learning, app store analytics, supervised
machine learning, natural language processing.

I. INTRODUCTION

EDUCATIONAL mobile apps offer innovative opportu-
nities for teachers to improve students’ learning [1],

[2]. Over the last decade, researchers have investigated the
effectiveness of apps in various education domains [3], [4] and
proposed new pedagogical frameworks for mobile learning [5],
[6]. However, with the vast, continuously increasing number
of available apps [7], choosing “the right app” is becoming
more and more difficult and time-consuming for teachers and
students [8]. One particular challenge is to efficiently select an
app that appropriately supports the desired learning activities,
assessment strategies, and pedagogical preferences [9].

Teachers may use one of many existing digital frameworks
to evaluate educational apps. However, most of them require a
manual evaluation regarding different characteristics, which is
time-consuming [10], [11]. Numerous frameworks have been
proposed in the literature, ranging from complex multi-level
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models (e.g., [12]) to smaller frameworks that often omit
important socio-cultural characteristics of mobile learning.
Common themes include interactivity, control, communication,
mobility of learners, and portability of mobile learning de-
vices. The theoretical underpinning for this study is a robust
and validated mobile pedagogical framework called iPAC
[13], [14]. Grounded in socio-cultural theory [15], it focuses
on three distinctive mobile learning evaluation dimensions:
personalization (P), authenticity (A), and collaboration (C).

The personalization dimension comprises the sub-
dimensions “agency” and “customization.” A high
personalization level provides learners with an enhanced
degree of agency [16], and the flexibility to customize tools
and activities. The authenticity dimension enables in-situ and
participatory learning [17], consisting of the sub-dimensions
“task,” “tool,” and “setting.” These focus on learners’
involvement in rich, contextualized tasks, realistically making
use of tools, and driven by relevant real-life practices
and processes [18]. The collaboration dimension captures
the conversational, networked features of mobile learning,
consisting of the sub-dimensions “conversation” and “data
sharing.” Learners engage in joint work, interacting and
networking with peers, experts, and the environment [19].

The iPAC rubric is a publicly available evaluation scheme
for domain experts to evaluate to which degree an app
addresses the iPAC dimensions [20]. The rubric consists of
three closed questions for each iPAC dimension. A domain
expert should answer these closed questions on a scale from
one to three. Fig. 1 shows, for instance, the questions for
the collaboration dimension. Additionally, Kearney et al. [13]
collected ∼100 iPAC keywords based on academic literature
in educational research to describe the iPAC dimensions. We
refer to these keywords as iPAC keywords.

Fig. 1. The evaluation questions for the iPAC collaboration dimension [21].
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The iPAC framework has recently been used to inform
research on mobile learning in school education [22], teacher
education [23], [24], indigenous education [25], and other
areas of higher education [26]. For example, Viberg and
Grönlund [27] used the framework to develop a survey for
eliciting students’ attitudes toward mobile technology use for
foreign language learning in higher education. It is known
as a robust framework [28] which is relevant to teachers and
education technology researchers [14].

The overarching aim of this study is to support teachers to
navigate through the vast selection of education apps by auto-
matically identifying and comparing iPAC-relevant apps. We
mine and analyze the app descriptions (written by vendors) and
app reviews (written by users) from the Google Play store. App
descriptions summarize the characteristics and functionality of
the app, including its pedagogical and technical features. Fig.
2 shows an example of the app “Shotclasses” and highlights
the iPAC-relevant parts in the app description. In this study,
we call this example an iPAC-based app as it addresses at least
one of the iPAC dimensions (i.e., personalization, authenticity,
or collaboration).

Further, app users write app reviews, which consist of free-
text comments and star ratings to express their opinions and
feedback on an app and its features. The popularity of this
feedback mechanism has continuously increased over the past
years. Popular apps might get hundreds or even thousands of
reviews per day, which makes it laborious and time-consuming
to analyze every review manually [29], [30]. Many users
read app reviews before deciding to use a specific app [31].
Vendors also might monitor the satisfaction of their customers
by analyzing the reviews [32], [33]. Finally, app developers
can identify bug reports and feature requests from the reviews
[34]. Similar to an iPAC-based app, in this study, an iPAC-
based review addresses at least one of the iPAC dimensions.

The contribution of this paper is threefold: First, we use a
semi-automated approach to extend the literature-based iPAC
keyword set [8] with users’ vocabulary found in app reviews.
Second, we introduce an approach to automatically identify
and compare iPAC-based apps by using a combination of
the app descriptions and review texts. Third, we discuss how
our approach could facilitate the search and navigation for
education apps for stakeholders, including teachers, students,
and app vendors. Additionally, we share our code and dataset
to enable replication [35].

The remainder of the paper is structured as follows. In
Section II, we discuss the related work. Section III introduces
the research questions, method, and data. Section IV describes
in detail how we conducted each of our research phases. In
Section V, we summarize the results of our experiments and
answer the research questions. We discuss implications, future
directions, and threats to validity in Section VI, and conclude
the paper in Section VII.

II. RELATED WORK

We focus the related work discussion on the areas of
automation in mobile learning and app feedback analytics.

Fig. 2. App description excerpt of the app “Shotclasses.” iPAC-relevant parts:
personalization (top), authenticity (middle), collaboration (bottom).

A. Automation in Mobile Learning

Over the last decade, research has shown that mobile learn-
ing is a promising approach to improve learning effectiveness
and experience. For instance, various studies have examined
and demonstrated the positive effect of using mobile tech-
nology and mobile apps on the students’ learning outcomes
[6], [36], [37]. Some preliminary studies have particularly
focused on automating different educational tasks in this
setting. Ortega-Garcı́a et al. [38] proposed a tool to facilitate
the creation of custom educational apps for teachers. Ruipérez-
Valiente et al. [39] used machine learning to detect cheating
students. Sun et al. [40] also applied deep neural networks to
automatically tag test questions for evaluating students’ ability.

A major challenge for mobile learning, according to Pa-
padakis et al. [41] is to find suitable high-quality educational
apps. Several frameworks have thus been suggested to evaluate
mobile apps for educational purposes. For instance, Kay
[10] proposed a framework that guides teachers in selecting
mathematics apps from a vast number of available options
based on their types and characteristics. We focus on the
iPAC framework [10], [11] since it is not limited to a specific
learning area, has been validated in several studies, and is
supported with a set of keywords and questions which ease
a systematic evaluation. With the exponential growth in the
number of apps, a manual evaluation is becoming increasingly
challenging.

Our study addresses this challenge by introducing an ap-
proach to find apps, which meet selected pedagogical char-
acteristics and evaluate them automatically. We build on the
preliminary experiments by Bano et al. [8] in which the
authors explored the utility of app reviews for evaluating
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the pedagogical affordances of education apps by conducting
feature-based sentiment analysis on the iPAC dimensions.
Reviews on mobile apps provide a rich source of information
on the usefulness of these apps. Our work is also inspired by
recent advances in collecting and automatically analyzing app
reviews for evaluating and gaining insights about the apps’
characteristics and features [30], [42]. We are not aware of
any published research in this area, focusing on educational
apps and pedagogical evaluation.

B. App Feedback Analytics

With the rise of app stores and social media, users can
nowadays rate and write their experience with a software
product after using it [29]. Such feedback is particularly
essential to software designers and app vendors, as it often
contains valuable information, including bug reports and fea-
ture requests [43].

App feedback analytics is an increasingly popular research
topic, which focuses on collecting and automatically analyzing
app reviews [32], [44], [45], tweets [46], [47], or product
reviews (such as Amazon reviews) [48], [49] to understand
and summarize users’ needs and inform engineering deci-
sions. A common analysis goal is to automatically filter non-
informative reviews and classify the remaining ones into bug
reports, feature requests, and experience reports [44]. Further
studies [48], [49] focused on extracting and summarizing the
rationale, which is the reasoning and justification of user
decisions, opinions, and beliefs. A few other studies went
one step further to link the reviews to the product features
described by the vendors on the app pages [50].

In this study, we leverage the users’ language from the
app reviews to find significant terms to describe mobile
learning characteristics. We apply well-established analysis
methods from previous studies in the field of app feedback
analytics and introduce an automatic approach to evaluate and
assess educational apps with respect to the iPAC dimensions
personalization, authenticity, and collaboration.

III. RESEARCH DESIGN

A. Research Questions

The overall goal of this research is to explore how the
evaluation of education apps can be automated based on
publicly available data. We target the fairly established eval-
uation framework iPAC and focus on the following research
questions:

– RQ1 What is the level of accuracy in automatically
identifying iPAC-based apps with app store data?

– RQ2 What is the level of accuracy in automatically com-
paring education apps regarding their iPAC evaluation?

– RQ3 Which of the iPAC characteristics can we observe
in iPAC-based apps and their associated reviews?

The app description outlines the app vendor’s perspective on
the app. It typically contains a list of the major app features
and user scenarios. Additionally, users give feedback on their
app experience in app reviews. With RQ1, we aim to use
the vendors’ and users’ perspectives to identify iPAC-relevant

apps. We apply natural language processing methods with text
embeddings to automatically identify apps that address the
iPAC dimensions.

For RQ2, we try to compare apps regarding their iPAC
relevance based on an automatic app evaluation. The goal is
to supplement the manual app evaluations made by domain
experts who use the iPAC rubric for the manual evaluation
[20].

For RQ3, we apply our approach and automatically identify
iPAC-based apps and reviews. We then analyze them qualita-
tively to explore which iPAC characteristics they contain.

B. Research Method and Data

Fig. 3 shows an overview of our methodological framework,
which comprises four consecutive phases.

In the first phase, we collected and preprocessed the re-
search data. For this, we crawled Android apps and their
reviews of the Google Play store as it is currently the largest
app store on the mobile app market [51]. Table I summarizes
the datasets we used in this study. Our dataset comprises
1,764,243 apps and 104,249,416 reviews. Among these apps,
156,944 belong to the app category “education,” which has
3,537,382 app reviews. We further used an existing iPAC
rubric database [20], which contains 169 manually evaluated
education apps. We sampled 98 iPAC apps from this database
and manually added 100 non-iPAC apps, which we describe
and use in Section IV-B for our supervised machine learning
experiments.

For our research, we only considered app descriptions and
app reviews in the English language. For the data preprocess-
ing, we used a language detection tool [52] to identify the
language and filtered out the non-English apps, which left us
with 98,999 apps. We followed the same approach to filter the
app reviews, whereby we reduced the number of app reviews
to 2,410,638.

In the second phase, we semi-automatically created a
grounded set of iPAC keywords that we can use in the
app classification. Bano et al. [8] conducted a preliminary
study to identify iPAC-based reviews and analyzed them with
sentiment analysis methods. They used an iPAC keyword
set to identify iPAC-based reviews and found only a few
matches because users do not use these terms from academic
literature in their reviews including “socio-cultural,” “context-
awareness,” “learner-negotiated,” “contextualization,” “situat-
edness,” or “social interactivity.” In this study, we cope with
this gap by refining the original iPAC keywords [13] with
an extended set of keywords based on app review data to
identify the iPAC-relevant parts in app descriptions and app
reviews more precisely. We iteratively adapted and extended
these keywords by incorporating the users’ language in app
reviews based on word embeddings and text analysis methods
in collaboration with domain experts.

In the third phase, we answered RQ1 and RQ2. For RQ1, we
used the extended iPAC keyword set to extract machine learn-
ing features and classify iPAC-based apps with a supervised
machine learning approach. For RQ2, we used our extracted
features to compare apps automatically regarding their iPAC
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Fig. 3. Overview of our research methodology with four main phases.

scores. We evaluate our comparison with the Spearman’s
rank correlation coefficient [53], which measures the distance
between our ranking and the ranking by the domain experts.
To answer RQ3, we performed a qualitative analysis of iPAC-
based apps in the fourth phase. We sampled iPAC-based app
reviews and qualitatively looked into the top-scoring apps for
each iPAC dimension.

TABLE I
SUMMARY OF THE DATA SETS AND SUBSETS WE USED IN THIS STUDY

Data set # Apps # App reviews

Google Play store 1,764,243 104,249,416
Education apps 156,944 3,537,382

Education apps (English) 98,999 2,410,638
iPAC apps 98 821,731

non-iPAC apps 100 588,969

IV. ANALYSIS

In this section, we describe how we conducted the research
phases two, three, and four as shown in Fig. 3.

A. iPAC Keyword Extension

In this phase, we semi-automatically extended the initial
iPAC keyword set [13] based on app store data to identify
iPAC-relevant parts in app descriptions and app reviews. We
iteratively adapted and extended the iPAC keywords by in-
corporating “users’ language” based on word embeddings and
text analysis methods in collaboration with domain experts.
These domain experts are the creators of the iPAC framework
and worked with it since then.

1) Keyword candidate collection: Kearney et al. [13] cre-
ated a keyword set, describing the iPAC dimensions. It is
based on academic literature in educational research related to
iPAC and consists of 98 keywords. As a first step, we filtered
keywords that we found ambiguous based on an initial manual
analysis of how users use these words in app reviews. Thereby,
we omitted keywords, including “games,” “mash,” and “tag.”
Previous work has shown that users rarely use the initial iPAC
keywords in their app review texts [8]. To overcome this

issue, we leveraged word embeddings to find word and phrase
candidates that users write in similar contexts as the iPAC
keywords. Word embeddings are vector representations of
words in a high-dimensional space. Two vector representations
of words that are used in a similar context are close in this
space. For our application, we used word2vec, as proposed
by Mikolov et al. [54], for computing a distributed word
representation. Word2vec requires a text corpus, as large as
possible, as an input and produces low-dimensional vectors as
an output. For our experiment, we generated word embeddings
based on the 2,410,638 English app review texts on education
app reviews.

To acquire one single vector representation for common
phrases (e.g., “augmented reality”), we applied a phrase de-
tection algorithm as proposed by Mikolov et al. [55]. For
the word2vec model generation, we used the Python library
gensim [56]. We preprocessed the text by first removing the
stop words, such as “I,” “you,” “this,” or “in.” Afterward, we
lemmatized each word before training. Lemmatization is an
approach to reduce the different inflections of a word to their
basic form to be analyzed as a single item. For instance, it
reduces the words “walked,” “walks,” “walking” to “walk.”

For the generation of additional iPAC keyword candidates,
we collected the ten most similar words in the vector space
to each of the iPAC keywords. After this step, we removed
duplicates, emojis, and numbers, which left us with a set of
338 keyword candidates.

2) Content analysis of iPAC-based app reviews: In this
step, we conducted a manual content analysis of app reviews
as described by Neuendorf [57]. We only consider app reviews
without app description texts as our study focuses on extending
the iPAC keyword set with the user language found in the
reviews. Three domain experts, familiar with the iPAC frame-
work, systematically annotated occurrences of the keyword
candidates in app reviews in a spreadsheet to evaluate how
accurately a keyword identifies iPAC-based reviews. For each
keyword candidate, we randomly retrieved three occurrences
in app review texts from our English reviews on education
apps. This keeps a balance between limiting the effort of
the manual annotation while providing an insight into how
accurately a keyword identifies an iPAC-based review.

The domain experts reviewed these occurrences indepen-
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dently and indicated the iPAC dimensions addressed. As an
example, the app review “Great app. Lets you learn at a
steady pace without confusing you...oh yeah and cool graph-
ics” contains the keyword candidate “steady pace,” which is,
therefore, annotated as relevant for the personalization dimen-
sion. In contrast to that, the app review “The most generous
courses plate form” contains the candidate “generous” and is,
therefore, annotated as iPAC irrelevant. In total, three domain
experts annotated 1,014 app reviews for all 338 collected
keyword candidates. Among all keyword candidates, 108 were
peer-annotated (i.e. 324 app review annotations). We resolved
annotator disagreements with our scoring system, which we
describe in the next section.

3) Keyword scoring and ranking: Given the domain ex-
perts’ annotations for all app reviews, we ranked the keywords
regarding their accuracy for identifying iPAC-relevant app
reviews. We introduced the following scoring system for the
keywords: We obtained a keyword score by adding the number
of identified iPAC-based reviews for each keyword. As the
domain experts annotated each addressed iPAC dimension in
the app reviews, we also added the iPAC-relevant reviews
for each iPAC dimension and calculated a score for each
dimension. For the peer-annotated app reviews, we calculated
the mean value to resolve disagreements. We ranked the
keywords according to these scores and discarded any keyword
candidate with a total score below 1.5, as it ensures that
the two domain experts considered in total at least three app
reviews relevant. Table II lists the 51 remaining keywords with
their scores after the filtering at the end of the second research
phase.

B. iPAC-Based App Classification

In the third research phase, we describe all the experiments
we conducted to answer RQ1 and RQ2. To answer RQ1, we
conducted classification experiments. We trained a fastText
model to extract machine learning features for an app based
on its description and app reviews. To answer RQ2, we further
inspected if we can use the extracted features to compare apps
regarding their iPAC relevance.

1) Machine learning feature extraction: Feature extraction
is the process of converting the items we want to classify
into a numerical representation for the machine learning
algorithm. We used a fastText model [58] to represent the
apps numerically based on their app descriptions and app
reviews. We trained the fastText model based on ∼4 million
sentences from app reviews on education apps in the English
language with default parameters. We preprocessed the app
review texts by performing a two-level phrase detection [55].
Thereby, we detected frequent phrases of up to three words,
which became single tokens in the vector space, for example,
“wi fi connection.“

We extracted machine learning features for an app based on
its app description and app reviews, which is also known as
text embedding. In the following, we formally describe the
extracted features. We used the fasttext model to calculate
vectors that represent each iPAC dimensions (P, A, and C).
We describe how we calculated the iPAC vectors. Let A be

TABLE II
IPAC KEYWORD RANKING AFTER THE SEMI-AUTOMATIC EXTENSION

AND THEIR SCORES OF THE MANUAL CONTENT ANALYSIS

iPAC scores
iPAC Keyword Pers. Auth. Coll. Total

steady pace 3.0 1.0 0.0 4.0
comfortable pace 3.0 0.0 0.0 3.0
communication between 0.0 0.0 3.0 3.0
customise 3.0 0.0 0.0 3.0
portable 3.0 0.0 0.0 3.0
communication 0.0 0.0 3.0 3.0
communicate 0.0 0.0 3.0 3.0
diversity 3.0 0.0 0.0 3.0
own convenience 3.0 0.0 0.0 3.0
dynamic 2.0 1.0 0.0 3.0
tailor 3.0 0.0 0.0 3.0
augmented reality 0.0 3.0 0.0 3.0
customization 3.0 0.0 0.0 3.0
configurable 3.0 0.0 0.0 3.0
stay connected 0.0 0.0 3.0 3.0
instant communication 0.0 0.0 3.0 3.0
adapt 3.0 0.0 0.0 3.0
encouragement 3.0 0.0 0.0 3.0
immediate feedback 3.0 0.0 0.0 3.0
own pace 3.0 0.0 0.0 3.0
leisure 3.0 0.0 0.0 3.0
communication between parent 0.0 0.0 3.0 3.0
collaborate 0.0 0.0 2.5 2.5
freedom 2.5 0.0 0.0 2.5
personalize 2.0 0.0 0.0 2.0
direct contact 0.0 0.0 2.0 2.0
convenience 1.5 0.5 0.0 2.0
picky 0.0 2.0 0.0 2.0
dialogue 0.0 0.0 2.0 2.0
personal 1.0 0.0 1.0 2.0
interactive 0.0 0.0 2.0 2.0
interaction 1.0 0.5 0.5 2.0
interact 1.0 0.0 1.0 2.0
instant 1.0 0.0 1.0 2.0
imagination 2.0 0.0 0.0 2.0
flexibility 2.0 0.0 0.0 2.0
growth 0.0 2.0 0.0 2.0
clever 2.0 0.0 0.0 2.0
social 0.0 0.0 2.0 2.0
visualization 0.0 2.0 0.0 2.0
motivation 1.0 1.0 0.0 2.0
maintain 2.0 0.0 0.0 2.0
ownership 2.0 0.0 0.0 2.0
authentic 0.0 2.0 0.0 2.0
aspiring 1.0 1.0 0.0 2.0
sandbox 0.0 1.0 0.5 1.5
adjust font size 0.0 0.0 1.5 1.5
sport 0.5 0.5 0.5 1.5
produce 1.0 0.0 0.5 1.5
empowering 1.0 0.5 0.0 1.5
google+ 0.0 0.0 1.5 1.5

the set of all words included in the fastText model. Further,
let  ? ,  0,  2 ∈ � be the keyword sets for each iPAC
dimension, and let � : � → ℝ100 be the word embedding
function that yields a 100-dimensional vector representation
from the fastText model with the default configuration. Then,
we calculated the iPAC vectors P, A, C as the sum of the single
keyword vectors:
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% =
∑
F ∈ %

� (F) � =
∑
F ∈ �

� (F) � =
∑
F ∈ �

� (F)

We further defined a function that yields a vector representa-
tion of a text, which we use to calculate a vector representation
for the app description text as well as for an app review text.
This function calculates the average of the vectors of each
word. According to Kenter et al. [59], this approach “has
proven to be a strong baseline or feature across a multitude of
tasks,” including short text similarity tasks.

Let ) = {(F1, F2, F3, ..., F=) |F8 ∈ � : 1 ≤ 8 ≤ =} be the
set of all texts that consists of a sequence of words. Then we
define the function ) : ) → ℝ100 as:

) (C) =
∑=
8=1 � (F8)
=

5 >A C ∈ )

Finally, we defined the feature extraction function + : ) →
ℝ3 as the cosine distance d between the text vector and each
iPAC vector:

+ (C) = ( 3 (%,) (C)), 3 (�,) (C)), 3 (�,) (C)) )

The features for an app 0 based on its app description text
C0 are then described with the previously defined function as
+ (C0). To extract the feature of an app based on an app’s
reviews, we average over the extracted features for all app
review texts '0 = {C1, C2, ..., C=} of that app:

+0 =

∑
C ∈'0 + (C)
|'0 |

2) Training set creation: Our training set should consist of
iPAC apps and non-iPAC apps. We sampled the iPAC apps
from the 169 apps, which domain experts evaluated according
to the iPAC rubric. The dataset contains both Android and
iOS apps. We only considered the iPAC-based Android apps,
with an English app description, with a length of at least 500
characters to filter out empty and meaningless app descriptions
with too little content. This left us with 98 iPAC-based apps for
our training set (see Table I). We added the single scores for
each iPAC dimension to reduce the complexity, which yielded
three combined iPAC scores. For each dimension, three is the
lowest score, and nine is the highest.

We manually selected 100 non-iPAC apps, based on the
app title and app screenshots across different app categories
to our training set (see Table I). We used the app category
“education” as an exclusion criterion. Our sample includes
apps from diverse categories, including art & design, music,
tools, games, health, productivity, and lifestyle. This results in
our training set of 198 apps, 98 iPAC apps, and 100 non-iPAC
apps.

For the machine learning features based on the app reviews,
we collected up to 10,000 app reviews sorted by “most helpful
first” (according to Google Play store). The collection took one
week at the beginning of April 2019. The outcome of this step
is the training set, which we used to evaluate the subsequent
automatic app classification.

3) Evaluation of the app classification: To answer RQ1, we
extracted the features based on the app description text and the
app reviews. We used a binary support vector machine (SVM)
classifier with a linear kernel [60] and default parameters to
classify whether an app is iPAC-relevant (8?02) or not (>Cℎ4A).
The SVM classifier has successfully been applied to different
text classification tasks, including software defect detection
[61] and fake news detection [62]. We used two different
feature sets: (1) based on the app description and (2) based
on both the app description and the app reviews.

For assessing the classification results, we evaluated the
classification accuracy using the standard metrics precision,
recall, and F1 score. %A428B8>=8 ?02 is the fraction of apps
that are classified correctly to belong to 8?02. '420;;8 ?02 is
the fraction of 8?02 apps which are classified correctly. We
calculated them as follows:

%8 ?02 =
)%8 ?02

)%8 ?02 + �%8 ?02
'8 ?02 =

)%8 ?02

)%8 ?02 + �#8 ?02
)%8 ?02 is the number of apps classified as 8?02 and actually

are 8?02 apps. �%8 ?02 is the number of apps that are classified
as 8?02, but actually, they are of the >Cℎ4A class. �#8 ?02 is
the number of apps that are classified as >Cℎ4A but actually
are 8?02 apps. We consider precision more important than
recall as we want to minimize type I errors (false positives)
for an application. For example, we want a teacher to examine
a minimal number of wrongly-classified apps. The classifier
might not catch all iPAC-based apps, but on the other hand, we
minimize the time spent by the teacher examining irrelevant
apps. We manually analyzed the apps that fall under the
category of type I errors (“false positives”).

We also calculated the F-Measure (F1), which is the har-
monic mean of precision and recall providing a single accuracy
measure. Due to our training set’s small size, we conducted
stratified ten-fold cross-validation [63] on our training set to
acquire reliable results. It splits the truth set ten times at a
ratio of 90:10. In each fold, we use 90% of the data as the
training set and 10% as the test. Based on the size of our truth
set, we felt this ratio is an appropriate trade-off for having
large-enough training and test sets. Finally, we plot the ROC
curve in Fig. 4 and report the area under the curve (AUC)
to provide an aggregated measure of performance across all
possible classification thresholds. We used the Python library
scikit-learn [64] for the experiments. To enable replication,
our models, along with the relevant source code, is publicly
available.

4) Automatic app comparison: We also explored whether
we can utilize our extracted machine learning features to
automatically compare apps regarding the iPAC rubric scores.
We checked for a correlation between manual iPAC evaluation
by domain experts and the ranking based on our extracted
features. For the correlation metric, we used Spearman’s rank
correlation coefficient.

V. RESULTS

In this section, we present the results of the research phases
three and four and answer the research questions of this study.
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A. iPAC-Based App Classification

1) Classification results: Table III summarizes the results
of the stratified ten-fold cross-validation classification experi-
ment with different feature set combinations. We used all 198
apps of the training set for this experiment. The numbers in
bold represent the highest scores for each column and class,
which means the highest accuracy metric (precision, recall,
and F1-score) for the app classes iPAC and other.

TABLE III
CLASSIFICATION RESULTS WITH DIFFERENT FEATURE SETS. TRAINING

SET: 98 IPAC APPS AND 100 OTHER APPS

Class Feature set Precision Recall F1-score

iPAC Description 0.68 0.28 0.39
Other 0.55 0.87 0.67
iPAC Descr. + Reviews 0.71 0.72 0.72
Other 0.72 0.71 0.71

We achieved the best F1-scores (0.71 − 0.72) by using the
features based on the app description and app reviews. The
precision and recall values are balanced (0.71 − 0.72). The
recall for the app class other reached 0.87 when we used only
the app description features. Regarding RQ1, we identified
iPAC-based apps using the app description and app review
texts with an F1-score of ∼ 0.72 (�*� = 0.78) in this setting.

Fig. 4. ROC curve of the classification results with two different feature sets.

We further describe the results of the manual analysis of
the false positives (type I errors). We found that the app
description texts of these apps contained iPAC-relevant app
features. For example, a chess app and a checkers app include
authenticity features as “Top - 2D and Front - 3D” and “Re-
alistic graphics,” the fitness app Strava provides collaborative
features as “Record routes on your Strava feed so friends &
followers can comment & share their own progress.” Another
hiking app mentions personalization features that allow the
user to “build your own personal adventure log.”

When we manually selected non-iPAC-based apps, we only
considered the app name and the screenshots, whereby we did

not get an overall impression of all app features. Thereby,
we introduced noise in our training set as we might have
considered apps wrongly as “not iPAC-relevant.” This finding
is an indicator that our approach could reach better results
with a cleaner set of non-iPAC-based apps.

B. App Ranking Results

Table IV shows the correlation results.

TABLE IV
SPEARMAN’S RANKING CORRELATION BETWEEN MANUAL ASSESSMENT

AND EXTRACTED FEATURES

Feature Personal. Authent. Collabor.

description personalization 0.09 0.12 0.12
description authenticity 0.18 0.22 0.14
description collaboration 0.46 0.49 0.54
review personalization 0.04 0.05 0.01
review authenticity 0.14 0.16 0.1
review collaboration 0.36 0.37 0.36

We can see that only the features, that are based on the col-
laboration vector correlate with human evaluation. We found
a moderate positive correlation (0.46 ≤ AB[198] ≤ 0.54, p <

.001) for the feature based on the app description. Further, we
found a weak correlation (0.36 ≤ AB[198] ≤ 0.37, ? < .016)
based on app reviews [65].

Fig. 5. Scatter plot that shows the extracted features based on the app
description (left) and app reviews (right) for iPAC-based apps and non-iPAC-
based apps.

Fig. 5 shows two 3d-scatter plots with the apps of our
training set. We extracted three features based on the app
description and the app reviews and placed it in the coordinate
system. It shows that the extracted features based on the col-
laboration dimension are the most informative to distinguish
between iPAC and non-iPAC-based apps. Regarding RQ2,
we ranked mobile apps according to the iPAC framework as
we found a moderate positive correlation (AB[198] ≤ 0.54)
between our extracted features and the manual app evaluation
by domain experts.

C. Qualitative Analysis

In the fourth research phase, we used our approach to find
iPAC-based apps and iPAC-based reviews. We then proceeded
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TABLE V
TOP-RANKED IPAC APPS FOR EACH IPAC DIMENSION

iPAC scores
Name App description quotes P A C

Shotclasses

“Provides personalized
content on personal and
company-owned shared
devices,” “Intelligently
recommends trainings to
improve individual
knowledge base”

0.92 0.83 0.76

Ratna Sagar
Science Magic
AR

“augmented reality,”
“knowledge is imparted
using visual learning,” “3D
visualization,” “models of
the human skeleton”

0.84 0.89 0.72

HeadStart
Kent

“communication,
collaboration and content
sharing in education”

0.80 0.72 0.89

with a qualitative analysis inspired by Kurtanović and Maalej
[48]. We randomly sampled automatically identified iPAC-
based apps and iPAC-based reviews and summarized their
content and commonalities. We implemented our approach to
identify the top-ranked apps for each iPAC dimension auto-
matically. The qualitative insights help teachers to understand
the potential usefulness of iPAC-based reviews.

1) Qualitative insights into iPAC-based apps: Table V lists
the apps, with their sections of the app description that refer to
the top-ranked dimension, and the associated iPAC scores. The
table shows that the app description advertises iPAC-relevant
app features in accordance with the extracted iPAC scores. The
app “ShotClasses” provides personalization features, including
a customized recommendation system. The app “Ratna Sagar
Science Magic AR” offers a variety of “visual learning”
features based on “augmented reality” with “3D visualization”
and a “virtual world.” The app “HeadStart Kent” describes
features to “collaborate and share content in education.”

We further list the words and phrases that occur in app
descriptions that are most significant for each iPAC dimension.
Table VI ranks the words and phrases that occur in app
description texts based on their similarity to each of the iPAC
vectors. Thereby, we identified how the vendors address the
iPAC dimensions in their app descriptions. Table VI reveals
the connection between the iPAC dimensions and app fea-
tures. Words regarding the personalization dimension include
“paced,” “gamification,” and “customization.” For instance,
the words regarding the authenticity dimension are related to
visualization features in an app as “augmented reality” and
“virtual reality.” The important words for the collaboration
dimension are about communication features such as “instant
messaging” and “conferencing.”

2) Qualitative insights into iPAC-based reviews: Table VII
lists the reviews along with the addressed iPAC dimensions.
We found that iPAC-based reviews often praise or criticize
specific technical aspects of app features or the usability of
the app. Review #1 praises the feature, which enables the
personalization of training length. App reviews addressing
authenticity mention augmented reality, 3d-models, or virtual

reality features. As an example, app review #2 endorses an
“electronic simulation.” App review #3 praises the “interac-
tivity” of an app. Some users point to the absence of certain
app features, which are related to an iPAC dimension. For
example, app review #4 would like the feature to communicate
with fellow learners. Some users express their role (e.g., “as a
teacher,” “I’m a student”) and explain how an app is useful in
their specific scenario. App review #5 reveals that the author
uses the “Emodo” app as a student and describes how to use
the “Collaboration” relevant features.

Regarding RQ3, we can observe app features for each
iPAC dimension in iPAC-based app descriptions and app
reviews. App features on customization, individual settings,
and personalized recommendations address the personalization
dimension. Simulations with virtual and augmented reality fea-
tures address the authenticity dimension. The collaboration di-
mension is addressed with features including file sharing, real-
time collaborative editing, and other characteristics supporting
communication between students, teachers, and parents.

VI. IMPLICATIONS AND FUTURE DIRECTIONS

This paper focuses on automatically identifying and com-
paring iPAC-based apps. The results provide evidence that we
can automatically identify iPAC-relevant aspects in both app
descriptions and app reviews. Our approach extracts the iPAC
rubric app evaluation from unstructured data without the input
of a domain expert or other formal evaluation instruments. In
the following, we highlight future work by discussing technical
extensions to improve our results and by outlining a potential
app search tool. We also highlight threats to the validity and
limitations of our study.

A. Using and Improving the Approach on Different Datasets

We limited the analysis of this paper to the three iPAC di-
mensions. However, we described our overall research method-
ology in sufficient detail, enabling researchers to apply this
process to other frameworks. Our approach could also be ap-
plied to other frameworks with other pedagogical dimensions,
which can be described with a preliminary list of keywords.
However, an application to other frameworks with semanti-
cally different dimensions would require a new classification
model with potentially different accuracy values. If other
frameworks consist of semantically similar dimensions, the
iPAC dimensions could be mapped to them, and our classifi-
cation model could be reused. Testing the feasibility of such
an application is subject to future work. This is also the case
for other quality criteria of mobile apps, including functional
requirements (app-features), non-functional requirements (e.g.,
user experience, usability, compatibility), or further economic
aspects (platform, price).

In our study, we used a classification setup with little
training data and handcrafted machine learning features. We
achieved encouraging results (F1-score ≤ 0.72) for identifying
iPAC-based apps and a positive correlation (A [159] ≤ 0.54) to
evaluate them automatically. For our setting, we preferred a
traditional machine learning over a deep learning approach
for two reasons. First, the classification of our approach is
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TABLE VI
WORDS AND PHRASES OCCURRING IN APP DESCRIPTION TEXTS ORDERED BY THEIR SIMILARITY TO THEIR RESPECTIVE IPAC VECTOR

Personalization Similarity Authenticity Similarity Collaboration Similarity

personalize 0.81 augmented reality 0.77 communication 0.87
personalized 0.81 visually stunning 0.77 communicate 0.82
engagement 0.78 visual 0.75 instant messaging 0.80
sustainable 0.78 manipulating 0.75 interact 0.78
interactively 0.76 ligament 0.73 conferencing 0.78
empowering 0.76 crafting 0.73 interaction 0.75
flexibility 0.76 pilgrim 0.73 collaborate 0.75
customised 0.76 virtual reality 0.72 collaborative 0.75
paced 0.74 highly polished 0.72 collaboration 0.73
interacting 0.73 quiver 0.72 classroom management 0.73
strategically 0.73 showcase 0.71 messaging 0.73
flexible 0.73 imagery 0.71 stay connected 0.73
gamified 0.73 graphical 0.71 portfolio 0.72
customized 0.72 exploring 0.70 teachers 0.70

TABLE VII
EXAMPLES OF IPAC REVIEWS AND THE CONSTRUCTS ADDRESSED

iPAC
App review text P A C

1. “I particularly like how easy it is to adapt to my
length of training preference. ” X

2. “Very interactive and easy app for electronic
simulation. I liked it very much [...]” X

3. “Easy to use, a great studying application, and great
social platform. [...]” X

4. “[...] However I wish it had option to communicate
with fellow Sololearners via message or option for
groupchat to work problems together.”

X

5. “Edmodo is very helpful for when my teachers post
things or even so I can even communicate to my fellow
peers.”

X

interpretable, and we identified the significant words in app
descriptions that are most significant for the classification of an
iPAC-based app [66]. Second, deep learning methods typically
need large training sets to outperform traditional approaches
[67], and we only had access to a limited number of training
samples. Higher levels of accuracy might be achieved by
experimenting with different feature combinations and by
adding more sophisticated features for the classification, which
we could extract from app screenshots or automatic navigation
through the app.

Regarding the app reviews, we could combine the feature
extraction with related work in the app store analysis domain
[44] and consider different app reviews types, including bug
reports, feature requests, or praise. However, for an automatic
iPAC evaluation based on the users’ sentiment in app reviews,
it is challenging when a user expresses a positive sentiment
towards an iPAC pedagogy but actually requests a missing app
feature. For this, Maalej et al. [44] developed an approach
to classify feature requests, which we could incorporate in
future work to address this issue. Finally, we could collect
and analyze user feedback from multiple platforms and include

sources beyond app stores, such as course forums, blogs, and
other social media sites.

B. Potential Application and Utilization

We highlight the potential application of our empirical
and exploratory research results using a tool suggestion that
facilitates searching education apps. Fig. 6 depicts a user
interface example that we designed for an education app search
tool that incorporates our automatic analysis to showcase
useful user scenarios [68] and research directions. In future
work, we plan to evaluate this search tool with teachers and
parents. We describe potential user scenarios for different user
roles.

Add Feature

Added Features
graphical 
analysis

coordinate 
system

Rank App name
Pedagogical Features (iPAC) Added Features

Personalization Authenticity Collaboration graphical 
analysis

coordinate 
system

cartesian 
coordinate

1 Mathematics

2

Grapher -
Equation 
Plotter & 
Solver

3
Calculus 
Curve 
Sketching

cartesian 
coordinate

App Comparison

Educational App Search

Purpose
☐ Assessment
☐ Classroom
☐ Productivity

Platform
☐ Android
☐ iOS
☐ Windows

Price
☐ Free
☐ Free to Try
☐ Paid

practice exercise

Subject
☐ Math
☐ Science
☐ Language

App Feature Selection

16

32

20

10

18

20

App Filter

Fig. 6. User interface example for an education app search tool.

Teachers and Students. Teachers and students could use
this tool to seamlessly navigate the increasingly unmanageable
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number of education apps to find a suitable resource for their
needs. The teacher sets the app filter depending on the context
and pedagogical priorities, school policies, and other external
conditions. For example, a math teacher may be planning an
exploratory activity on the topic of “curve sketching,” and may
be searching for a suitable, low cost or free education app
knowing that most students have access to Android devices.
The teacher uses the search tool to nominate relevant app
features, for example, a “graphical coordinate system” and
problem-solving “exercises.” We then automatically rank the
filtered list of apps that satisfy the search criteria regarding
the extracted iPAC scores. The search results could be ordered
according to the confidence score of the iPAC app classifier.
Our approach captures relevant education apps and locates
essential app reviews relevant to the iPAC dimensions.

Additionally, informed by previous work by Bano et al.
[8], this tool can provide an overview of positive and negative
iPAC reviews. Depending on the topic and teaching setting, the
teacher could either be interested in, for example, personalized
aspects (e.g., self-directed learning) or in collaborative aspects
(e.g., real-time collaborative editing, chat), across a range of
learning settings such as school playgrounds and excursion
sites. The teacher browses the user feedback on the iPAC
dimensions and gets insights into how the app potentially
“value-adds” to pedagogy, and the relevant education app
features. In this way, teachers can bypass the plethora of
pedagogically shallow education apps [20].

Students or parents might similarly use the search tool to
find an appropriate education app for their purposes. Addi-
tionally, our tool could improve the richness of evaluative
data for users. When students, teachers, or parents submit
an app review, our tool identifies if an iPAC dimension is
addressed and queries more nuanced iPAC related questions.
The tool aggregates this additional feedback and summarizes
this information for further app searches by other users.

Vendors. App vendors present their app by advertising app
features in the specific app description such as “personalized
settings,” “group chat,” or “augmented reality.” App vendors
usually focus on app features and neglect the pedagogical
perspective. With the automatic evaluation provided by our
tool, vendors can reflect on how their app potentially addresses
pedagogical dimensions, which fosters a mutual understanding
between vendors and teachers. Thereby, vendors get an insight
into how they address the iPAC dimensions with their apps’
features, app description, and in the app reviews.

C. Threats to Validity and Limitations
As for every other empirical research, our work has potential

threats to its internal and external validity. Regarding the
internal validity, this study contains multiple coding tasks,
and human coders can cause noise in the training dataset. To
reduce this threat, we asked domain experts to annotate the
app review sample. We also incorporated a scoring system for
the keywords to compensate for disagreements.

The evaluation of a classifier is usually performed on a test
set that has not been used during the training phase. However,
we did not perform hyperparameter optimization, making a
stratified ten-fold cross-validation sufficient for this evaluation.

Regarding external validity, our accuracy results for RQ1
and RQ2 are not generalizable, as they depend on the specific
dataset and model used in this work. They might differ
for other pedagogical frameworks, in other languages, or
with other data sets. Additionally, we only conducted our
experiments on Android apps from the Google Play store.
However, app descriptions for other mobile operating systems
(e.g., Apple or Windows) and in other languages might reveal
other characteristics, which could lead to different results.

We mainly extracted our machine learning features from
the app descriptions as we expected this source to contain
more terms from the education domain, which describe iPAC
relevance. However, with more iPAC-relevant app reviews, the
classification accuracy might get improved.

VII. CONCLUSION

The iPAC framework is a well-established pedagogical
framework for evaluating education apps along the dimen-
sions: personalization, authenticity, and collaboration [20]. We
extended the initial keyword base of the iPAC framework
with a data-driven approach based on online user reviews.
Based on these keywords, we introduced a machine learning
approach to identify and rank iPAC-based apps automatically.
We achieved promising classification results, including an F1
score of ∼72%.

Further, we were able to show a moderate positive spear-
man’s rank correlation of 0.54 between the domain experts’
app ranking and our feature-based app ranking. Our qualitative
insights into identified iPAC-based apps and app reviews
showed that our approach could capture iPAC-based app
features as well as user feedback on the iPAC dimensions.
We suggest a user interface example of an education app
search tool and showcase potential user scenarios for teachers,
students, and vendors. We explain how our approach could
enable the development of this tool. Thereby, our work fosters
the mutual understanding between app vendors and teachers
about textual app data and user feedback in app stores and
beyond.
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