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ABSTRACT One of the most important tasks in the advanced transportation systems is road extraction.
Extracting road region from high-resolution remote sensing imagery is challenging due to complicated
background such as buildings, trees shadows, pedestrians and vehicles and rural road networks that have
heterogeneous forms with low interclass and high intraclass differences. Recently, deep learning-based
techniques have presented a notable enhancement in the image segmentation results, however, most of
them still cannot preserve boundary information and obtain high-resolution road segmentation map when
processing the remote sensing imagery. In the present study, we introduce a new deep learning-based
convolutional network called VNet model to produce a high-resolution road segmentation map. Moreover,
a new dual loss function called cross-entropy-dice-loss (CEDL) is defined that synthesize cross-entropy (CE)
and dice loss (DL) and consider both local information (CE) and global information (DL) to decrease the class
imbalance influence and improve the road extraction results. The proposed VNet+CEDL model is imple-
mented on two various road datasets calledMassachusetts and Ottawa datasets. The suggested VNet+CEDL
approach achieved an average F1 accuracy of 90.64% for Massachusetts dataset and 92.41% for Ottawa
dataset. When compared to other state-of-the-art deep learning-based frameworks like FCN, Segnet and
Unet, the proposed approach could improve the results to 1.09%, 2.45% and 0.39%, for Massachusetts
dataset and 7.21%, 1.86% and 2.68%, for Ottawa dataset. Also, we compared the proposed method with the
state-of-the-art road extraction techniques, and the results proved that the proposed technique outperformed
other deep learning-based techniques in road extraction.

INDEX TERMS CEDL, road extraction, remote sensing, VNet network.

I. INTRODUCTION
High-resolution remote sensing images has been utilized in
varieties of applications; building footprint extraction [1],
urban area planning [2], disaster management [3] and many
others. One of the main features in the urban regions is
the road network, which plays a principal role in the trans-
portation systems development such as planning of urban
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areas, unmanned vehicles and automatic road navigation
as well [4]. In the remote sensing image processing field,
road network extraction has become one of the key topics
for researchers [5]–[7], and high-resolution remote sensing
data has become a primary source of data for updating
road network database in real-time [8]. Thus, introducing
a novel robust approach for road network extraction from
these images would be useful for intelligent transportation
systems (ITS) and geospatial information systems (GIS) [9].
However, there are some issues that make the process of
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extracting road part from high-resolution remote sensing
imagery more difficult. For example, high-resolution images
are complex and other features such as vehicles on the roads,
building on the roadsides and trees shadows can be observed
from these images. This is because these features present
similar spectral values as road pixel values and inadequate
context of road parts is similar with these objects in the remote
sensing imagery [10]. In addition, road segments are irregular
and road networks present complex structure in the remote
sensing images [11].

To the best of our knowledge, traditional techniques are
time consuming and include numerous errors caused by
human operators [12]. In recent years, researchers have
proposed various kinds of approaches for road extraction
from remote sensing images that include supervised [13]
and unsupervised classification techniques [14]. These tech-
niques generally utilize textural, photometric, and geomet-
ric characteristics to extract road parts, and they are based
on image classification. Unsupervised approaches normally
utilize clustering methods to extract road class from remote
sensing images. Unsalan and Sirmacek [15] used graph
theory to extract road networks from Aerial, QuickBird,
IKONOS andGeoeye images. The achieved results illustrated
that the proposed method is reliable for road extraction on
such imagery. Khesali et al. [16] combined TerraSAR-X with
high-resolution IKONOS images to segment road networks.
They first implemented neural network based on different
spectral and textural information to detect road parts. Next,
they used knowledge-based fusion approach to extract road
from the images. The obtained results indicated that the
proposed method can be applied in extracting road network
in a reliable meaner. Miao et al. [17] extracted primary
points from the road seed points from the aerial imagery
with a spatial resolution of 0.3 meter based on the mean
shift method that is a semi-automatic technique. Then, for
separating non-road and road class, they used a threshold.
In contrast, supervised methods including deep learning tech-
niques [6], [18], [19], random decision forest (RF) [20] and
support vector machine method (SVM) [21] use labeled sam-
ples for extracting roads and they showed better results com-
pared with the unsupervised approaches. Da-Ming et al. [22]
implemented a hybrid method of Fuzzy C-mean and SVM
for image segmentation and then applied Markov Random
Filed (MRF) for road extraction from Google imagery.
Anwer et al. [23] classified remote sensing scenes based
on the two-stream deep learning framework that fused RGB
stream and texture coded mapped imagery. In another work,
Simler [24] proposed SVM technique to exploit both spectral
and spatial characteristics and then extracted road class from
aerial imagery with spatial resolution of 0.5 meter. Yager and
Sowmya [25] applied SVM method for road extraction from
aerial imagery with spatial resolution of 0.45 meter based
on some important features such as edge length, intensity
and gradient. Although all thementioned techniques achieved
reliable accuracy for road extraction from high-resolution
remote sensing imagery, they missed some road segments

where there is low visibility of road segments in the images.
Also, the proposed techniques faced some errors in road
segmentation because of the road-like patterns in some areas
of images.

The artificial intelligence (AI) approaches have now
appealed the attention of scholars for road networks
extraction from high-resolution remote sensing imagery
encouraged by the reliable efficiency of deep convolu-
tional neural architectures in various types of applications
[26]–[30]. Wang et al. [9] extracted road class from
high-resolution aerial and Google Earth imagery on the basis
of finite state machine (FSM) and deep neural network
(DNN). The proposed method includes two major steps for
extracting road class called training and tracking steps. They
showed that the proposed approach could not achieve a
reliable result for road extraction from complicated images
that road is surrounded by other occlusions. A convolutional
neural network (CNN) was proposed by [31] for road extrac-
tion from Geoeye satellite imagery and Pleiades-1A satel-
lite images with 0.5 spatial resolution. They also used line
integral approach to connect small gaps and preserve edge
information. However, the proposed method did not yield
accurate results for quality and completeness metrics owing
to the texture complexity of different objects in the images.
A deep encoder-decoder network (DCED) was implemented
by [32] for road extraction from Massachusetts road images.
They applied landscape metrics approach to remove non-road
pixels, data augmentation method like rotating the images
to increase the number of training images, and Exponential
Linear Unit (ELU) activation function against rectified lin-
ear unit (RELU) function to improve the output accuracy.
They proved that the suggested method outperformed other
comparison methods in road extraction. In another work,
[33] used deepCNNmodel called SegNet to extract road class
from Thailand Earth Observation System (THEOS) images
and Massachusetts road images. In addition to using ELU
function and landscape metrics, they applied conditional ran-
dom field (CRF) at the last step for the segmented road map
sharpening. The results showed that the proposed method
could not obtain accurate segmentation map for THEOS
images compared to Massachusetts images.

A new deep framework based on cascading end-to-end
network (CasNet) was performed by [10] to extract road
networks from Google Earth imagery. Some data augmen-
tation techniques and regularization approach were applied
to reduce over-fitting. They illustrated that the proposed
model was efficient in road extraction from non-complex
areas where other obstacles do not cover the road networks.
Varia et al. [34] extracted road networks from unmanned
aerial vehicle (UAV) images based on fully convolutional
network (FCN) and generative adversarial network (GAN).
Although the results confirmed that the methods were effec-
tive in road extraction, the proposed approaches misclassified
non-road pixels as road pixels in complex areas that lead
to predicting more false positive (FP) pixels. Xu et al. [35]
implemented a deep residual framework called M-Res-Unet
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model combined with a pre-processing technique named
Gaussian filter for road semantic segmentation from World-
View2 satellite imagery. The proposedmethod however could
not perform well in road extraction from areas in the images
where the other objects present similar spatial and color
distribution as road object. A new framework on the basis of
FCN architecture called U-shaped FCN (UFCN) was intro-
duced by [19] for road segmentation from UAV images. For
increasing the size of dataset, some augmentation methods
were applied. The suggested model compared with other
approaches such as SVM, one-dimensional CNN (1D-CNN)
and two-dimensional (2D-CNN) and results indicated that the
proposed technique surpassed other comparison methods in
road extraction. Buslaev et al. [18] extracted road networks
from Digital Globe’s satellite imagery with spatial resolu-
tion of 50 cm based on Unet architecture. They used data
augmentation approaches and produced a loss function that
considers Intersection Over Union (IOU) and binary cross
entropy concurrently to improve the output results. They
achieved an accuracy of 64% for IOU indicating that the
proposed technique was not that effective in road extrac-
tion. Also, a deep residual network based on Unet model
was introduced by [5] for road networks segmentation from
Massachusetts images. They used residual units and skip
connections inside the model to streamline the model training
and build a network with fewer parameters, respectively. The
proposed technique was compared with other state-of-the-art
approaches that showed better results in road extraction than
others. However, the suggested technique was not effective
in accurate road segmentation from areas where the road
networks are covered by trees and parking lots.

Thus, in this research, we used a novel deep learning-
based convolutional network called VNet model with 2D
convolutional kernel to extract road networks from two
different high-resolution remote sensing imagery such as
Massachusetts road dataset (Aerial images) and Ottawa
road dataset (Google Earth images) and produced a
high-resolution segmentation output. As far as we know, the
proposed method has not been used in the literature and
this is for the first time this kind of approach has been
proposed for the given task. The proposed method trained
end-to-end and leverage the power of fully convolutional
neural networks to process high-resolution remote sensing
imagery. In the suggested VNet network, pooling layers
were replaced with convolutional layers that resulted in a
shorter memory footprint throughout the training process.
Also, a new objective loss function on the basis of cross
entropy and dice loss (CEDL) was used to (i) combine local
information (CE) and global information (DL), (ii) diminish
the influence of class imbalance, and (iii) improve the road
segmentation results. In addition, a new non-linearities acti-
vation function named parametric rectified linear unit (PRelu)
was applied rather than rectified linear unit (ReLU) function
to enhance accuracy at a negligible additional computational
cost and its performance is better than ReLU for large-scale
data processing. The remnant of the manuscript is designed

as follows: the overall methodology of the suggested VNet
architecture is presented in Section II. Section III illustrates
the dataset preparation, evaluation metrics and extramental
results achieved by the proposed technique. Section IV indi-
cates the comparison results for the proposed network and
other state-of-the-art deep learning-based networks. Lastly,
Section V highlights the conclusion.

II. METHODOLOGY
The overall methodology of the suggested VNet-based
method for road extraction from high-resolution remote sens-
ing imagery is shown in Figure 1. At the first step, two differ-
ent road datasets called Massachusetts and Ottawa are used
to prepare the training, validation and test images for training
and evaluating the proposed method. Then, the architecture
of the proposed VNet approach along with the new CEDL
function is defined. Following this, the training samples are
used to train the VNet model and then test images are used
to extract road networks and evaluate the performance of
proposed methods.

FIGURE 1. The overall framework of the proposed VNet network for road
extraction.

A. VNet ARCHITECTURE
A schematic presentation of the proposed VNet model is
shown in Figure 2. The proposedVNet approach is comprised
of twomain parts: the left section that includes a compression
path and the right part that decompresses the input till its
initial size is attained. Convolutions with appropriate padding
are all performed, aiming to both exploit features from the
input and decrease its resolution using proper stride at the end
of each stage.

The architecture of the proposedVNet network is similar to
the widely used Unet [36] model, but with some differences.
The left part of the VNet architecture is split into various
phases operating at different resolutions. One to three con-
volution layers exist in each stage. A residual function can
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FIGURE 2. The architecture of VNet network including two mains expansive (right side) and contracting parts (left side).

be learned in each phase as we formulate each stage similar
to the method illustrated in [37]. In other words, in order to
enable learning a residual function, the input of every phase
is processed through the non-linearities and utilized in the
convolution layers and then appended to the output of the
final convolution layer of that phase. This network guarantees
convergence in comparison with non-residual learning archi-
tecture such as Unet. Also, in each stage, the convolutional
layers with the size of 5 × 5 is performed. The convolution
process is expressed using Equation (1).

xk (ii, jj)

=

N∑
n=1


Wf−1∑
p=0

hf−1∑
q=0

xn(i · sf + p, j · sf + q) · hk (p, q)

+bk
(1)

where bk is the bias parameter of the k-th filter that is shared
among all locations (p,q), sf is the sampling stride, hk (p,q)
is the weight value at (p,q) of the k-th filter, xk (ii,jj) is the
pixel value at (ii,jj) in the k-th filter size of the input map,
and xn(ii,jj) is the pixel value at (ii,jj) in the n-th channel of
an input feature map.

The resolution of data is reduced as it proceeds through
various phases along the compression path and this is imple-
mented using convolutional layer with size of 2 × 2 and
stride 2. The size of the resulting feature maps is halved as
the second operation considers only non-overlapping 2 × 2
patches and extract features [38]. We replaced max-pooling
layers with convolutional layers in our method that serves as

the same objective as pooling layers incited by [38]. We used
these convolutional operations for doubling the number of
featuremaps. This is due to the formulation of themethod as a
residual framework, and since the number of feature channels
double at every phase of the VNet compression path. Using
convolutional layers instead of pooling layers results to the
network to have a smaller memory footprint throughout the
training. Pooling operation did down-sampling the features,
but we wanted to keep all the features as possible. Therefore,
the advantages of using convolutional layers rather than pool-
ing layers in our proposed method is that to process inputs in
higher resolution and detect fine-details as well as capture
more contextual information by broadening the view of input
data [39]. Decreasing the size of input and increasing the
receptive field of the features being assessed in the following
layers of network is operated by down-sampling step. In the
left section of the network, the number of features that are
assessed by each phase is two times higher than one of the
prior layer. For activation function (Equation 2), there are
several functions such as tanh, rectified function and so on
that can be used.

Z (xk (ii, jj)) = f (
k∑

k=1

xk (ii, jj)·wk+bk )⇔ Z= f (X ·W+b)

(2)

where w is a weight vector, b is a bias vector, and xk (ii,jj) is
used as input to the activation function of the neural network
that is the output of convolution operation.
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In this work, a non-linearity function called PRelu
(Equation 3) proposed by [40] is implemented throughout
the model. PRelu function can be optimized concurrently
with other layers and can be trained using back-propagation.
This function enhances accuracy at a negligible additional
computational cost, and adaptively learns the parameters
of the rectifiers. For the large-scale image classification,
the authors reported that its performance is better than ReLU
function.

yi =

xi if xi ≥ 0
xi
ai

if xi ≤ 0,
(3)

where ai defines as a fixed parameter in the range of (1,+∞)

and it is learned via back-propagation in the training.
In order to assemble and gather the essential information to

output of two channels segmentationmap, the right part of the
network expands the spatial support of the lower resolution
featuremaps and extract features. The last convolutional layer
with the kernel size of 1×1 produces the output with a similar
size of the input data and computes the two features maps.
Also, we used sigmoid function in this layer that converts
these two feature maps into probabilistic segmentation maps
of the background and foreground areas. Compared to the
Unet architecture, after every phase of the right part of the
network, a deconvolutional operation was followed by one
to three convolution layers. This includes half the number of
5 × 5 kernels that were applied in the past layer and was
used to increase the size of input. We also resorted to learn
residual functions in the convolutional phases of the right part
of the network similar to the left portion. Next, the extracted
features were forwarded from early phases of the left portion
of the network to the right section similar to [36] that is shown
in Figure 2 by horizontal links. Subsequently, we improved
the quality of last contour prediction in this way by gathering
fine-grained details that would have been otherwise missed
during the compression stage. It is also observed that the
convergence time of the model has been improved by these
connections.

B. LOSS FUNCTION
In feature semantic segmentation from high-resolution
remote sensing images such as road networks segmentation,
it is common that road pixels occupy just a pretty tiny area of
the image. This usually can be the cause of confining learning
process in the regional minima of the loss function, gener-
ating a model whose anticipations are heavily prejudiced to
the background. Therefore, the foreground area is usually
only partly identified or even missed. To tackle this problem,
multiple prior methods on the basis of re-weighting the sam-
ples where background areas are assigned less significance
than foreground areas ones through learning such as weighted
cross-entropy [41] and dice loss [42] have been presented.
Equation 4 defines the dice loss (DL) between two binary

classes whose values are ranging between 0 and 1.

DL =

2
N∑
i
pigi

N∑
i
p2i +

N∑
i
g2i

(4)

where gi ∈ G is the ground truth pixels, pi ∈ P is the predicted
binary pixels and N defines as total pixels. The dice formu-
lation can be modified with producing the gradient measured
regarding the j-th pixels of the anticipation (Equation 5). As a
result, for establishing the right balance between background
pixels and foreground ones, we do not require to allocate
weights to the various classes samples using this formulation.

∂D
∂pj
= 2


gj(

N∑
i
p2i +

N∑
i
g2i )− 2pj(

N∑
i
pigi)

(
N∑
i
p2i +

N∑
i
g2i )

2

 (5)

In this study, since we have the same issue of imbal-
ance classes such as road pixels (foreground) and non-road
pixels (background) we introduced a new dual objective loss
function (CEDL) that incorporates both cross-entropy loss
function (CE) and dice coefficient (DL) to reduce the influ-
ence of class imbalance issues. Equation 6 defines the new
loss function (L) that is a mixture of CE and DL. Note that DL
returns a scalar while CE returns a tensor of every image in
the batch. In other words, we mixed global information (DL)
and local information (CE) to extract road network more
accurately.

CEDL = CE(pi, gi)+ DL(pi, gi) (6)

III. RESULTS
In this section, first, the different high-resolution remote
sensing road datasets named Massachusetts and Ottawa were
highlighted. Then, the measurement factors that were used
to evaluate the performance of the proposed VNet network
for road extraction are explained. Finally, the experimental
results achieved by the suggested approach based on three
different loss functions called Cross entropy (CE), Dice
Loss (DL) and CEDL are discussed and compared.

A. DATASETS
1) MASSACHUSETTS ROAD DATASET
This dataset [43] contains 1171 aerial imagery with the
primary spatial resolution of 0.5 m and dimension of
1500× 1500. Due to computational restrictions, we split the
main images into smaller parts with the size of 384 × 384
that include good quality and complete information. The
dataset that we used for validating the proposed method
for road extraction includes 4135 images that we divided
it into 215 images for test, 120 images for validation and
3800 images for training. For expanding the dataset, some
data augmentation methods such as vertical flip, rotation
and horizontal flip are also used. Moreover, for overcoming
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the over-fitting issue, we added a dropout of 0.5 to deeper
convolutional layers. Some examples in the Massachusetts
road dataset is illustrated in Figure 3.

FIGURE 3. Some sample imagery in Massachusetts road dataset.
The main imagery and corresponding ground truth maps are
illustrated in the first and second columns, respectively.

2) OTTAWA ROAD DATASET
This dataset includes Google Earth images with spatial res-
olution of 0.21 m that encompasses 21 typical urban regions
covering about 8 km2 of Ottawa, Canada [44]. The road labels
were annotated manually and compared to other datasets
such as [43], [45] and [10]. This dataset is more challenging
and comprehensive as it covers different urban areas with
different complexity. In this study, we divided the dataset
into images with a size of 384 × 384 to validate the pro-
posed method. The final dataset contained 1005 images that
were split into 899 training images, 62 validation images and
44 test images. Also, we used data augmentation techniques
like flipping horizontally and vertically and rotating the
images to expand the dataset. Some examples in the Ottawa
road dataset is depicted in Figure 4. The whole process of
applying the proposed model for road network extraction
from high-resolution remote sensing imagery is functioned

FIGURE 4. Some sample imagery in Ottawa road dataset. The main
imagery and corresponding ground truth maps are illustrated in the first
and second columns, respectively.

on a GPU Nvidia Quadro RTX 6000 with a computation
capacity of 7.5 and a memory of 24 GB under the framework
of Keras with Tensorflow backend.

B. PERFORMANCE MEASUREMENT FACTORS
We applied three main measurement factors such as F1,
Matthew correlation coefficient (MCC) and Intersection over
union (IOU) to assess the accuracy of the introduced VNet
network for road extraction from Massachusetts and Ottawa
road datasets. MCC (7) defines as a correlation coefficient
between identified binary classification and predicted classi-
fication that provide a value between −1 and +1.

MCC=
TP.TN−FP.FN

√
(TP+FP)(TP+FN )(TN+FP)(TN+FN )

(7)
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FIGURE 5. The achieved outcomes using the proposed VNet+CE, VNet+DL and VNet+CEDL from Massachusetts road dataset. The second, fourth
and sixth columns present the zoomed outcomes of the prior column. The black, yellow, blue, and red colors show the TNs, TPs, FPs, and FNs,
respectively.

IOU (8) indicates the number of pixels that are common
between the predicted and target masks divided by the whole
amount of available pixels over both masks.

IOU =
TP

TP+ FP+ FN
(8)

Finally, F1 (9) is defined as a mixture of precision and
recall metrics [46], [47].

F1 =
2× Pr ecision× Recall
Pr ecision+ Recall

(9)

C. EXPERIMENTAL RESULT
These days, access to very high-resolution satellite data has
become easier than ever. On the other hand, road network
in the urban areas are one of the most significant ones that
plays a vital task in various applications of Geospatial Infor-
mation System (GIS) like urban planning, traffic manag-
ing and navigation systems [11]. Moreover, extracting road
networks from high-resolution remote sensing imagery and
updating road database is very beneficial for urban man-
agement. As a result, in this work, we implemented a new

deep learning-based VNet architecture to segment road parts
from two different remote sensing datasets. In this section,
the results achieved by the proposed approach based on CE,
DL and CEDL loss functions are highlighted. Figure 5 and
Figure 6 illustrate the obtained results via the suggested
technique based on CE loss function, DL and CEDL for
Massachusetts road dataset and Ottawa dataset, respectively.
The figures are represented in six columns and five rows.
The main RGB images, the ground truth labels, the results
achieved by the VNet+CE, VNet+DL and VNet+CEDL
are presented in the first, second, third, fourth and last row,
respectively. Also, the second, fourth and sixth columns show
the zoomed outcomes. Based on the figures, the suggested
VNet network with all loss functions could generally segment
road class from high-resolution remote sensing data precisely.
However, the results achieved by VNet+CEDL is more accu-
rate than VNet+CE and VNet+DL. In fact, VNet+CE and
VNet+DL predicted more false positive pixels (FPs) (shown
as blue pixels) and less false negative pixels (FNs) (shown
as red pixels) in the both datasets that lead to achieving
lower accuracy compare to VNet+CEDL for road extraction.
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FIGURE 6. The achieved outcomes using the suggested VNet+CE, VNet+DL and VNet+CEDL from Ottawa road dataset. The second, fourth and
sixth columns present the zoomed outcomes of the prior column. The black, yellow, blue, and red colors show the TNs, TPs, FPs, and FNs,
respectively.

The proposed VNet+CE and VNet+DL models could not
segment road part from remote sensing data where the road
network is covered by shadows or in the junction parts. There-
fore, by using new CEDL loss function that consider both
local and global information and solve the issue of lessening
the influence of class imbalance, the proposed VNet plus
CEDL could improve the results.

Moreover, we assessed the accuracy measurements of
VNet+CE, VNet+DL, and VNet+CEDL for Massachusetts
and Ottawa datasets to probe the capability of the proposed
network for road extraction. Table 1 and Table 2 depict the
accuracy of each defined metric for the Massachusetts and
Ottawa road datasets, respectively. As it can be seen from
both Tables, the proposed VNet+CEDLmodel could achieve
higher average accuracy than VNet+CE and VNet_DL for
F1, MCC and IOU with 90.11%, 88.30% and 82.07%,
respectively for Massachusetts dataset; and 93.54%, 89.89%
and 87.93%, respectively for Ottawa dataset. Note that
the proposed VNet+CEDL network achieves good results
for the road segmentation from both datasets and deter-
mines that the segmented road sections are close to labels,

TABLE 1. Comparing VNet model with CE, DL and CEDL loss functions for
road extraction form massachusetts dataset.

verifying the effectiveness of our approach in road extraction.
Furthermore, the suggested VNet+CEDL network could
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FIGURE 7. Road segmentation results obtained by the proposed VNet+CEDL against other comparison approaches from the
Massachusetts road dataset. The yellow, blue, and red colors show the TPs, FPs and FNs, respectively.

FIGURE 8. Road segmentation results obtained by the proposed VNet+CEDL against other comparison approaches from the
Ottawa road dataset. The yellow color, blue and red colors depict the TPs, FPs, and FNs, respectively.

maintain edge information and achieve higher precision
on the segmentation boundary than the other comparative
approaches.

IV. DISCUSSION
The obtained measurement factors in the current work
and in other studies were compared to further explore the
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TABLE 2. Comparing VNet model with CE, DL and CEDL loss functions for
road extraction form ottawa dataset.

benefit of the suggested approach for road network extraction
from high-resolution remote sensing imagery. For compari-
son, we used the results achieved by VNet+CEDL for both
Massachusetts and Ottawa datasets as it shows better results
in road extraction compared to VNet+CE. Particularly, the
proposed approach was compared with some deep learning-
based neural networks such as Unet framework introduced
by [36], FCN proposed by [48] for image semantic segmen-
tation and Segnet architecture applied by [49] for sematic
pixel-wise segmentation. The quantitative results achieved by
the proposed technique and other comparisons approaches for
both Massachusetts and Ottawa road datasets are illustrated
in Table 3 and Table 4. By comparing the results achieved
for each metric, the difference between the precision for road
extraction can be observed. As illustrated in Table 3 and 4,
the proposed VNet+CEDLmodel could achieve higher aver-
age accuracy for the whole three evaluation metrics (F1,
MCC and IOU) than other cutting-edge deep learning-based
techniques for both datasets. In fact, the model predicts
less FPs and more FNs than other methods, leading to the
improve in the results for IOU factor with almost 0.66%,
3.99% and 1.85% compared to Unet, Segnet and FCN for
Massachusetts dataset respectively and 4.38%, 3.09% and
11.17% for Ottawa dataset, respectively.

Moreover, Figure 7 and 8 depict the visual results obtained
by the introduced VNet+CEDL model and other state-of-
the-art deep learning-based techniques for Massachusetts
road dataset and Ottawa dataset, respectively to show the
proficiency of the proposed model in road extraction. The
results demonstrate that the proposed deep learning-based
models could generally reduce the effect of obstacles to a
particular degree as they are using spatial information for
segmentation. However, the other methods such as Unet,
Segnet and FCN could anticipate more FNs than the pro-
posed VNet+CEDL model that could predict less FPs and

TABLE 3. Quantitative outcomes achieved by the Vnet+CEDL and other
techniques for massachusetts dataset.

TABLE 4. Quantitative outcomes achieved by the VNet+CEDL and other
techniques for ottawa dataset.

consequently could achieve better results. This is because
this technique could obtain and preserve boundary infor-
mation that leads to anticipating less FPs and achieving
high-resolution and smooth segmentation maps compared to
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the other deep learning-based methods. Moreover, we com-
pared the results achieved by the proposed model with more
several deep learning-based networks such as CNN [50]
and road structure-refined CNN model (RSRCNN) [47] for
Massachusetts dataset and CasNet [10] and RoadNet [44] for
Ottawa dataset. Note that the outcomes for the other meth-
ods were chosen from the main published papers, whereas
the suggested approach has been performed and tested on
the experimental datasets. The visualization and quantita-
tive results for the proposed network and other compara-
tive methods are shown in Figure 9, Table 5 and Table 6,
respectively. In terms of F1, the outcomes illustrate that our
suggested technique is superior to all other approaches. Our
suggested technique achieves higher F1 accuracy than those
of [47] and [50], at 39.69% and 26.69% for Massachusetts
and higher F1 precision than those of [10] and [44], at 0.67%
and 0.17% for Ottawa dataset, respectively.

FIGURE 9. Comparison of road segmentation achieved with the
suggested approach (VNet+CEDL) against other techniques for
Massachusetts and Ottawa datasets.

TABLE 5. Quantitative values on the testing data of massachusetts
dataset in terms of F1.

TABLE 6. Quantitative values on the testing data of ottawa dataset in
terms of F1.

V. CONCLUSION
In the present work, we applied a new deep convolutional neu-
ral network called VNet model to extract road network from
high-resolution remote sensing imagery. Also, we imple-
mented a new loss function named CEDL to decrease the
problem of class imbalance in our datasets and improved
the result of road segmentation. We utilized two different
remote sensing datasets such as Massachusetts and Ottawa
road datasets that contained aerial imagery and Google Earth
imagery, respectively. Also, we calculated different important

accuracy measurements such as F1, MCC and IOU to evalu-
ate the performance of the suggested technique in road extrac-
tion. The proposed VNet+CEDL model could achieve an
average F1 accuracy of 91.18% forMassachusetts dataset and
91.29% for Ottawa dataset confirmed that the model could
obtain accurate road results and produce high-resolution
segmentation map. Moreover, the proposed deep convolu-
tional model is compared with other deep learning-based
techniques, and the visual and quantitative outcomes prove
the superiority of proposed method in road extraction from
high-resolution remote sensing imagery.
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