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ABSTRACT In collaboration systems, collaborators often use hand gestures for showing information
relating to a distant object. However, in viewer’s perspective, it is sometimes difficult to know where the
conventional gesture cue (Hands-in-Air style: HiA) refers to because the conventional HiA gesture appears
away from the distant object. In this paper, we investigate how two factors, distance to the object and view
angle difference between collaborators, influence the understanding of HiA gesture by comparing the use
of it at 25 positions with 5 distances and 5 view angles. In a user study, we found that the distance to the
target object and view angle difference negatively influenced HiA gesture communication. The influence
of the distance and view angle was more serious between smaller angles (0∼30 degree) than larger angles
(30∼60 degree), and between shorter distances (1m∼1.5m) than between longer distance (1.5m∼2m). As a
solution, we propose the Hands-on-Target (HoT) style which positions the hand gesture cue on the surface of
the target object. The HoT style gesture cue dramatically reduces the negative effect of the distance and view
angle difference. Participants completed the task 29.3 percent faster, selected the correct object 2.75 times
more, and felt 63.1 percent less mental effort. For further investigation, we discuss on the extensibility
of the HoT interface that it can be used not only for object selection but also for diverse type of gesture
communication including gesture for object manipulation because the HoT interface can support all possible
real world hand gestures.

INDEX TERMS Augmented reality, collaboration, mixed reality, virtual reality.

I. INTRODUCTION
Hand gestures are a fundamental and natural communication
tool [1] not only in the real world [1], but also in technology
mediated collaborative environments such as Mixed Real-
ity (MR) remote collaboration [2] and Collaborative Virtual
Environments (CVEs) [3]. Many prior research [4], [5] have
implemented hand gesture communication in CVE or MR
collaboration in a way that is similar to how they are used
in the real world by visualizing the hands at a relative posi-
tion to the user’s head and showing hand motions like in
real world. This conventional Hands-in-Air (HiA) style hand
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gesture (Figure 1a and 1b) often provides realistic and natural
interaction with objects [6], [7].

However, if using HiA gesture communication for a dis-
tant object, the viewer may have difficulty in understand-
ing which object or location the hand gesture is referring
to [8], [9] because the hand gesture appears away from the tar-
get object and is not aligned with it in the viewer’s perspective
(Figure 1c).

As a solution, Wong and Gutwin [10] used an arm
extending mechanism adapted from Poupyrev’s go-go tech-
nique [11], but their system used a rigid virtual hand model
so did not support natural hand gesturing with hand and finger
movement.

Recently, some researchers [4], [12], [13] implemented an
interface supporting a pointer cue and HiA hand gestures so
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FIGURE 1. The difficulty to understand gestures with the HiA interface. The gesture performer points at the number ‘1’ (1b) and the
Viewer should guess which number is being pointed at but from viewer’s viewpoint it is ambiguous (1c). In our system, the performer
wears a FOVE HMD with an attached Leap Motion (1a) and the viewer wears a Meta2 HMD (1d).

collaborators used the pointer for indicating distant objects
and hand gestures for other information. However, the pointer
could not show the same rich communication information as
hand gesture cues [14] and the hand gesture still could not
reach to the distant objects. Similar to using a pointer, eye
gaze also has been studied for indicating a distant object when
a hand gesture cue is also available [15], [16], but eye gaze
does also not show rich communication information like a
hand gesture even if it was faster than hand gesture to indicate
object.

Sousa et al. [8] and Mayer et al. [9] introduced another
method for reducing the ambiguity in understanding hand
gestures, by warping the gesture performer’s arm to point
at the target object from the viewer’s perspective. However,
the hand gesture in their system still appears away from the
object so the viewer should need to guess where it refers to.

In this paper, we firstly investigate how two factors: the dis-
tance to the object and view angle difference between collab-
orators, influence the understandability of conventional hand
gesture communication (i.e. HiA), then investigate whether
an alternative Hands-on-Target (HoT) style, which moves the
virtual hands onto the surface of the task object (Figure 2),
can improve the understandability.

This research makes the following contributions:

(1) Investigating how two factors, the distance to the task
object and the view angle difference between a gesture
performer and a viewer, influences the understandabil-
ity of HiA gestures

(2) Presenting a novel HoT technique in a collaborative
virtual environment

(3) Conducting a user study to find out if the HoT tech-
nique performs better than the HiA under varying dis-
tances to the task object and view angle differences

In the following sections, we review previous work,
describe the HiA and HoT interfaces and their implementa-
tion, present a user study design followed by the experiment
results and discussion, then conclude with a summary and
direction for future research.

II. RELATED WORK
Hand gesture communication has been studied in many
MR interfaces for collaboration [17]. In this section,

FIGURE 2. Collaborators using the HoT interface. The gesture performer is
pointing at the number ‘22’ and the viewer should guess the number
being pointed at.

we review previous studies of hand gesture communication,
then explain the research gap between these previous studies
and our work.

A. HAND GESTURE IN COLLABORATION SYSTEM
Hand Gesture interfaces in Virtual Reality (VR) and Aug-
mented Reality (AR) environments allow the use of hand
gestures as in the real world [18]. Hand gestures include fin-
gers, hand and arm movements and are considered a natural
and intuitive way to communicate [19], [20]. Using hand
gesture for providing informationwhile collaborating reduces
the workload [21] and increases the collaborator’s feeling of
co-presence compared to a pointer interface [22].

In early remote collaboration system, Kirk et al. [23] used
a simple method of sharing hand gestures: 1) sharing and pro-
jecting a live video of the task space on gesture performer’s
desk, 2) performing hand gestures on top of the task space
live video, and 3) taking and sharing another live video with
the hand gesture and sending back to viewer’s side. Later,
Alem et al. [24] adopted a similar mechanism but provided
portability on the gesture viewer side by taking a live video
of task space with a head own camera and displaying another
live video of the hand gesture on a near eye display.

While early works [23], [24] included two live videos
between gesture performer and viewer, some researchers only
shared one live video by extracting and integrating the hand
gestures into the task space live video [25]–[27]. In their
study, participants could complete the task faster with hand
gestures compared to a voice only condition [27], and had
better awareness of which object the gesture performer was
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discussing about with the hand gestures [25]. However, there
was no depth perception with the 2D video.

Researchers have started investigating 3D hand gesture
cues in a shared 3D task space [5], [28], [29]. With the help
of depth sensing cameras such as Leap Motion or Microsoft
Kinect, 3D virtual hand gestures look almost identical to real
hand gestures. Huang et al. [5] found that using 3D virtual
hands improved the level of co-presence and participants had
better spatial relations in the task space and a more immersive
experience. Gao’s system [28], [30] used 3D point-cloud data
for sharing the 3D task space and capturing 3D gestures.
In their pilot study, sharing a 3D task space and gesture
increased the naturalness of using the hand gesture. In this
paper, we call this conventional 3D hand gesture cue as a HiA
style hand gesture because it is mostly in the air and displayed
relative to the gesture performer’s head and body depending
on the hand tracking results.

With the HiA style hand gesture, we conducted two user
studies [4], [14] and found that the use of the HiA is powerful
if the task space is small (i.e. a desk) or collaborators have
an identical view. With a small task space, task objects are
mostly in hand reachable distance and the HiA hand gesture
is near to the task object in the viewer’s perspective, so it was
easy to know what or where the hand gesture refers to. With
an identical view, a viewer looks at the hand gesture from the
same perspective as the gesture performer, so the performer’s
hand gesture is aligned with a target object in the viewer’s
perspective, regardless of how far away the task object is.

However, in recent collaboration systems, each collabo-
rator mostly has a first-person view and they have different
viewpoint positions and perspective rather than identical view
in a large task space [4], [17]. In the second study of our
previous work [4] where both the gesture performer and the
viewer had different perspective views and the performer was
away from the task objects in a large task space, the HiA hand
gesture was difficult to use. In this paper, we confirmwhether
the view angle difference between collaborators and distance
to objects are the factors influencing the use of hand gesture.

B. PREVIOUS SOLUTIONS
In previous studies, there were three main approaches to
address the issue of the HiA interface. First, using pointer,
gaze, or/and sketch cues rather than using HiA gestures. The
pointer [31], gaze [32] and sketch [33] cues are displayed on
the surface of the task objects and the gaze ray shows a line
to the object [15], [32], so a viewer could easily know which
object they are referring to. Additionally, the pointer cue is
simple and can show a precise point information [31]. Gaze
can move faster than hand gestures [16], and does not require
any additional effort while hand gesture does (e.g. performing
the required gesture), because a collaborator uses continual
gaze activity to look around the task space anyway [38].

However, the pointer, eye gaze, or sketch cues cannot be
prefect substitutes for hand gesture communication, because
they have different characteristics compared to the hand ges-
ture cues and have different effects on collaboration [4], [27].

Hand gesture cues look similar to the real hand gesture,
so hand gesture cues provide more natural and realistic inter-
action compared to a pointer, gaze, or sketch [6], [7]. Hand
gesture can show diverse types of information such as point-
ing, shape of an object, direction, volume (put hands apart
according to the size of volume), and even social cues which
could be difficult to present with pointer and sketch cues [39].
Additionally, in a previous remote collaboration study [14],
participants preferred to use the hand gesture cue more than
the pointer or sketch cues. Therefore, using pointer or sketch
cues instead of the hand gesture communication may be not
recommended.

Second, Sousa et al. [8] and Mayer et al. [9] intro-
duced an interface to reduce the ambiguity in understand-
ing where a hand gesture is referring to, by warping the
gesture performer’s arm to point at the target object from
the viewer’s perspective. This may help the viewer to easily
guess which object the hand is pointing at. However, their
approach has drawbacks such that the viewer still needs
to continuously switch his/her focus between the pointing
hand and the task object and still need to guess where it is
pointing to.

The third approach to solve the issue of the HiA interface
was extending arm technique. Extending arm and translat-
ing the virtual hand near to the target object was originally
for a single user application to easily select and manipulate
distant objects [41] and named Go-Go [11] and HOMER
techniques [40]. Hindmarsh et al. [42], [43] and Wong and
Gutwin [10] adopted the extending virtual arm technique for
the gesture communication between collaborators, but their
systems did not support hand and finger movement and so
limited the use of hand gesture. They also did not explore
the influence of distance to the task object and view angle
difference between collaborators.

In this paper, we firstly investigate and confirm the
influence of the distance and view angle difference in
using the HiA interface, then secondly explore how our
HoT technique can improve understanding of hand gesture
cues.

C. HYPOTHESES
Based on literature review, we formulated the following
hypotheses:

• H1 The distance to the task object and the view angle
difference between a hand gesture performer and viewer
are the factors negatively influencing on the use of the
HiA gesture.

To solve the issue in HiA, we suggest a HoT technique and
formulate three more hypotheses:

• H2 Collaborators have better hand gesture communica-
tion with the HoT interface than with the HiA interface.

• H3 The HoT interface overcomes the negative impact of
the distance to task objects.

• H4 The HoT interface overcomes the negative impact of
the view angle difference.
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III. METHODOLOGY
To test the hypotheses, we conducted a user study with a MR
remote collaboration system that supports both HiA and HoT
interfaces for a hand gesture communication. TheMR remote
collaboration is a type of mediated collaboration between a
local worker and a remote helper (a.k.a. remote exert) to solve
a physical task [17], [44], [45]. The local worker is the person
viewing the hand gesture to get a help from a remote helper
and the remote helper is the person performing the hand
gesture to help the local worker [46], [47]. The local worker
has an AR view to see the physical task space overlaid with
the remote helper’s hand gestures while the remote expert has
a VR view with a 3D reconstruction of the real task space [2].

A. SYSTEM DEVELOPMENT
We developed an MR remote collaboration prototype system
for investigating different styles of hand gesture cues includ-
ing HiA and HoT.

1) HARDWARE DEVICE
The prototype system used two computers with the same
specification for the local worker and remote helper: Intel
Core i7-7700K 4.2GHz quad core CPU, 16 GB RAM, and
NVIDIA GeForce GTX 1070 graphics card. The comput-
ers were connected each other by a local area network via
Ethernet cable. A Meta21 optical see-through AR HMD
(Figure 1d), was worn by the local worker and connected
to the local worker’s computer. The Meta2 has a 90-degree
FOV and 2550 × 1440 pixel resolution with 60 frames
per second (fps) refresh rate. It supports real-time 3D mesh
reconstruction and SLAM (Simultaneous localization and
mapping) visual tracking [48]. Since the Meta2 does not pro-
vide textures on the reconstructed 3D mesh, we employed a
360-degree camera, the Ricoh Theta V2 (Figure 3), to capture
and map the real-time live texture onto the 3D mesh.

In the remote helper’s system (remote system afterward),
the FOVE VR display3 (Figure 1a) was employed. This has
a 100-degree FOV with a resolution of 2560 × 1440, and
updated at 70 fps. It supports tracking user’s headmotionwith
an infrared camera and inertial measurement units consist-
ing of a tri-axis gyroscope and accelerometer, so the FOVE
display supports the remote helper’s navigation according to
his/her head movement. Since the FOVE does not support
hand tracking, we attached a Leap Motion4 hand tracker
onto the front face of it (Figure 1a). The Leap Motion tracks
hands within a 150-degree FOV at 300 fps with an accuracy
of 0.7 mm [49].

1Meta2 augmented reality head mounted display website.
https://www.metavision.com/. Accessed: 2020-07-28

2Ricoh Theta V. https://theta360. com/en/about/theta/v.html, Accessed:
2019-07-08

3FOVE head mounted display website. https://www.getfove.com/.
Accessed: 2020-07-28

4LeapMotion. Leap Motion hand tracking website. https://www. leapmo-
tion.com/. Accessed: 2020-07-28

FIGURE 3. Sharing the task space view. A local worker scans the task
space and sends its 3D reconstruction to the remote system. A live
360-degree video of the local task space from a 360 camera, Theta V, is
also shared with the remote system and texture mapped on to the
3D reconstruction.

2) SHARING THE LOCAL TASK SPACE
All software development was done in the Unity 2019.3.0f3
game engine. To share the local task space, we exploited 3D
reconstruction example code from the Meta2 Unity SDK 2.6.
With the reconstruction function, a local worker scanned the
local task space and created the 3D reconstruction, which was
then sent to the remote system (Figure 3). Since the remote
system was running the FOVE and Meta2 Unity SDKs,
the remote system could render the received reconstruction
in the FOVE view. The size and position of the shared 3D
mesh reconstruction were the same for the local and remote
systems, but the local reconstructionwas transparent allowing
the local worker to directly see the task space, while the
remote helper saw the reconstruction.

Since the Meta2 Unity SDK 2.6 does not update the 3D
mesh reconstruction, we used a live video texture to show
real-time updates. The system shared the live video texture
from a 360-degree camera, the Ricoh Theta V (Figure 3)
and the live video was mapped onto the 3D reconstruction.
To map the live video, we performed a manual registration
process to find the position and orientation of the 360 camera
in the Meta2 coordinate system by positioning a virtual circle
at the lens of the camera and using its position as the centre
of a spherical projective texture mapping which we imple-
mented as a custom Cg5 shader.
Within the shared 3D view, the remote helper and local

worker could have an almost identical task space and navigate
around with the help of the head tracking function which was
provided by the Meta2 and FOVE SDKs. To help the local
worker and remote helper understand where each other was,
we added a virtual head representing the partner’s head in the
shared task space.

3) HiA AND HoT INTERFACES
The remote system tracked the remote helper’s hands and
shared the tracked hand data with the local system. To imple-
ment the HiA interface, we customized the Leap Motion
Unity example scene.6 The remote system tracked the remote
helper’s hands in real time and shared the hand tracking frame

5 NVIDIA Cg Toolkit https://developer.nvidia.com/cg-toolkit
6Leap Motion example. 2014. Leap Motion Pinch Draw Demo.

https://gallery.leapmotion.com/pinch-draw/. Accessed: 2020-07-28

224148 VOLUME 8, 2020



S. Kim et al.: HiA and HoT Style Gesture Cues for Mixed Reality Collaboration

with the local system. Then, both systems virtually rendered
the hand gesture on both system views (Figure 1b and 1 c).
In the HiA interface, the position and shape of the virtual
hands were relative to the remote helper’s head position with
the results of the tracking hand (left picture of Figure 4),
because the Leap Motion was attached to the front of the
remote helper’s FOVE HMD.

Our system has options to use pointer and/or sketch cues
when using HiA, with the pointer and sketches placed on
the task objects. However, the use of pointer and sketch cues
was investigated in our user study because they have different
effects on remote collaboration compared to the hand gesture
cue [14], [27] (as described in section 2.B), and our study
solely focused on sharing of hand gesture cues.

To implement the HoT interface (Figure 2), we extended
the HiA interface to support translating the virtual hands
onto the surface of the task object. To translate the virtual
hand, we used a ray casting method and defined the ray
casting direction from remote helper’s head position to the
tracked hand position (see right picture of Figure 4). The
point where the ray casting intersected with the 3D mesh
reconstruction (which was used for sharing the task space
view) was set as the new position of the virtual hands working
as a HoT interface. Since our system controlled two hands
separately, the remote helper could use both left and right
hands. Our HoT interface could still perform all types of hand
gestures including pointing gesture, showing the shape of an
object, direction, size (e.g. putting hands apart according to
the size), required hand operation (e.g. a hand gesture turning
clockwise to show how to open a valve) and even social
cues (thumb up). Therefore, our HoT interface can convey all
possible information that the conventional hand gesture cue
can show, while it appears near to the object hence it looks
smaller from a distance.

B. USER STUDY DESIGN
With the system, we conducted a user study. In this section,
we describe the study conditions, task, and data collection.

1) STUDY SETUP
To investigate the influence of the distance to the task objects
and view angle difference between remote helper and local
worker, we prepared a room-size task space with task objects
placed on a wall. We prepared five distances and five view
angles, so there were 25 positions, from where a remote

FIGURE 4. Remote helper’s hand gesture position with HiA and HoT
interfaces.

helper views the task objects (the blue circles in Figure 5).
In this study, the remote helper physically stayed in the next
room while wearing the FOVE HMD to look at the experi-
mental space from one of the 25 positions. The height of the
remote helper’s view (i.e. the height of the 360 camera) was
fixed at 175 cm to avoid the variance in height becoming a
confounding factor.

We define these 25 viewing positions by five distances
from the center of the task objects (1m, 1.25m, 1.5m, 1.75m,
and 2m away) and five view angles (0, 15, 30, 45, 60 degrees
rotated clockwise from a perpendicular line from the center
of task objects to the local worker’s position). While the
position of the remote helper varied among the 25 positions,
the local worker always stood at the same point which was
2m away perpendicularly (0 degree) from the center of the
task objects (the orange circle in Figure 5). In the rest of
the paper, we refer to these 25 remote helper positions as
the ‘experimental positions’.

By placing the local worker and remote helpers at a set of
fixed positions, we could reduce the effect from users navi-
gating around that is a confounding factor, and clearly inves-
tigate the influence of the distance and view angle that are
systematically defined. Additionally, we can remove the risk
of remote helpers bumping into the wall or other real-world
objects while wearing the FOVE HMD. We note that in our
user study, even though the remote helper’s view position was
fixed, the remote helper and local worker could rotate his/her
view by turning their head or body.

2) TASK
Since our focus was on how well the local worker knew
where the remote helper’s hand gesture referred to, we pre-
pared an object selection task (Figure 5) in which a local
worker called out the object that the remote helper’s hand ges-
ture referred to. To complete the study with 25 experimental
positions in a timely manner, the task did not include complex
object manipulation. We note that object manipulation could
not be performed without proper object selection and without
knowing where the remote helper’s hand gesture referred to.

FIGURE 5. Experimental positions of the remote and local uses in the
task space. The 25 white dots in the blue circles represent the remote
user’s virtual positions during the user study. The white dot in an orange
circle is the point where a local user stays.

VOLUME 8, 2020 224149



S. Kim et al.: HiA and HoT Style Gesture Cues for Mixed Reality Collaboration

In preparation of the selection task, we considered the size
and shape of the task object which may have affected the
study results. Thus, we prepared objects with the same size
and shape, i.e. 24 A4 papers with written numbers on them
(Figure 5). To reduce the effect of the remote helper’s object
searching activities (which is not our focus), we decided
to use a simple numeric coordinate system to label each
task object location. The objects are arranged into a matrix
of 4 rows and 6 columns, and the columns were numbered
0 to 5, from left to right, and the rows were numbered 0 to 3,
from top to bottom. Combining the numbers of row and
column we could identify task objects, for example object
23 was at row 3 column 4 (Figure 5).

We systematically prepared a sequence of selection tasks
for the experimental task. Each pair of participants performed
600 selections in total (2 conditions × 25 experimental
positions × 12 selections per condition at each position =
600 selections). To maintain a similar level of task diffi-
culty between the HiA and HoT conditions, we grouped
24 numbers into two groups (Group1: 0, 2, 4, 11, 13, 15,
20, 22, 24, 31, 33, 25; Group2: 1, 3, 5, 10, 12, 14, 21,
23, 25, 30, 32, 34) and had a similar level of object dis-
tribution between the two groups. During the experiment,
we randomly shuffled the order of the target object for
selection. Alternating the assigned object group in each
condition across pairs of participants, all target numbers
in the task space were selected once at each experimental
position.

The participants in the user study were not allowed to
correct their answer after an incorrect selection to complete
the experiment in a timely manner (no more than 2 hours),
and to reduce the effect of verbal correction (e.g. saying
‘‘two columns right from the number you incorrectly chose’’).
Additionally, the remote helper could not tell any number to
encourage the use of hand gesture.

3) PROCEDURE AND DATA COLLECTION
Wemeasured the task completion time, the number of correct
selections where the remote helper’s hand gesture referred
to, and the participants’ mental effort (SMEQ) [54], [55]) at
each experimental position with each hand gesture condition.
Additionally, after using each condition at all 25 experimen-
tal positions, we also collected participants’ ratings from
questionnaires asking about workload (NASA-TLX [50]),
co-presence [51], understanding messages [51], realism
(IPQ7 [52]), and hand ownership [53].

The experiment started with a pair of participants
signing a consent form and answering a demographic ques-
tionnaire asking about their age, gender, and the level of
familiarity withVR/AR systems and hand gesture interaction.
We randomly assigned the roles of the remote helper and
local worker and explained the rules in the experiment to
the participants (e.g., not being allowed to verbally commu-

7igroup presence questionnaire (IPQ), http://www.igroup.org/
pq/ipq/download.php, Accessed:2019-07-28

nicate target numbers). We let them practice collaboration
for five number selections face-to-face. This was to ensure
that the participants understood the task before testing the
conditions.

We separated the participants into two adjacent rooms
connected through an open door, so they could talk to each
other but could not see each other. Then, we explained and
prepared the system to let them know how to use HoT and
HiA interfaces. The local participants wore a Meta2 AR
HMD, to see the remote participants’ hand gesture in the
task space. The remote participants wore a FOVE VR HMD,
to see the task space showing the target numbers. When the
systemwas ready, the participants tried out both conditions to
get familiar with them before starting the experimental trials.
We then started the experimental trial with the conditions in
a counter balanced order.

In each condition, remote participants had 25 experimental
positions and selected 12 numbered task objects at each
experimental position. The target number was shown at the
top of the remote helper’s display (Figure 1b), and the
remote helper indicated the number with a hand gesture and
verbal explanation without telling the target number. The
order of the experimental positions was randomised. After
selecting 12 targets at each experimental position, we mea-
sured the task completion time and participants’ mental effort
(SMEQ) [54], [55]. For each condition, participant took
around 25 minutes for the task.

After trying each condition with 25 experimental posi-
tions, both the local and remote participants answered ques-
tions in the questionnaire asking about the task load level
(using NASA-TLX [50]), co-presence [51], understanding
messages [51], realism (using two customized questions from
IPQ [52]; (1) How real did the virtual hands seem to you?,
(2) How much did your experience with the virtual hands
seem consistent with your real world experience?), and hand
ownership (three customized questions from [53]; (1) I felt
as if I was looking at my (or partner’s) own hand (2) I felt
as if the virtual hand was part of my (or partner’s) body,
(3) I felt as if the virtual hand was my (or partner’s) hand).
All questions were answered on a 7-point Likert rating scale
from 1 (strongly disagree) to 7 (strongly agree).

After finishing both conditions, participants chose the best
and worst conditions according to their preference between
HiA and HoT conditions, and answered two open-ended
questions: what do you like and what do you dislike in
using the HiA and HoT? Overall, the experiment took about
90 minutes.

4) PARTICIPANTS
We recruited 28 participants in 14 pairs: 15 male and
13 female university students with their ages ranging from
19 to 45 years old (M = 26.2, SD = 8.3). Participants
had slightly below average level of familiarity on using hand
gesture interaction (M = 3.4, SD = 1.8) and VR/AR envi-
ronment (M = 3.8, SD= 2.1), rated on a 7-point rating scale
(1: Novice – 7: Expert).
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IV. USER STUDY RESULTS
The task completion time and number of correct selections
were not normally distributed according to a Shapiro-Wilk
test, and the other collected data were in an ordinal scale
(Likert-scale ratings). So, we used the Wilcoxon signed rank
test (α = .05) to compare the HiA and HoT conditions,
and the Friedman test (α =.05) for comparing between five
distances or five view angles. For the results showing a
significant difference from the Friedman test, we ran post
hoc tests for pair-wise comparison using theWilcoxon signed
rank tests with the Bonferroni correction applied (α = .005).
The main results are summarized as below:
• With the HiA condition, the view angle difference
between the local worker and remote helper and the
distance to the task object negatively impacted under-
standing the hand gesture cue.

• With the HiA condition, the influence of the angle differ-
ence was more obvious between smaller angles (0, 15,
and 30 degrees in our study) than between larger angles
(30, 45, and 60 degrees)

• With the HiA condition, the influence of the distance
was more serious between shorter distances (1m, 1.25m,
and 1.5m in our study) than between longer distances
(1.5m, 1.75m, and 2m).

• Compared to the HiA condition, the HoT condition
showed significant benefits in task completion time,
number of correct selections, understanding hand ges-
tures, and higher user feeling of co-presence and reality
with less task load and mental effort. However, there
was no significant benefit of the HoT condition in local
worker’s feeling of the co-presence and hand ownership.

• Even though theHoT condition significantly reduced the
negative impact of the view angle difference compared
to the HiA, the view angle difference still influenced the
HoT style gesture communication.

• The remote participants felt that they spent more mental
effort not only in using the hand gesture cues, but also
in looking at the objects from the side (with 45 and
60-degree views) rather than in front of them (with 0 and
15-degree views).

A. PERFORMANCE OF THE HiA INTERFACE
In this section, we compare the use of the HiA interface in
various distances and angle differences with the data of task
completion time, the number of correct selections, and the
required mental effort (SMEQ) [54] (Figure 6 and Table 1).
Friedman tests found significant differences in all measure-
ments between distances and degrees (all p-values are less
than.001; Table 1).

1) EFFECT OF ANGLES
The participants playing a role of local worker (local partic-
ipant afterward) understood the HiA interface better when
having 0 or 15 degree angle difference with remote partic-
ipants compared to when having the other angle difference
(Figure 6 and Table 1). When there was no angular difference
(0 degree angle) between the local and remote participants,
local participants felt that it took less mental effort to under-
stand where the HiA referred to compared to when using it
at the other angles (four left columns in Table 1; 0 – 15,
0 – 30, 0 – 45, 0 – 60 columns). The results of task completion
time and the number of correct selections also showed similar
trends with significances (except between 0 and 15 degree in
task completion time).

Using the HiA at 15-degree angle difference had similar
results. Local participants felt less mental effort in under-
standing where the HiA referred to at a 15-degree angle than
at 30, 45, and 60 degree angles (Table 1; 15 – 30, 15 – 45,
15 – 60 columns). The same trend was also revealed in the
result of the task completion time, but not with the result

FIGURE 6. HiA Results: the average task completion time (seconds), the number of correct selections (0∼12), and the required mental effort by
the local and remote participants (0: lowest∼150: highest mental effort) for each distance and degree (+: mean; x: outlier; D: degree).
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TABLE 1. Results of the HiA condition by the Friedman tests and Wilcoxon signed rank tests (W in the table) with the data of task completion time,
number of correct selections, local and remote participants’ mental effort (significant results are in grey).

of number of correct selections, especially with the 30 and
60 degree angles.

The effect of the angle difference became less obvious
at larger angle differences. The task completion time and
the number of correct selections did not show a significant
difference among the 30, 45, and 60 degree angles (Table 1;
30 – 45, 30 – 60, 45 – 60 columns). The local participants’
mental effort in using theHiA had significant differences only
between 30 and 60 degree angle differences.

Interestingly, the results of the remote participants’ men-
tal effort showed a different trend than the results of
other measurements (task completion time, number of cor-
rect selections, and mental effort of local participants). All
comparisons against either 45 or 60-degree angles showed
significant differences in the remote participants’ mental
effort. This may be because the remote participants were
looking at the objects from the side rather than in front
of them.

Additionally, we also found that the numbers on left three
columns were called more than the numbers on right three
columns at all angles (all p-values are less than.005; Table 1 in
Table 6 and 7) except 0-degree angle (p = .138). This may
be because the remote participants’ experimental positions
were on the left side of the local participant except for the
experimental positions at 0-degree angle, and used the HiA
from the left. (Figure 5).

2) THE EFFECT OF DISTANCE
As the distance to the task object becomes longer, the local
participants spent more time and needed more mental effort
to understand which object the HiA hand referred to and had
fewer correct selections.

The difference in using the HiA at five distances is
clear in the results of the task completion time and local

participants’ mental effort (Figure 6 and the bottom of
Table 1). All pair-wise comparisons showed significance in
the results of the task completion time except the three com-
parisons between 1m and 1.25m, 1m and 1.5m, and 1.5m
and 1.75m (we note the p-value is.008 and.009, close to
the significant level, in the comparisons between 1m and
1.5m and between 1.5m and 1.75m respectively, Table 1).
All comparisons with the data of local participants’ mental
effort showed significant differences except between 1.5m
and 1.75m.

Interestingly, in the results of the number of correct selec-
tions, a significant difference between distances was only
revealed in the pair-wise comparisonwith either 1m or 1.25m,
but not among the three longer distances (1.5m, 1.75m, and
2m). Thus, the influence of the distance was more obvious
between the shorter distances (1m, 1.25m, and 1.5 m) than
between the longer distances (1.5m, 1.75m, and 2m).

Interestingly, the results of the remote participants’ men-
tal effort showed a different trend than the results of other
measurements. The results of the remote participants’ mental
effort showed significant differences only between 1m and
1.5m, 1m and 1.75m, and 1m and 2m distances.

B. COMPARING HiA AND HoT INTERFACES
In this section, we compare HoT and HiA conditions by every
distance and view angle difference first, then compare them
with participants’ rating results from questionnaires.

With the HoT condition, participants completed the task
29.3 percent faster (58.79→ 41.57 seconds), had 2.75 times
more correct selections (33.75% → 93%), and felt
63.1 percent less mental effort (22.4 → 8.48) compared to
when using the HiA condition. These benefits of the HoT
condition were revealed at every distance and view angle
difference (all p-values are less than 0.001). In addition,
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FIGURE 7. Distribution of incorrect selections with the HiA and HoT
interfaces. The number at each axis means the difference (in row-column)
between the target and the incorrect selection. The dot transparency is
set by the frequency of the incorrect selections.

with the incorrect selections, we calculated how far the
local participants misunderstood the remote participants’
hand gesture selection (Figure 7 and Table 4 and 5) and the
results showed that the incorrect selections were significantly
farther from the correct selection with the HiA condition than
with the HoT condition at every distance and view angle
(all p-values were less than 0.001).

According to the results of the participants’ ratings
(Table 2 and Figure 8), the remote participants felt less
workload, more co-presence with the local partner, higher
realism and hand ownership, and their hand gesture messages
were better understood with the HoT condition than with
the HiA condition (all p-values were less than 0.05). Local
participants also felt less workload, had better understanding
of hand gesture messages, and better realism with the HoT
than with the HiA (all p-values were less than 0.05).
However, interestingly, the local participants felt no sig-

nificant difference between the two conditions in the level of
co-presence (Z = −0.210, p = .834) and hand ownership
(Z = −1.086, p = .278). We found that the mean of the

TABLE 2. Results of Wilcoxon signed ranks tests in comparing the HoT
and HiA methods with the data of workload, co-presence, understanding
hand gesture, reality and hand ownership (significant results are in grey).

local participant’s ratings about co-presence (HoT –M :4.85,
SD:1.37; HiA –M :4.81, SD:1.02) and hand ownership (HoT
–M :4.54, SD:1.92; HiA –M :4.07, SD:1.35) were higher with
the HoT than with the HiA, so we may say that using the HoT
did not reduce the local participants’ feeling of co-presence
and partner hand ownership compared to when using
the HiA.

In their preference, all remote and local participants pre-
ferred the HoT interface over the HiA interface.

C. PERFORMANCE OF THE HoT INTERFACE
In this section, we compare the use of HoT interface in
various distances and angle differences with the data of task
completion time, number of correct selections, and required
mental effort (SMEQ) [54] (Figure 9 and Table 3).

According to Friedman tests, the results with the data of all
measurements in distances were not significant (all p-values
are higher than.05). Thus, the distance to task object did
not have a significant negative impact on understanding the
remote helper’s gesture with the HoT interface. However,
among the five angles, the Friedman test showed significant
results (Table 3).

FIGURE 8. Questionnaire results asking about workload, ease of understanding the hand gesture message, level of co-presence, reality, and
ownership when using the HiA and HoT interfaces (1: lowest∼7: highest for all factors; +: mean; x: outlier).
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TABLE 3. Results of the HoT condition by the Friedman test and Wilcoxon signed rank test with the data of task completion time, number of correct
selections, local and remote participants’ mental effort (significant results are in grey).

FIGURE 9. With the HoT condition, the average task completion time (seconds), number of correct selections (0∼12), and required mental effort by
local and remote participants (0: lowest∼150 highest; 120 was highest data) (+: mean; x: outlier).

During the user study, we observed that the remote par-
ticipants positioned their hands at the center of the tar-
get number, but local participants sometimes selected the
number immediately right to the correct answer. This error
mostly happened when using the HoT at a 60 degree angle
(Table 4 and 5) where the remote participants’ hand gesture
looked like it was pointing towards the right in the local
participants’ perspective (Figure 10a). This influenced the
results of the task completion time and the number of correct
selections. In Figure 9 and Table 3, using the HoT at a
60 degree angle took more time to complete the task with
fewer correct selections compared to using it at the other
angles (Table 3; 45 – 60, 30 – 60, 15 – 60).

This error of selecting the target on the right side caused the
local participants to call out (or select) the right most numbers
more frequently (Table 6 and 7).

In addition, the pointing gesture at the 0 degree angle
also influenced the HoT results. The remote participants’
hand pose appeared to be pointing upward from time to
time (Figure 10b) and this hand pose was more obvi-
ous when using HoT at 0 degrees than using it at the
other angles (Figure 10c). Consequently, using the HoT
at 0 degrees took more time to complete the task with
fewer correct selections compared to the HoT at 15, 30,
or 45 degrees.

Interestingly, the results of the remote participants’ mental
effort showed significance when comparing 60 degree angle
to any other angles. This may be because looking at the task
objects from the side (at a 60 degree angle) was more difficult
than looking from in front of it.

D. COMMENTS AND OBSERVATION
Most remote (13 out of 14) and local (12 out of 14) partici-
pants commented on the benefit of the HoT (‘‘I like the hands
on the number because I easily knew which number he was
pointing at’’; ‘‘My partner knew where I pointed (with the
HoT)’’; ‘‘I should look at the numbers and my friend’s hand
(by switching viewpoint with the HiA); ‘‘He was wrong (with
the HiA’’)).

One interesting comment by a remote participant was
that ‘‘I wanted to move closer to the numbers, but I could
not’’. However, we report that providing navigation function
according to his/hermovementmay have risk of bumping into
the real-world objects.

Additionally, according to our observation, when the
remote participant used the HiA, the local participant selected
fewer numbers on the bottom row (Table 6 and 7). This may
be because the HiAwas displayed a bit higher within the local
participants’ view as the most local participants were shorter
than 175cm which was the remote participants’ view height.

V. DISCUSSION
In this paper, we explored the use of hand gesture cues in
technology mediated collaborative environments with a large
task space. We intensively investigated how the distance to
task objects and the view angle difference between the ges-
ture performer (i.e. the remote helper) and viewer (i.e. the
local worker) negatively influenced the understanding of the
conventional hand gesture cue (HiA).We proposed a solution,
the HoT style hand gesture cue and the user study results
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TABLE 4. The graph in each cell shows the distribution of incorrect selections at each experimental position with the HiA interface. The number at each
axis of the graphs is the difference (in row-column) between the target number and the incorrect selection (left (−5)∼right (+5); below (−3)∼above (+3)).
The transparency of the dots is set by the frequency of the incorrect selections (more incorrect selections: more occluded).

FIGURE 10. Hand pointing gestures with the HoT condition.

showed that the HoT significantly reduced the negative influ-
ence of the distance and view angle difference.

A. EXAMINATION OF THE HYPOTHESES
In the user study we found a negative influence of the dis-
tance and view angle difference in understanding where the
remote participant’s HiA interface was referring to. Thus,
our hypothesis H1 is supported. In addition, the influence of
the angle difference is more obvious between smaller angles
(0, 15, and 30 degrees in our study) than between
larger angles (30, 45, and 60 degrees). The influence of
the distance was more serious between shorter distance

(1m, 1.25m, and 1.5m in our study) than between longer
distance (1.5m, 1.75m, and 2m).

The HoT interface produced significantly better results in
terms of task completion time, number of correct selections,
task load, required mental effort, and participants’ feeling of
realismwhile keeping the participants’ feeling of co-presence
and hand ownership compared to the HiA interface. There-
fore, hypothesis H2 is confirmed.
With the HoT interface there was no negative influence

of the distance to the task object on the local participants
correctly understanding where the HoT style hand gesture
referred, and no significant difference in mental effort or
task load among various distances. Since the HoT interface
placed the hand gesture on the surface of the task object, the
distance to the task object would be meaningless. Therefore,
hypothesis H3 is supported.
The influence of the view angle difference between a

gesture performer and viewer was significantly reduced with
the HoT interface. Participants completed the task faster, had
more correct selections and spent less mental effort when
using theHoT compared towhen using theHiA. Interestingly,
even with this benefit, the HoT interface was not perfect.
Since the HoT interface still kept the orientation of the hand
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TABLE 5. The graph in each cell shows the distribution of incorrect selections at each experimental position with the HoT interface. The number at each
axis of the graphs means the difference (in row-column) between the target and the incorrect selection (left (−5)∼right (+5); below (−3)∼above (+3)).
The transparency of the dots is set by the frequency of the incorrect selections (more incorrect selections: more occluded).

gesture which mostly depended on the view angle of the
remote helper, the hand gesture with the 60 degree angle may
have resulted in the hand gesture appearing to point towards
the right in the local participants’ perspective. Therefore,
H4 is still disputable.

B. EXTENSIBILITY
Our study results could be applied to any hand gesture com-
munication scenarios such as co-located collaboration and
CVEs as far as they involve issues arising from the two
factors: distance to an object and view angle difference. Even
though we investigated the HiA and HoTwithin aMR remote
collaboration system, the limitation of HiA with such issue
could happen in any hand gesture communication. Therefore,
the results of HoT interface could also be applied to other
collaboration senario where such issue exists.

Additionally, even though we did not test the HoT
interface with the physical task including complex object
manipulation, the HoT interface can be used with the benefit
of it (easy to know where or which object the hand gesture
refers to), because the HoT interface still can show diverse

types of information including rotating, flipping, and moving
objects mostly at any axis.

C. HAND OWNERSHIP & CO-PRESENCE
Interestingly, the remote helper still felt the benefits of the
HoT in co-presence and hand ownership, but the local worker
did not (Figure 8 and Table 2). Since the remote helper could
still control the hand gesture with the HoT interface even
though it is away at a distance, he/she might have given posi-
tive ratings on the co-presence and hand ownership consider-
ing the benefit of the HoT. However, the local worker saw the
hand appearing away from the remote helper and might have
felt less as if it was controlled by remote helper, so the benefit
of the HoT interface might have been less apparent in terms
of co-presence and hand ownership, showing non-significant
results.

D. ALTERNATIVES
Since the pointer, eye gaze, and sketch cues were alternatives
to the HiA interface in previous studies [1], [12], [13], [32],
our study may have been more comprehensive by comparing
them to our HoT interface. The pointer, eye gaze, and sketch
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TABLE 6. The grid in a cell shows how many more or less selections were made for each task objects at each experimental position (more selection (+):
red∼less selection (−): dark blue) with the HiA interface. Each grid has the same 4 × 6 format with the task objects format on the wall (see Figure 3),
so the number in the grid means how many more or less selections at the matched task object. With 14 pairs of participants, each number object should
be selected 7 times by each hand gesture condition, so ‘0’ means the number object was selected 7 times.

cues are displayed on top of the task objects, so they could
also solve the issue of the HiA interface as the HoT interface
does. The pointer cue is simple and precise to show point
information [31], [37]. Gaze moves faster than mouse pointer
and hand gesture [16], [36], [56], so it may show better
performance in indicating an object compared to the hand
gesture and mouse pointer. The sketch cue could show a
sequence of required activities (e.g. remaining sketches and
showing selection sequence) as drawn sketches remain until
being erased [31], [33].

However, using pointer, gaze, and sketch cues has a limi-
tation in terms of extensibility to support other types of tasks,
such as object manipulation [4], while in contrast, the HoT
interface is extensible for its use in object manipulation tasks
(as described at in section 5.B). The HoT interface can show
3D information while the pointer, gaze, and sketch cues
are mostly limited to showing a point or 2D information.
Additionally, the hand gesture cue has better naturalness [20],
intuitiveness [19], and level of co-presence [22] compared
to the pointer, gaze, and/or sketch cue(s) because the hand
gesture cue is also used in collaborations in the real world.

Although the gaze pointer or ray is mostly limited to show-
ing a point information, they have additional advantages com-
pared to other pointer type cues (e.g. mouse pointer [34], [35]
or hand pointer [13], [14]). What gaze shows is not

simply a point information but the collaborators’ gaze activ-
ity, i.e. where the collaborator is looking at [56], [57].
Higuich et al. [16] and Bai et al. [15] both investigated
interfaces that support both gaze and HiA hand gesture and
found that they are well harmonious and using both supports
better performance with higher level of co-presence. There-
fore, exploring the effect of the gaze with the HoT interface
could be an interesting topic for future work.

Displaying the partner’s first person view in a small win-
dow at a corner may also solve the issue of the HiA interface
because the local worker could see and understand the remote
helper’s hand gesture through the remote helper’s first person
view in the small window. However, this may clutter the view
especially on the local worker’s AR view because AR HMDs
typically have smaller FOV compared to VR HMD. In our
system, Meta2 AR HMD has 90 degrees FOV. Additionally,
a local worker and a remote helper needs to perform addi-
tional interaction: switching their focus to the small window
while also keeping their eyes on their own view. In the future,
wewould further explore this concept of small corner window
interface in comparison to the HoT interface.

E. LIMITATIONS
The user study produced a number of interesting results, but
there were some limitations as well. The participants in the
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TABLE 7. The grid in a cell shows how many more or less selections were made for each task objects at each experimental position (more selection (+):
red∼less selection (−): dark blue) with the HoT interface. Each grid has the same 4 × 6 format with the task objects format on the wall (see Figure 3),
so the number in the grid means how many more or less selections at the matched task object. With 14 pairs of participants, each number object should
be selected 7 times by each hand gesture condition, so ‘0’ means the number object was selected 7 times.

user study were not allowed to correct the misunderstanding
of the hand gestures to reduce the effect of verbal correc-
tion and to complete the experiment in a timely manner.
In real tasks, the local worker and remote helper should
be able to use speech to correct misunderstandings when
the hand gesture cue is difficult to understand. However,
even if verbal correction was allowed, using the HiA would
require more verbal correction than when using the HoT as
the HiA interface had significantly more incorrect selections
than the HoT interface. Thus, the benefit of HoT could be
even more prominent. In addition, we note that the verbal
correction would be much easier with our HoT interface than
the HiA interface because the misunderstanding of where
the hand gesture refers to is usually adjacent to the correct
target object with the HoT, but further away when using HiA
(Figure 7 and Table 4 and 5).

In our study, the experimental task was object selection
(to see whether a local worker knows where remote helper’s
hand gesture refers to) and did not include object manipu-
lation. However, our research was about solving the issue
of difficulty in knowing where the hand gesture refers to,
which is most relevant to selection tasks. In addition, object
manipulation is impossible if the local worker does not know
where the remote helper’s hand gesture refers to and we
reported the extensibility of the HoT for object manipulation

task in the section 5.B. In the future, we would further
explore the HoT interface with the object manipulation
task.

Another concern when using our approach is that the HoT
interface is limited to showing depth or volume information
because it is always placed on the surface of the target.
In the future, we will explore how the HoT interface could
be displayed not on the object surface but near the object
(within a hand reachable area), so that the virtual hands can
move in depth direction, allow more natural hand gestures,
and represent more types of information, such as showing
information relating to volume.

If a remote collaboration system supports an easy and
quick navigation function, issues with the HiA interface may
be less prominent because the remote helper can navigate
close to the task object before using hand gesture cues so
the local worker could understand hand gesture nearby the
task objects without difficulty. However, the remote helper
needs to be able to navigate back and forth to the task objects
which are distributed around the large task space. In addition,
the navigation may require more user inputs. We note that
the remote participants in our study could see the large task
space from a distance and still use hand gesture cues that
appears close enough to the task object without additional
inputs. Moreover, the remote helper’s navigation was limited
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because of the worry about bumping into the wall or objects
when wearing a HMD.

VI. CONCLUSION
In recent collaboration systems, each collaborator mostly has
a first-person view and they have different view positions in
a large task space. However, collaboration systems still use
the conventional Hands-in-Air (HiA) style hand gesture cue
that have an issue of misunderstanding where it is referring
to from the viewer’s perspective. As a solution, in this paper,
we proposed a new hand gesture cue: Hands-on-Target (HoT)
which positions the remote helper’s virtual hands on the
surface of the task object.

We conducted a user study, in which we first investigated
the influence of the distance to the task object and view angle
difference between a gesture performer and a viewer when
using the HiA style hand gesture cues, then secondly explored
whether our HoT style overcomes the negative influence of
the distance and view angle.

In the user study, we found that increasing the distance
and view angle difference caused misunderstandings with the
HiA hand gesture. The negative influence of the distance was
more serious between shorter distance (1m, 1.25m, and 1.5m
in our study) than between longer distances (1.5m, 1.75m,
and 2m). Similarly, the negative influence of the view angle
difference was more serious between smaller angles (0, 15,
and 30 degrees in our study) than between larger angles
(30, 45, and 60 degrees). The HoT interface reduced the
negative impact of the view-angle difference and the distance
to the objects, and significantly improved the use of the hand
gesture cue.

In the future, we plan to extend our study with an object
manipulation task and revise the HoT interface to place the
virtual hand not on the surface of a task object but near the
objects (within a hand reachable area), hence supporting 3D
movement andmore natural hand gestures.Moreover, wewill
explore one-to-many remote collaboration (e.g. one local user
and two or more remote users) with different types of devices
such as tablets, HMDs, and PCs.
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