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Abstract—This correspondence paper proposes a novel low-complexity radio-frequency (RF) precoding and combining scheme for wideband multiuser millimeter wave hybrid-array systems, targeting at maximizing the system energy efficiency. We first derive a nearly-optimal fully-connected RF precoder, via minimizing the correlation across different users and subcarriers. We then extend the optimization solution to subarray-based architectures by exploiting the unitary matrix feature of subarrays. With the obtained phase values of the precoder, we optimize the power allocation on each subcarrier of the baseband precoder. Simulation results are provided and validate the effectiveness of our proposed hybrid precoding scheme.

Index Terms—Millimeter wave communication, hybrid precoding, wideband, subarrays

I. INTRODUCTION

Hybrid precoding, as well as the combining at receivers, has been a research focus for millimeter wave (mmWave) hybrid systems in the last several years [1]–[5]. Hybrid precoding consists of a radio-frequency (RF) precoder with phase shifters in the RF domain and a digital precoder in the baseband domain. Balancing cost and performance, as well as beamforming (BF) gain and multiplexing gain, the hybrid array can be effectively used in both base station (BS) and user equipment (UE).

Hybrid precoding in wideband multiuser systems is one of the main challenges at present when being extended from a narrowband beamforming model [6]–[9]. Typically, a narrowband precoding/beamforming structure is considered for RF precoding, even in wideband systems [10], [11], to make the cost of the system affordable. Hence, a common RF precoder is applied to the whole frequency band of the signal. Optimal RF precoding design in wideband systems generally requires high-complexity processing, such as singular value decomposition (SVD) of the channel [10]. Alternative designs can be based on a pre-designed codebook, which reduces the overhead of channel feedback at the cost of degraded performance [8], [11], [12]. In addition, the authors in [9] exploited directional precoding structures to reduce the complexity associated with obtaining the hybrid precoder.

Energy efficiency (EE) is another major concern in mmWave hybrid array [13]–[16]. The authors in [14] proposed energy-efficient hybrid precoding, taking into consideration the number of RF chains and phase shifters. In [15], the authors further optimized the number of RF chains, which is related to the number of receivers connected to the transmitter. In [16], the authors optimized EE using the Dinkelbach’s algorithm [17], via optimal power allocation for different users. These works are all based on the fully-connected RF precoder, which has a mathematical form of a matrix with the modulus of all entries being equal.

Subarray-based precoding, where only a limited number of elements in the precoding matrix is non-zero, is a promising way to further reduce the power consumption at the cost of lower spectral efficiency, compared to the fully-connected one [18], [19]. There are two common types of subarrays, fixed ones and dynamic ones [20], depending on whether the locations of non-zero elements in the precoding matrix are fixed or dynamically designed. In [18], the authors investigated data rate maximization based on the water-filling method for fixed subarrays. In [19], the authors studied the minimization of the mean squared error of angle-of-arrival (AoA) and angle-of-departure (AoD) estimates for subarray-based RF precoding in wideband systems. In [20], the authors developed dynamic subarrays for single-user wideband systems, where connections are dynamically allowed between RF chains and antennas with a given number of phase shifters. Intuitively, using fixed subarrays can achieve better EE than using fully-connected arrays and dynamic subarrays due to the less number of phase shifters and simpler circuit design. However, there is little work reported for EE optimization for subarrays.

In this correspondence paper, we propose a novel hybrid precoding scheme that maximizes EE in wideband multi-user multi-input multi-output orthogonal-frequency-division-multiplexing (MIMO-OFDM) systems. The main innovation of this paper is a low-complexity RF precoding algorithm. The EE maximization problem is divided into two parts, i.e., the optimization of precoding matrices and the power allocation. The baseband precoder is applied in the frequency domain and is subcarrier-dependent, while the RF precoder is common for all subcarriers. Our main contributions are summarized as follows.

- We propose a low-complexity fully-connected RF precoding algorithm via path-wise implementation. Using an optimal baseband precoder, only the left singular matrix
of the RF precoder influences the system performance.

- We extend the precoding algorithm from fully-connected RF precoder to subarray-based RF precoder, by exploiting the unitary matrix feature of the subarrays.
- We optimize the power allocation on each subcarrier by using Jensen’s inequality. We illustrate that the subarrays can achieve higher EE than the fully-connected one, despite slightly lower sum rates.

Notations: $a$ denotes a vector, $A$ denotes a matrix, italic English letters like $N$ and lower-case Greek letters $\alpha$ are a scalar, $\angle a$ is the phase angle of complex value $a$. $|A|$, $A^T$, $A^H$, $A^\dagger$ represent determinant value, transpose, conjugate transpose, pseudo inverse respectively. We denote Frobenius norm of a matrix as $\|A\|_F$. $[A]_{m,n}$ is the $(m,n)$th entry of a matrix.

II. SYSTEM AND CHANNEL MODELS

We consider a multiuser MIMO-OFDM system model with a BS and $U$ UEs. The BS is equipped with $N_T$ antennas and $U$ RF chains. Each UE is equipped with an antenna array that has $N_U$ phase shifters. The BS communicates with all UEs, with one spatial stream for each UE.

At the BS, a baseband precoder, $F_{BB}[k] = [f_{BB1}[k], \ldots , f_{BBU}[k]]$, of the dimension $U \times U$, is applied on each subcarrier $k$, and $f_{BBu}[k]$ is the $u$th column of $F_{BB}[k]$, denoting the baseband precoding vector for the $u$th UE. The baseband precoder processes the signal in the frequency domain before transforming the signal into the time domain by using $K$-point inverse fast Fourier transform’s (IFFT’s), where $K$ is the number of subcarriers. The cyclic prefix of length $D$ is added to avoid inter-carrier interference.

The time-domain signals are then precoded by an RF precoder of the dimension $N_T \times N_P$, denoted as $F_{RF}$, such that $F_{RF}[m,n] = e^{j\psi_{m,n}}$, where $\psi_{m,n}$ is a quantized phase value. We note that all entries of $F_{RF}$ have equal modulus and quantized phase shifts, and is subcarrier-independent, while $F_{BB}[k]$ varies with $k$. Let the original symbol vector on the subcarrier $k$ be $s[k]$, which is a $U \times 1$ data vector with the $u$th entry being the data symbol transmitted from BS to the $u$th UE. The transmitted signal is written as

$$x[k] = F_{RF}F_{BB}[k]s[k]. \quad (1)$$

Considering the power consumption constraints, we normalize the hybrid precoder, such that $\sum_{k=1}^{K} \|F_{RF}F_{BB}[k]\|_F^2 = P \leq P_{om}$, where $P$ is total transmitted power and $P_{om}$ is the power constraint. Both fully-connected RF precoder and subarrays are considered in this paper. For subarrays, they are partially implemented by $N_T$ phase shifters and have a form of block diagonal matrix,

$$F_{RF} = \text{diag}(f_{RF1}, \ldots , f_{RF_{N_U}}), \quad (2)$$

where $f_{RFu}$ is a subarray for the $u$th UE with $N_T/N_P$ antenna elements.

At the $u$th UE, the received signals from $N_R$ antennas are combined using a combining vector $w_u$ that satisfies $|w_u| = e^{j\psi_u}$ with $\psi_u$ being the quantized phase values. The combined signal is transformed into the frequency/digital domain using $K$-point FFT’s, after removing the cyclic prefix of length $D$. The combined baseband signal on the subcarrier $k$ is written as

$$y_u[k] = w_u^H (H_u[k]F_{RF}F_{BB}[k]s[k] + n_u[k]), \quad (3)$$

where $H_u[k]$ represents the wideband mmWave channel matrix on the subcarrier $k$ between the $u$th UE and BS, and $n_u[k] \sim CN(0, \sigma^2 I)$ represents a complex Gaussian noise vector.

The channel matrix can be obtained from the FFT of a time-domain channel matrix [21]. The adopted mmWave channel has $L$ paths between the BS and each UE. For notational simplicity, we drop the subscript $u$ and write the delay-$d$ channel matrix as

$$H[d] = \rho \sum_{l=1}^{L} p(dT_s - \tau_l) \alpha_l \alpha^H (\theta^r_l, \varphi^r_l, \theta^d_l, \varphi^d_l), \quad (4)$$

where $\rho = \sqrt{N_k N_u}$, $\alpha_l$, $\tau_l$, and $p(\tau)$ represent the normalization factor, complex path loss, time delay, and the pulse shaping function, respectively. $T_s$ is the sampling interval, $\theta^r$, $\varphi^r$, $\theta^d$, and $\varphi^d$ represent elevation AoAs, azimuth AoAs, elevation AoDs, and azimuth AoDs, respectively. $\alpha_l(\cdot)$ and $\alpha^H (\cdot)$ denote the array response vectors at the UE and the BS, respectively. The frequency selective channel matrix on the subcarrier $k$ is given by

$$H[k] = \sum_{d=0}^{D-1} H[d] e^{-j2\pi k d}. \quad (5)$$

III. PROBLEM STATEMENT

The proposed scheme aims to maximize the EE for multiuser systems in three stages. In Stage 1, all UEs send the channel state information (CSI) through an uplink feedback channel. In Stage 2, the BS optimizes both the combiners and the hybrid precoder using the CSI obtained from UEs. In Stage 3, the BS sends the optimized combiners to each UE through a downlink feedback channel. We assume that the CSI is already available, and focus on the optimization in Stage 2 in this paper.

The optimization goal is to maximize the EE as defined by [14], [16], i.e.,

$$\eta = \frac{R}{\xi P + N_p P_{RF} + N_p P_{PS} + P_{UE}}, \quad (6)$$

where $R$ is the sum rate, $\xi$ is the efficiency of the power amplifier, $P_{RF}$ and $P_{PS}$ are the energy consumed by RF chains and phase shifters, respectively, $P_{UE}$ is the energy consumed by UEs, and $N_p$ is the number of phase shifters. The sum rate is

$$R = \sum_{k=1}^{K} \sum_{u=1}^{U} \log_2 \left(1 + \frac{|w_u^H H_u[k]F_{RF}F_{BBu}[k]|^2}{\sum_{n \neq u} |w_n^H H_u[k]F_{RF}F_{BBu}[k]|^2 + \sigma^2} \right). \quad (7)$$
For a given system with fixed number of RF chains and phase shifters, the optimization problem can be represented as

\[
{\{F_{RF}^*, F_{BB}^*[k], w_u^*, P_k^*\}} = \arg\max_{w_{RF}, P_{BB}(k)} \eta, \quad \text{s.t.} \quad \sum_{k=1}^K P_k \leq P_{ow}, \|F_{RF}\|_{F} = e^{j\phi_m}, [w_u]_i = e^{j\psi_i}, \quad (8)
\]

where \(P_k = \|F_{RF}F_{BB}[k]\|_F^2\). Note that the entries of both the RF precoder and the combiners have equal modulus and quantized phase shifts. The problem above becomes non-convex and difficult to be addressed.

As in [11], [20], we let \(F_{BB}[k] = \left(F_{RF}^H F_{RF}\right)^{-\frac{1}{2}} F[k]\) with \(F[k]\) being a matrix to be determined, and rewrite the sum rate as

\[
R = \sum_{k=1}^{U} \sum_{u=1}^{K} \log_2 \left(1 + \frac{\|w_u^H H_{u}^{RF}[k] f_u[k]\|^2}{\sigma^2} \right), \quad (9)
\]

where \(f_u[k]\) is the \(u\)th column of \(F[k]\), and \(H_{u}^{RF}[k] = H_u[k]F[k]F_{RF}^H\left(F_{RF}^H F_{RF}\right)^{-\frac{1}{2}} = H_u[k]U_{RF}V_{RF}^H\) denotes the channel before baseband precoding, where \(U_{RF}\) and \(V_{RF}\) are the left and right singular matrices of \(F_{RF}\) with the dimension of \(N_T \times N_P\) and \(N_P \times U\), respectively.

We further define an equivalent channel for all UEs as

\[
H[k] \triangleq \left[H_u^H[k]w_1, \cdots, H_u^H[k]w_U\right]^H, \quad (10)
\]

where \(H[k]\) is the equivalent channel. Based on \(H[k]\), we obtain the optimal \(F_{BB}[k]\) that minimizes the multiuser interference (MUI) as

\[
F_{BB}^*[k] = \mu_k F_{RF}^H F_{RF}^{-\frac{1}{2}} \left(H[k] F_{RF} \left(F_{RF}^H F_{RF}\right)^{-\frac{1}{2}} \right)^H \Gamma[k], \quad (11)
\]

where \(\mu_k\) is a coefficient for meeting the power constraint, i.e., \(\|F_{RF} F_{BB}[k]\|_F^2 = P_k\), and \(\Gamma[k]\) is a diagonal matrix that allocates the power to each UE. The actual values of the power allocation matrix \(\Gamma[k]\) does not affect our RF precoding design. It can be optimized using the water-filling method. For simplicity, we consider the unitary constraint as in [11] and assume \(\Gamma[k] = I\) here.

Substituting \(F_{BB}[k]\) into the power constraint, \(\mu_k^2\) is obtained as

\[
\mu_k^2 = \frac{\|F_{RF} (F_{RF}^H F_{RF})^{-\frac{1}{2}} \left(H[k] F_{RF} (F_{RF}^H F_{RF})^{-\frac{1}{2}} \right)\|_F^2}{\|F_{RF} (F_{RF}^H F_{RF})^{-\frac{1}{2}} \left(H[k] F_{RF} (F_{RF}^H F_{RF})^{-\frac{1}{2}} \right)\|_F^2} = \frac{P_k}{\|U_{RF} V_{RF} (H[k] U_{RF} V_{RF}^H)\|_F^2} = \frac{P_k}{\|H[k] U_{RF}\|_F^2}. \quad (12)
\]

The third equation of (12) is obtained based on the fact that the unitary matrix, \(V_{RF}\), has no influence on the Frobenius norm. Substituting (11) and (12) into (6), we can rewrite the EE as

\[
\eta = \frac{\sum_{k=1}^K \sum_{u=1}^U \log_2 \left(1 + \frac{\|w_u^H H_{u}^{RF}[k] f_u[k]\|^2}{\sigma^2} \right)}{\xi P + N_P P_{RF} + N_P P_{PS} + P_{UE}} \quad (13)
\]

To this end, we obtain the optimal baseband precoder, with the variables of \(U_{RF}, w_u, and \{P_k\}_{k=1}^K\) to be optimized. The original optimization problem in (8) can be recast as

\[
{\{U_{RF}^*, w_u^*, P_k^*\}} = \arg\max_{U_{RF}, w_u, P_k} \eta, \quad \text{s.t.} \quad \sum_{k=1}^K P_k \leq P_{ow}, \|F_{RF}\|_{m,n} = e^{j\phi_{m,n}} [w_u]_i = e^{j\psi_i}. \quad (14)
\]

It is noted that the channel is subcarrier-dependent, while the RF precoder and the combiner are subcarrier-independent, which makes the problem still hard to solve.

IV. PROPOSED RF PRECODING SCHEME

In this section, we first derive a nearly-optimal fully-connected RF precoder. Then, we transform the optimization problem into the subarray-based one and optimize the subarrays using its unitary matrix feature. Finally, we allocate the power on each subcarrier using Jensen’s inequality.

One main property of \(U_{RF}\) and \(w_u\) is that they are normalized to unity. Additionally, they have influence on the sum rate only, whereas the power constraints \(\{P_k\}_{k=1}^K\) have influence on both sum rate and power consumption. Based on these two properties, we can divide the optimization problem of (14) into two sub-problems that are easier to solve. We first determine \(U_{RF}\) and \(w_u\) by maximizing the sum rate, and then optimize the value of \(P_k\)’s.

A. Optimizing RF Precoder and Combiner

The channel matrix, \(H_u[k]\), is the key to optimizing both \(U_{RF}\) and \(w_u\). It is nearly impossible to derive globally optimal \(U_{RF}\) and \(w_u\) that maximize the sum rate on each subcarrier, since \(H_u[k]\) is subcarrier-dependent. We note that AoAs and AoDs of the channel keep stable for all subcarriers, i.e.,

\[
H_u[k] = A_u A_u[k] D_{u}, \quad (15)
\]

where \(A_u = [a_{R_u, \theta_1'}, \varphi_1'); \cdots, a_{R_u, \theta_L'}, \varphi_L']\), \(D_u = [\tau_{T_u, \theta_1'}, \varphi_1'; \cdots, \tau_{T_u, \theta_L'}, \varphi_L']\), and \(A_u[k]\) is a diagonal matrix that is related to the time delay and the path loss of the channel. Our following proposed solution uses \(A_u\) and \(D_u\) to obtain the RF precoder and the combiners by selecting optimal columns from \(A_u\) and \(D_u\). Noting that (5) and (15) are equivalent, the \(l\)th entry of \(A_u[k]\) is given by

\[
\lambda_l[k] = \rho \sum_{d=0}^{D-1} p(dT_s - \tau l) \alpha e^{-j2\pi k \frac{d}{L}} l \in \{1, \cdots, L\}, \quad (16)
\]
Substituting (15) into (13), we define a scalar in the denominator of sum rate as
\[
\Delta[k] = \left\| \left( H[k]U_{RF} \right)^H \right\|^2_F
= \left\| \left( \begin{bmatrix} w_1^H A_1 \Lambda_1[k] D_1^H \\ \vdots \\ w_U^H A_U \Lambda_U[k] D_U^H \end{bmatrix} U_{RF} \right) \right\|^2_F. 
\]
(17)

We note that the sum rate is only influenced by \( \Delta[k] \) that needs to be minimized.

Thanks to the sparsity of mmWave channels, the columns of both \( A_u \) and \( D_u \) have low correlation, especially for \( D_u \) of which columns are approximately orthogonal to each other. By exploiting such low correlation, the RF precoder and combiners can be optimized separately, where \( w_u \) only depends on \( A_u \) and \( U_{RF} \) only depends on \( D_u \).

To magnify the channel gain for each UE and suppress the MUI, we attempt to select one column from each \( D_u \) and each \( A_u \), respectively, and use the selected columns to generate \( U_{RF} \) and \( w_u \). The selected columns should make the non-diagonal entries of \( H[k]U_{RF} \) become as small as possible. Firstly, the MUI has a dominant impact on the sum rate, which is also the reason why we design \( F[k] \) to minimize the denominator of \( R \) instead of maximizing the nominator of \( R \). Secondly, when \( U_{RF} \) is made up by columns from each \( D_u \) and \( a_u \) is made up by one column of \( A_u \), the channel gain in the diagonal entries of \( H[k]U_{RF} \) can be maintained, and hence we can guarantee a satisfactory spectral efficiency.

Since the channel gain varies on different subcarriers, it is impossible to obtain a fixed set of columns from \( D_u \) and \( A_u \), respectively. For obtaining subcarrier-independent RF precoder and combiners, we attempt to make the expectation of MUI be minimized,
\[
\{ U_{RF}^*, w_u^* \} = \arg \min_j \mathbb{E}( \| H[k]U_{RF} \|_F^2 - \| \text{diag}(H[k]U_{RF}) \|_F^2 ) \\
\text{s.t. } U_{RF} = [d_{1j}, \ldots, d_{Uj}], \ w_u = a_{uj}, \quad (18)
\]
where \( d_{uj} \) is a column of \( D_u \), \( a_{uj} \) is a column of \( A_u \) that has the same selected index with \( d_{uj} \), and \( \mathbb{E}(\cdot) \) takes the expectation value from \( k = 1 \) to \( K \). The objective function of (18) is minimized by selecting the optimal combination of the array response vectors.

The optimized fully-connected RF precoder is given by
\[
F_{RF^C} = \exp(j\angle U_{RF}^*E_{RF}V_{RF}^H) \triangleq D 
\]
(19)
where \( D = [d_{1j}, \ldots, d_{Uj}] \) with each column being an array response vector. Since the phase shifters have limited number of shifts, the optimal RF precoder and combiners can be obtained as an element-wise solution of \( D \) and \( a_{uj} \), respectively.

By substituting \( U_{RF} \) into \( \Delta[k] \), we obtain
\[
\Delta^*[k] \approx \left\| \left( \begin{bmatrix} w_1 \Lambda_1[k] d_{1j} \\ \vdots \\ w_U \Lambda_U[k] d_{Uj} \end{bmatrix} U_{RF} \right) \right\|^2_F = \left\| \left( \begin{bmatrix} \Lambda[k] D^H \end{bmatrix} U_{RF} \right) \right\|^2_F. 
\]
(20)
where \( \Lambda_u[k] \) is the \( u \)-th entry of \( \Lambda_u[k] \), \( w_u = a_{uj}^H w_u \) is the combined gain at the UE, and \( \Lambda[k] = \text{diag}(w_1 \Lambda_1, \ldots, w_U \Lambda_U) \). The result of (20) approaches its minimal value because the vectors in \( D \) are approximately orthogonal, i.e., \( D^H D \approx I \).

B. Extension to Subarrays

As for subarrays that have a limited number of non-zero elements, we need to redesign \( F_{RF} \) accordingly. Note that the left singular matrix of subarrays is equivalent to \( F_{RF} \) itself, due to the unitary property from (2). The unitary property makes it easy to determine the subarrays.

Similar to (18), we aim to minimize the gain of the non-diagonal entries in \( H[k]F_{RF} \). Different from the fully-connected RF precoder, the dimension of selected columns from each \( D_u \) needs to be reduced due to the limited number of phase shifters in subarrays. Hence, the optimization problem for subarrays is given by
\[
\{ f_{RF^C}, w_u \} = \arg \min_j \mathbb{E}( \| H[k]F_{RF} \|_F^2 - \| \text{diag}(H[k]F_{RF}) \|_F^2 ) \\
\text{s.t. } F_{RF} = \tilde{d}_{uj}, \ w_u = a_{uj}, \quad (21)
\]
where \( \tilde{d}_{uj} \) is the array response vector used for designing \( f_{RF^C} \), i.e., \( \tilde{d}_{uj} = [D_u]^\dagger(ju-1)\times N_T / U(ju-1)\times N_T / U \). Note that there are \( UL \) candidates to be tested for determining \( F_{RF} \), with each candidate being a combination of \( d_{uj} \). We test all candidates exhaustively and select the one that minimizes the objective function of (21).

C. Power Allocation

After determining the entries of RF precoder and combiners, the EE is a function of \( P_k \) only, i.e.,
\[
\eta = \sum_{k=1}^{K} U \log_2 \left( 1 + \frac{P_k}{\sigma^2 + \Delta^*[k]} \right) \\
= \frac{U \sum_{k=1}^{K} \log_2 \left( 1 + \frac{P_k}{\sigma^2 + \Delta^*[k]} \right)}{\xi P + N_P P_{RF} + N_{PS} P_{PS} + P_{UE}}. 
\]
(22)
It is noted that \( \eta \) is a non-convex function due to the fractional form. Additionally, there are \( K \) individual variables of \( P_k \) that need to be determined, which could increase the computational complexity greatly. We use Jensen’s inequality to further reduce the complexity, i.e.,
\[
\eta \leq \frac{U \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\bar{P}_k}{\sigma^2 + \Delta^*[k]} \right)}{\xi P + N_P P_{RF} + N_{PS} P_{PS} + P_{UE}} \leq U \sum_{k=1}^{K} \frac{\log_2 \left( 1 + \frac{\bar{P}_k}{\sigma^2 + \Delta^*[k]} \right)}{\xi P + N_P P_{RF} + N_{PS} P_{PS} + P_{UE}}. 
\]
(23)
It is clear that \( \eta \) is maximized when it equals its upper bound, i.e., \( \bar{P}_k = \sum_{k=1}^{K} \frac{\bar{P}_k}{\sigma^2 + \Delta^*[k]} \). By noting that \( \sum_{k=1}^{K} P_k = P \), the optimal \( P_k \) is obtained as
\[
P_k^* = \frac{P \Delta^*[k]}{\sum_{k=1}^{K} \Delta^*[k]}, 
\]
(24)
TABLE I
COMPUTATIONAL COMPLEXITY

<table>
<thead>
<tr>
<th>Operation</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Select one common column from $D_u$ and $A_u$, $\forall u \leq U$.</td>
<td>$\mathcal{O}(L)$</td>
</tr>
<tr>
<td>Generate all candidates for $U_{RF}$ and ${w_u}_{u=1}^U$</td>
<td>$\mathcal{O}(UL)$</td>
</tr>
<tr>
<td>For each candidate: obtain $\overline{H}[k]$ in (10)</td>
<td>$\mathcal{O}(U_N R_T N_T)$</td>
</tr>
<tr>
<td>For each candidate: calculate $\overline{H}[k] U_{RF}$</td>
<td>$\mathcal{O}(U^2 N_T)$</td>
</tr>
<tr>
<td>For each candidate: calculate $|H[k] U_{RF}|_F^2$</td>
<td>$\mathcal{O}(U^2)$</td>
</tr>
<tr>
<td>Take expectation from $k = 1$ to $k = K$</td>
<td>$\mathcal{O}(U^2 L N_R N_T)$</td>
</tr>
<tr>
<td>Overall (fully-connected)</td>
<td>$\mathcal{O}(U L N_R N_T)$</td>
</tr>
<tr>
<td>Overall (subarray-based)</td>
<td>$\mathcal{O}(U L N_R N_T)$</td>
</tr>
</tbody>
</table>

With $P_k$ optimized, $P$ is the final parameter to be determined at BS. Noticing that the power constraint of $P \leq P_{\text{cw}}$, we can obtain its optimal value via letting $\frac{\partial P}{\partial P} = 0$. If the optimal $P$ is larger than $P_{\text{cw}}$, the optimal value of $P$ should be $P_{\text{cw}}$.

D. Complexity Analysis

As summarized in Table I, the overall computational complexity for obtaining the fully-connected RF precoder is $\mathcal{O}(U^2 L N_R N_T)$. Note that the selected column for each combiner should have the same index with that of each column for $U_{RF}$. Hence, there are $UL$ candidates of $U_{RF}$ to be tested in (18). For each candidate, the complexity for solving the objective function in (18) is $\mathcal{O}(U N_R N_T)$, because the numbers of multiplication for obtaining $\overline{H}[k]$ and for calculating $\overline{H}[k] U_{RF}$ are $\mathcal{O}(U N_R N_T)$ and $\mathcal{O}(U^2 N_T)$, respectively, and $\mathcal{O}(U^2 N_T)$ is smaller than $\mathcal{O}(U N_R N_T)$. For subarrays, the overall complexity is reduced to $\mathcal{O}(U L N_T N_R)$ due to the reduced number of phase shifters.

V. SIMULATION RESULTS

In this section, we present simulation results to evaluate the performance of our proposed subarray-based RF precoder, compared with the proposed fully-connected one and other typical schemes in [9], [10]. We simulate a wideband channel with $L = 3$ paths for each UE with the number of UEs being $U = 4$. The delay of each path is uniformly distributed from 0 to $DT_s = 1.28$ ms, where $T_s$ is 0.01 ms. The path gain, $\alpha_i$, has zero mean and variance of 1. The AoAs and the AoDs are uniformly distributed in $[0, 2\pi] \times [0, \pi]$. The BS has a $16 \times 16$ hybrid uniform planar array (UPA) with the inter-element spacing being half a wavelength. The system has $K = 512$ subcarriers and the number of RF chains at BS is $N_P = 4$. We adopt a raised-cosine filter with the roll-off factor being 1 for the pulse-shaping filter as in [11]. For subarrays, there are four subarrays and each one has a $8 \times 8$ UPA. Each UE has a $2 \times 2$ UPA.

Fig. 1 illustrates how the sum rate increases with SNR, i.e., $P/\sigma^2$. To make a fair comparison, we adopt the fully-connected RF precoder for all schemes except our proposed subarrays. Assuming that the perfect CSI is available, we quantize the phase values of RF precoders and combiners with 4 bits. For the scheme in [9], the thresholds of the gaps of AoDs and magnitudes are set as $\pi/12$ and 1, respectively. The two-step SVD in [10] adopts the SVD of the channel to design

the RF precoder. The figure shows that our proposed fully-connected RF precoding algorithm outperforms the schemes in [9] and [10], and approaches to the unconstrained SVD method. The proposed subarray-based RF precoding achieves a slightly reduced sum rate compared with our proposed fully-connected one due to the reduced number of phase shifters.

Fig. 2 illustrates the EE achieved by different schemes versus SNR. We use the practical values for $\xi = 0.8$, $P_{RF} = 250$ mW, $P_{PS} = 2$ mW, and $P_{UE} = 50$ mW. The power constraint, $P_{\text{cw}}$, is sufficiently large. The system setup is the same as that in Fig. 1. We see that the EE of unconstrained SVD method remains the lowest since it employs $N_T$ RF chains, which result in huge power consumption. Both of our proposed fully-connected RF precoding and subarray-based RF precoding achieve better EE than the states of the art [9], [10]. We also see that the EE shows an upward trend with SNR increasing from $-10$ dB to nearly $13$ dB, followed by a significant decrease with SNR increasing from 15 to 30 dB. This can be explained by the fact that, with the SNR
increasing, the nominator of $\eta$ is a logarithm form of $P$ and the denominator of $\eta$ is a linear function of $P$. Hence, $\eta$ approaches to zero when $P$ approaches to both zero and infinity. It is worth pointing out that if the SNR constraint, $P_{\text{max}}/\sigma^2$, is smaller than 13 dB, the optimal value of $P$ should be equal to $P_{\text{max}}$.

Fig. 3 illustrates the EE achieved by different hybrid precoders versus the number of paths. The SNR is fixed at 10 dB. The system setup is the same as that in Fig. 1. We see that the EE of unconstrained SVD method remains the lowest and keeps stable with the number of paths increasing since the unconstrained SVD method does not exploit the sparsity of mmWave channels. Both of our proposed fully-connected RF precoding and subarray-based RF precoding achieve better EE than the unconstrained SVD method. We also see that the EE drops with $L$ increasing. For fully-connected RF precoder, the EE drops linearly from $L = 1$ to $L = 8$. As for subarrays, there is a sharp decrease of EE when $L$ increasing from 1 to 3. The possible reason for the sharp decrease is that, when $L$ increases, the achievable sum rate of fixed subarrays tends to drop rapidly due to the less sparse channel matrix.

VI. CONCLUSION

In this paper, we proposed a nearly-optimal low-complexity hybrid precoding scheme, in particular, RF precoding and combining algorithms for wideband multiuser mmWave systems. The scheme is designed to maximize EE. We first obtained the RF precoder for fully-connected arrays and then extended it to subarrays by utilizing the unitary property of the subarrays. We optimized the power allocation on different subcarriers with the application of Jensen's inequality. The simulation results show that our proposed subarray-based RF precoding achieves higher EE than the proposed fully-connected RF precoding, the unconstrained SVD, and other typical hybrid precoding schemes.

REFERENCES


