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ABSTRACT Complementing missing information and priority vector are of significance important aspects
in group decision making (GDM) with incomplete hesitant fuzzy linguistic preference relations (HFLPRs).
In this paper, an integer programming model is developed based on additive consistency to estimate missing
values of incomplete HFLPRs by using additive consistency. Once the missing values are complemented,
a mixed 0-1 programming model is established to derive the priority vectors from complete HFLPRs,
in which the underlying idea of the mixed 0-1 programming model is the probability sampling in statistics
and minimum deviation between the priority vector and HFLPR. In addition, we also propose a new
GDM approach for incomplete HFLPRs by integrating the integer programming model and the mixed 0-1
programmingmodel. Finally, two case studies and comparative analysis detail the application of the proposed
models.

INDEX TERMS Group decision making, incomplete hesitant fuzzy linguistic preference relation, probabil-
ity sampling, mathematical programming, priority vector.

I. INTRODUCTION
Group decision making (GDM) is to determine the optimal
alternative(s) from a given set of alternatives by a group
decision makers (DMs). Preference relation as a useful and
popular tool to solve GDM problems has received consider-
able attention. In recent years, various preference relations
in GDM have been investigated, including multiplicative
preference relation [1], fuzzy preference relation [2], interval
multiplicative preference relation [3], interval fuzzy prefer-
ence relation [4], triangular fuzzy preference relation [5],
trapezoidal fuzzy preference relation [6], [7], intuitionistic
fuzzy preference relation [8] and hesitant fuzzy preference
relation [9].

However, owing to the DMsmay be lack of knowledge and
limited expertise, they may provide incomplete preference
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information. It means that theDMsmay give their preferences
with incomplete preference relations (IPRs) in which some
elements are missing. Much work of IPRs is summarized in
two aspects as follows.

A. COMPLEMENTING MISSING ELEMENTS OF IPRs
Xu [10] first defined the concept of an incomplete mul-
tiplicative linguistic preference relation and developed an
algorithm to complement the missing elements of incomplete
multiplicative linguistic preference relation. Liu et al. [11]
proposed a goal programming model for complementing
missing values of incomplete interval multiplicative prefer-
ence relations (IMPRs). For incomplete linguistic preference
relations, Zhao et al. [12] established a goal programming
model to estimate the missing values. Meng and Chen [13]
presented a goal programming model for complementing
the missing values in incomplete fuzzy preference relations.
Wang and Zhang [14] defined the geometric consistency of
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incomplete intuitionistic preference relations and proposed
two goal programming models to evaluate missing values of
an incomplete intuitionistic preference relation. For incom-
plete multiplicative preference relations, Meng and Chen [15]
proposed a linear programmingmodel to estimate themissing
values based on geometric consistency index. Xu et al. [16]
presented two procedures for estimating missing values of
incomplete interval fuzzy preference relations. Wang and
Xu [17] developed an interactive algorithm to complement
missing values of incomplete linguistic preference relation
based on consistency measure.

B. DERIVING PRIORITY VECTOR FROM IPRs
To obtain the priority vector of incomplete IMPR,
Liu et al. [11] proposed an algorithmwhose core is to convert
the incomplete IMPR into complete IMPR. Xu [18] defined
the original concept of an incomplete fuzzy preference rela-
tion and proposed two goal programming models to derive
the priority vector from incomplete fuzzy preference relation.
Based on the concept of incomplete fuzzy preference relation,
Gong [19] developed a least-square method to obtain the
priority vector and Xu et al. [20], [21] presented a chi-
square method and a least deviation method for obtaining
the priority vector from incomplete fuzzy preference relation.
Zhang and Guo [22] constructed a bi-objective optimization
model based on the minimum deviation between group con-
sensus and the individual consistency for obtaining priority
vectors from heterogeneous incomplete uncertain preference
relations. Zhang [23] first defined the concept of incomplete
hesitant fuzzy preference relation (HFPR) and established
a goal programming model for deriving the priority vector
from an incomplete HFPR. Xu et al. [24] proposed two goal
programming models to derive the priority vector from an
incomplete HFPR based on multiplicative consistency and
additive consistency, respectively. Xu and Wang [25] devel-
oped an eigenvector method for obtaining priority vector
from an incomplete fuzzy preference relation. Zhang et al.
[26] proposed an approach to deriving a priority vector from
an incomplete HFPR by using the logarithmic least squares
method.

For an overview of incomplete preference relations, please
see [27]. However, in the decision making process, prefer-
ences provided by DMs are typically given in the form of
hesitant fuzzy linguistic term sets (HFLTSs) [28] to express
their qualitative and hesitant preference information. Since
HFLTSs appearance, plenty of methods with HFLTSs have
been developed [29]–[36] and they have been used to deal
with many practical problems, including fire rescue plans
selection [37], nature disaster risk evaluation [38], meteoro-
logical disaster risk assessment [40], used-car management in
a lemon market [41], reliability allocation [42], selection of
miming methods for lead-zinc mine [43].

In recent years, the hesitant fuzzy linguistic preference
relation (HFLPR) as a new preference structure has been
intensively investigated [40], [44]–[48], [66], [67]. How-
ever, DMs may sometimes be unsure, uninterested in some

comparative judgments, or unwilling to express their opin-
ions on some sensitive issues. In this decision environment,
preference information may be missed in HFLPR. Namely,
DMs provide their preference information using incomplete
HFLPRs. For decision making problem with incomplete
HFLPRs, Tang et al. [38] first defined the concept of incom-
plete HFLPRs and investigated three procedures to eval-
uate missing values in incomplete HFLPRs. Furthermore,
an approach for GDM with incomplete HFLPRs was
developed. Liu et al. [58] developed several optimization
approaches to complement missing elements of incomplete
HFLPR, and introduced an consistency improving algorithm
to revise the consistency level of HFLPR. Song and Hu [65]
presented a GDM model based on fuzzy linear programming
for incomplete comparative expressions with hesitant linguis-
tic terms (HFLPR in the sense of this paper). It does not need
to estimate missing elements.

Up to now, there are few investigations for addressing
the incomplete HFLPRs, which are a convenient way to
DMs. Previous studies have enriched the research on GDM
with incomplete HFLPRs. However, there are still some
limitations:
• The complementing method in [38] may provide some
virtual linguistic terms as complemented preferences.
Meanwhile, they do not conform to the definition of
HFLTS. Because of the characteristics of the completion
algorithm developed by [58], the complementing infor-
mation may be the whole linguistic term set, which is
inconsistent with human cognition.

• In GDM process, collective preference relation is the
aggregation of preferences given by all DMs. It repre-
sents to the preference opinions of all DMs. However,
there is no hesitation in the collective preference relation
provided by [58], [65]. Therefore, the way that complete
HFLPR or incomplete HFLPR is transformed into fuzzy
LPR may cause loss of original hesitant fuzzy linguistic
information.

Herrera-Viedma et al. [39] have pointed ‘‘Whenmeasuring
the consistency level of an incomplete preference relation,
the completeness should be considered’’. It is very meaning-
ful to study the method of complementing missing elements
of incomplete HFLPR. Motivation by these, this paper devel-
ops two optimization models for dealing with incomplete
HFLPR. One is used to complement the missing values of
incomplete HFLPR, the other is utilized to obtain priority
vector from complete HFLPR. The novelties of this paper are
as follows:
• Based on the additive consistency of HFLPR, an integer
linear programming model is proposed to obtain com-
plete HFLPRs from incomplete HFLPRs by estimating
the missing values of incomplete HFLPRs. The integer
linear programming model can guarantee the complet-
ing preference values are not virtual linguistic terms.
It means that they belong to original evaluation linguistic
term set. It is closer to the preferences of DMs in the
decision making process.
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• When the incomplete information is complemented,
a mixed 0-1 programmingmodel is constructed to obtain
priority vectors of complete HFLPRs based on the prob-
ability sampling in statistics and minimum deviation
between the priority vector and complete HFLPR.

• A GDM method with incomplete HFLPRs is presented
by integrating an integer linear programming model and
a mixed 0-1 programming model.

It should be pointed out that this paper proposes a method
for GDMwith incomplete HFLPRs by combining completion
method and the priority vector. The advantage of this is
that it is not limited to the study of the completion method
and the priority vector separately, but the combination fur-
ther enriches the GDM method under incomplete HFLPRs
environment.

The rest of the paper is structured as follows. Section II
reviews some preliminaries. Section III presents an integer
linear programming model to evaluate missing values of
incomplete HFLPRs. Section IV proposes a mixed 0-1 pro-
gramming model for deriving priority vector form complete
HFLPRs. In Section V, two case studies are given to show the
efficiency of the proposed method, some comparative analy-
sis and advantages of the proposedmethod are also discussed.
In section VI, we conclude the paper by summarizing the
main conclusions of the paper.

II. PRELIMINARIES
Some preliminaries of HFLTSs, hesitant fuzzy linguistic pref-
erence relation (HFLPR), incomplete HFLPR are reviewed in
this section.

A. HESITANT FUZZY LINGUISTIC TERM SETS
Let S = {sl |l = 0, 1, . . . , g } be a finite and totally ordered
discrete linguistic term set with odd granularity g + 1 in
which the additive linguistic label satisfies the following
properties [62]:
(1) Ordered property: if i ≥ j, then si ≥ sj;
(2) Negation operator: neg(sl) = sg−l .

For convenience, supposing that sl ∈ S, I (sl) denotes the
lower index of linguistic variable sl , then we have I (sl) = l.
The 2-tuple linguistic model, as a new linguistic repre-

sentation form, was presented by Herrera and Martínez [55].
It represents the linguistic information using a 2-tuple (sl, α)
in which sl ∈ S and α ∈ [−0.5, 0.5). Let S be as before and
β ∈ [0, g] be a value representing the result of a symbolic
aggregation operation. There is a mapping between 2-tuple
and β: 1 : [0, g] → S × [−0.5, 0.5), where 1(β) = (sl, α)

with
{
sl, l = round(β)
α = β − l, α ∈ [−0.5, 0.5)

.

Conversely, there is a function 1−1 : (sl, α) → [0, g] is
defined as 1−1(sl, α) = l + α. In particular, if α = 0, then
(sl, α) degenerates into a simple linguistic term sl .
Redríguez et al. [28] originally defined HFLTS by combin-

ing hesitant fuzzy set with fuzzy linguistic approach, which
is defined as follows.

Definition 1 [28]: Let S = {s0, s1, · · · , sg} be a linguistic
term set, then HFLTS HS is an ordered finite subset of the
consecutive linguistic terms of S.
For simplicity, in the following, we take HS as the set of

all HFLTSs on S.
Definition 2 [63]: Let S be a linguistic term and HS be a

HFLTS on S, {sg−l |sl ∈ HS } is the negation of HS , denoted
by neg(HS ).

B. LINGUISTIC PREFERENCE RELATION AND ITS
PRIORITY VECTOR
Let X = {x1, x2, . . . , xn} be a finite set of alternatives. When
a DM makes pairwise comparisons by using the linguistic
term set S, he/she can express his/her opinion by linguistic
preference relation (LPR) on X . The LPR can be defined as
follows:
Definition 3 [49]: A LPR on the set X is characterized by

a linguistic decision matrix L = (lij)n×n, such that

lij ∈ S, lij ⊕ lji = sg, lii = s g
2
, ∀i, j = 1, 2, · · · , n, (1)

where lij represents the preference degree of the alternative xi
over xj. Especially, lij = s g

2
indicates that xi is equivalent to

xj, lij > s g
2
indicates that xi is preferred to xj, and lij < s g

2
indicates that xj is preferred to xi.
Definition 4 [50]: Let L = (lij)n×n be a LPR. If L satisfies

the following condition:

I (lij)+ I (ljk ) = I (lik )+
g
2
, i, j, k = 1, 2, · · · , n, (2)

then L is called a consistent LPR.
For a LPR L = (lij)n×n, if there exists a priority vector ω =

(ω1, ω2, · · · , ωn)T , which satisfies wi ≥ 0 and
∑n

i=1 ωi =

1, such that I (lij) =
g
2 (wi − wj + 1), then L is consistent.

Hence, for an inconsistent LPR L, I (lij) 6=
g
2 (ωi − ωj + 1)

holds. Using the deviation between I (lij) and
g
2 (ωi −ωj + 1),

the optimizationmodel for obtaining the priority vectorωwas
defined by the following model [51]:

(M − 1) min
n∑
i<j

∣∣∣g
2
(ωi − ωj + 1)− I (lij)

∣∣∣

s.t.


ωi ≥ 0,
n∑
i=1

ωi = 1,

i = 1, · · · , n.

C. HESITANT FUZZY LINGUISTIC PREFERENCE RELATION
AND ITS NORMALIZED FORM
Zhu and Xu [45] initially presented the concept of HFLPR
based on subscript-symmetric linguistic term set. In [44], Li
et al. gave the concept of HFLPR based on the finite and
totally ordered discrete linguistic term set S.
Definition 5 [44]: Let S be as before. A HFLPR based on

S is defined by the matrix H = (hij)n×n in which hij ∈ HS ,
neg(hij) = hji and hii = s g

2
.
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Li et al. [44] defined the concept of the LPR associated
with HFLPR.
Definition 6 [44]: Let H = (hij)n×n be a HFLPR; then

L = (lij)n×n is called a LPR associated with H ; if

lij ∈ hij, lji = neg(lij).

HFLTSs with the same number of linguistic terms are
the precondition for investigating the properties of HFLPR.
Wu et al. [52] proposed a principle called least commonmul-
tiple expansion (LCME) for normalizing HFLTSs. The merit
of the LCME principle is that it can maintain the integrity of
information. The information here mainly includes the mean,
variance and possibility distribution [67].
Definition 7 [52]: Let h =

{
s1, s2, . . . , s`h

}
∈ HS be a

HFLTS with `h linguistic terms. Then hr (r ∈ N) is a set with
r`h linguistic terms defined by:

hr = {
r times︷ ︸︸ ︷

s1, . . . , s1,
r times︷ ︸︸ ︷

s2, . . . , s2, . . . ,
r times︷ ︸︸ ︷

s`h , . . . , s`h}. (3)

Based on the LCME principle, Wu et al. [52] introduced
a normalized HFLPR (N-HFLPR) in which all HFLTSs have
the same number of linguistic terms.
Definition 8 [52]: Let H = (hij)n×n be as before. By using

the LCME principle, the N-HFLPR H̄ = (h̄ij)n×n can be
obtained, in which

h̄σ (l)ij ⊕ h̄
σ (l)
ji = sg, h̄ii = s g

2
, `h̄ij = `h̄ji , (4)

and

h̄σ (l)ij ≤ h̄
σ (l+1)
ij , h̄σ (l+1)ji ≤ h̄σ (l)ji , (5)

where `h̄ij = lcm(`hij |i, j = 1, 2, . . . , n; i < j ), h̄ji =

neg(h̄ij)(i < j) and h̄σ (l)ij is the lth linguistic term in h̄ij ∈ HS .

D. INCOMPLETE HESITANT FUZZY LINGUISTIC
PREFERENCE RELATION
In order to provide a complete HFLPR, DM should make
n(n−1)

2 judgments for n alternatives. However, for the com-
plexity of decision making problems and DMs often lack
knowledge for decision making problems, the DM may pro-
vide incomplete HFLPR. In what follows, the incomplete
HFLPR is defined as follows:
Definition 9 [38]: Let HI

= (hIij)n×n be a matrix on S.
HI is called an incomplete HFLPR, if some of its elements
cannot be provided by DM, and other given elements satisfy

hIij ∈ HS , neg(hIij) = hIji, h
I
ii = s g

2
. (6)

For convenience, the locations of missing elements are
denoted as �1 = {(i, j)|hIij is missing}. On the contrary,
�2 = {(i, j)|hIij is known} denotes the set of locations of
known elements.

III. INTEGER LINEAR PROGRAMMING MODEL TO
ESTIMATE THE MISSING INFORMATION
Based on the consistency of IMPR, Liu et al. [11] comple-
mented the missing elements in incomplete IMPR. Motivated
by this work, in this section, we will develop a method for
complementing the missing elements of incomplete HFLPR.
Therefore, it is necessary to define the concept of consistency
of HFLPR. However, for different assessment linguistic term
sets, the concept of consistent HFLPR is also different. Based
on subscript symmetric linguistic term set,Wu et al. [52] have
defined the consistency of HFLPR. For linguistic term set S
in Definition 1, the concept of consistent HFLPR is formally
defined based on the LCME principle.
Definition 10: Let H be a HFLPR and H̄ is N-HFLPR of

H . If H̄ satisfies h̄ij ⊕ h̄jk = h̄ik ⊕ s g
2
, then H is an additive

consistent HFLPR with the LCME principle.
Let X = {x1, x2, · · · , xn} be a set of alternatives in a

GDM problem. Based on S, a DM provide an incomplete
HFLPR HI

= (hIij)n×n by comparing these alternatives with
respect to a single criterion. The known preference informa-
tion of incomplete HFLPR often has the different numbers of
linguistic terms. Hence, before complementing the missing
information, a normalized process is necessary to normal-
ize the incomplete HFLPR. Based on the LCME principle,
the normalized incomplete HFLPR is defined as below:
Definition 11:LetHI

= (hIij)n×n be an incompleteHFLPR.

Then HI
= (h̄Iij)n×n is called a normalized incomplete

HFLPR, if it satisfies `h̄Iij = lcm(`hIij |(i, j) ∈ �2, i < j).

Example 1: Assume that an incomplete HFLPR HI as
follows:

H I
=


{s4} x {s2, s3} x
x {s4} x {s5, s6, s7}

{s6, s5} x {s4} x
x {s3, s2, s1} x {s4}

.
Based on the LCME principle, the normalized incomplete
HFLPR is obtained:

H̄ I
=


{s4} x
x {s4}

{s6, s6, s6, s5, s5, s5} x
x {s3, s3, s2, s2, s1, s1}

{s2, s2, s2, s3, s3, s3} x
x {s5, s5, s6, s6, s7, s7}
{s4} x
x {s4}

.
Consider an incomplete HFLPRHI on a set of alternatives

X with original evaluation linguistic term set S. The missing
elements ofHI can be complemented based on Definition 10.
That is, the known and missing elements of HI satisfy h̄ij ⊕
h̄jk = h̄ik ⊕ s g

2
as much as possible. In optimal case, for all

i, j, k = 1, 2, · · · , n, theHI
has

h̄Iij,t ⊕ h̄
I
jk,t = h̄Iik,t ⊕ s g2 , t = 1, 2, · · · , `h̄Iij . (7)
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In practical decision making problems, the incomplete
HFLPR HI does not satisfy the above characters. Namely,
Eq. (7) does not hold. Therefore, we can complement the
incomplete HFLPR by relaxing the relations in Eq. (7). That
is, one can approximate those in Eq. (7) by minimizing the
deviation ζijk,t where

ζijk,t = I (h̄Iij,t )+ I (h̄
I
jk,t )− I (h̄

I
ik,t )−

g
2
, (8)

for t = 1, 2, · · · , `h̄Iij , and obtain a nonlinear programming
(NP) model:

(NP) min
n∑

i,j,k

`h̄Iij∑
t=1

|ζijk,t |

s.t.


ζijk,t = I (h̄Iij,t )+ I (h̄

I
jk,t )− I (h̄

I
ik,t )−

g
2
,

s0 ≤ h̄Iij,t ≤ h̄
I
ij,t+1 ≤ sg, i < j, (i, j) ∈ �1

s0 ≤ h̄Iji,t+1 ≤ h̄
I
ji,t ≤ sg, i > j, (i, j) ∈ �1

i, j, k = 1, 2, · · · , n.

The complemented elements obtained by solving (NP) model
are probably virtual linguistic terms. It means that they do
not belong to original evaluation linguistic term set S =
{s0, · · · , sg}. Nevertheless, in a practical setting, it is diffi-
cult to convince DMs to consider virtual linguistic terms as
their complemented preference opinions. To overcome this
drawback, a nonlinear integer programming (NIP) model is
constructed as follows:

(NIP) min
n∑

i,j,k

`h̄Iij∑
t=1

|ζijk,t |

s.t.



ζijk,t = I (h̄Iij,t )+ I (h̄
I
jk,t )− I (h̄

I
ik,t )−

g
2 ,

s0 ≤ h̄Iij,t ≤ h̄
I
ij,t+1 ≤ sg, i < j, (i, j) ∈ �1

s0 ≤ h̄Iji,t+1 ≤ h̄
I
ji,t ≤ sg, i > j, (i, j) ∈ �1

I (h̄Iij,t ) ∈ {0, · · · , g}, i < j, (i, j) ∈ �1

I (h̄Iji,t ) ∈ {0, · · · , g}, i > j, (i, j) ∈ �1

i, j, k = 1, 2, · · · , n.

In general, it is hard to solve nonlinear programmingmodel
than to solve linear programming model. In order to solve
(NIP) model, it is transformed into an integer linear program-
ming (ILP) model. The following theorem is apparent.
Theorem 1: (NIP) model is equivalent to the following

integer linear programming (ILP1) model

(ILP1) min
n∑

i,j,k

`h̄Iij∑
t=1

(ζ+ijk,t + ζ
−

ijk,t )

s.t.



ζ+ijk,t − ζ
−

ijk,t = I (h̄Iij,t )+I (h̄
I
jk,t )−I (h̄

I
ik,t )−

g
2
,

s0 ≤ h̄Iij,t ≤ h̄
I
ij,t+1 ≤ sg, i < j, (i, j) ∈ �1

s0 ≤ h̄Iji,t+1 ≤ h̄
I
ji,t ≤ sg, i > j, (i, j) ∈ �1

I (h̄Iij,t ) ∈ {0, · · · , g}, i < j, (i, j) ∈ �1

I (h̄Iji,t ) ∈ {0, · · · , g}, i > j, (i, j) ∈ �1

i, j, k = 1, 2, · · · , n.

Proof: In (NIP) model, the objective function is non-
linear. Hence, we convert the objective function and first
constraint of (NIP) model into corresponding linear objective
function and constraint. For the (NIP) model, suppose that

ζ+ijk,t =

{
ζijk,t , ζijk,t ≥ 0
0, ζijk,t < 0;

ζ−ijk,t =

{
0, ζijk,t ≥ 0
−ζijk,t , ζijk,t < 0.

Then, it follows that∣∣ζijk,t ∣∣ = ζ+ijk,t + ζ−ijk,t , ζijk,t = ζ
+

ijk,t − ζ
−

ijk,t .

Thus, the objective functions of (NIP) model and (ILP1)
model are equivalent. Similarity, the first constraint in (NIP)
model is equivalent to the first of (ILP1) model. It is found
that the (NIP) is equivalent to the (ILP1) model.

In order to further simplify the computations, the (ILP1)
model can be simplified by considering the upper diagonal
elements ofHI as follows:

(ILP2) min
n∑

i<j<k

`h̄Iij∑
t=1

(ζ+ijk,t + ζ
−

ijk,t )

s.t.


ζ+ijk,t − ζ

−

ijk,t = I (h̄Iij,t )+I (h̄
I
jk,t )−I (h̄

I
ik,t )−

g
2
,

s0 ≤ h̄Iij,t ≤ h̄
I
ij,t+1 ≤ sg, i < j, (i, j) ∈ �1

I (h̄Iij,t ) ∈ {0, · · · , g}, i < j, (i, j) ∈ �1

i, j, k = 1, 2, · · · , n.

IV. A MIXED 0-1 PROGRAMMING MODEL FOR
GENERATING THE PRIORITY VECTOR FROM COMPLETE
HFLPR
Inspired by [11], in order to derive the priority vector from
incomplete HFLPR, the incomplete HFLPR is transformed
into complete HFLPR using the (ILP2) model. Then, the pri-
ority vector of complete HFLPR is viewed as the priority
vector of incomplete HFLPR. Meanwhile, based on the prob-
ability sampling in statistics, any HFLPR can be taken as
consisting of many LPRs. In line with the above analyses,
we want to find the a LPR from complete HFLPR, which
has the smallest deviation with the complete HFLPR. Then,
the priority vector of the LPR is viewed as HFLPR’s priority
vector. Next, the basic idea for obtaining the priority vector
from incomplete HFLPR is discussed in detail.

For an incomplete HFLPR HI
= (hIij)n×n, the (ILP2)

model is used to complementHI to H̄ = (h̄ij)n×n. In the light
of Definition 6, the set of all the corresponding LPRs of H̄ is
denoted by LH̄ = {L = (lij)n×n|lij ∈ h̄ij, lji = neg(lij), i, j =
1, 2, · · · , n}.

For a complete HFLPR H̄ of incomplete HFLPR HI ,
we have `h̄ij = lcm(`hIij |(i, j) ∈ �2, i < j) based on
Definition 10. Obviously, there are `h̄ij elements in hesitant
fuzzy linguistic term h̄ij(1 ≤ i < j ≤ n). Then, there
are

∏n−1
i=1

∏n
j=i+1 `h̄ij LPRs in LH̄ corresponding to H̄ . For

convenience, let ` =
∏n−1

i=1
∏n

j=i+1 `h̄ij and all LPRs are

denoted as L(1) = (l(1)ij )n×n,L(2) = (l(2)ij )n×n, · · · ,L(`) =

(l(`)ij )n×n, respectively.
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FIGURE 1. The flowchart of deriving priority vector ω∗.

For each LPR L(k) = (l(k)ij )n×n(k = 1, 2, · · · , `), the opti-
mization model (M-1) is utilized to derive the priority vector
ω(k)
= (ω(k)

1 , ω
(k)
2 , · · · , ω

(k)
n ) from L(k). The set of priority

vectors ω(k) of L(k) corresponding to H̄ can be denoted by
�H̄ = {ω

(k)
|k = 1, 2, · · · , `}. Inspired by [26], all the ω(k)

can be regarded as a possible priority vector of H̄ . To select
the best priority vector of H̄ , the following definitions are
defined.
Definition 12: Let H̄ = (h̄ij)n×n be a complete HFLPR

of an incomplete HFLPR HI
= (hIij)n×n and ω(k)

=

(ω(k)
1 , ω

(k)
2 , · · · , ω

(k)
n )(k = 1, 2, · · · , `) be the priority vec-

tors derived from the LPRs of H̄ . Then the deviation between
H̄ and w(k) is defined by

Dev(ω(k), H̄ ) =
1

n∑
i<j
`h̄ij

n∑
i<j

`h̄ij∑
l=1

%ij,l, (9)

in which %ij,l = ( g2 (ω
(k)
i − ω

(k)
j + 1)− I (h̄σ (l)ij ))

2
.

Obviously, the Dev(ω(k), H̄ ) reflects the average of total
the square deviation between g

2 (ω
(k)
i −ω

(k)
j + 1) and I (h̄σ (l)ij ).

It is natural that the optimal priority vector is the one that
minimizes the deviationDev(ω(k), H̄ ). Therefore, the priority
vector of H̄ can be formally defined as Definition 13.
Definition 13: LetHI , H̄ and ω(k)

= (ω(k)
1 , ω

(k)
2 , · · · , ω

(k)
n )

(k = 1, 2, · · · , `) be as before. Then, the priority vectorω∗ =
(ω∗1, ω

∗

2, · · · , ω
∗
n) of H̄ is

ω∗ = (ω∗1, ω
∗

2, · · · , ω
∗
n) = argmin

ω(k)
Dev(ω(k), H̄ ). (10)

Based on the above analyses, the flowchart of deriving
priority vector from incomplete HFLPR is shown in Fig. 1.

For an incomplete HI , let n and `h̄ij be as before. There
are ` possible LPRs. To obtain the priority vector, model
(M-1) and Eq. (9) are computed for

∏n−1
i=1

∏n
j=i+1 `h̄ij times,

respectively. If n and `h̄ij are large, then the computations
of obtaining priority vectors are too onerous. Assume that a

complete HFLPR H̄ listed by:
{s4} {s1, s2, s3} {s6, s7, s8} {s1} {s5, s6}

{s7, s6, s5} {s4} {s5, s6, s7} {s1, s2, s3} {s6, s7}
{s2, s1, s0} {s3, s2, s1} {s4} {s6, s7} {s5, s6}
{s7} {s7, s6, s5} {s2, s1} {s4} {s2, s3}
{s3, s2} {s2, s1} {s3, s2} {, s6, s5} {s4}

.
There are 1296 possible LPRs inLH̄ of H̄ . Then, the model

(M-1) is solved 1296 times to obtain 1296 weighting vectors
of possible LPRs. Moreover, the deviation between priority
weighting vectors and H̄ is computed 1296 times. In the end,
the priority vector is obtained based on Eq. (10). Obviously,
to obtian the priority vector, there is huge computations.
Consequently, to overcome the shortcoming of the solving

process of priority vector, the 0-1 variables are introduced:

θ
σ (l)
ij =

{
0, if lij 6= h̄σ (l)ij ,

1, if lij = h̄σ (l)ij .

i, j = 1, 2, · · · , n; l = 1, · · · , `h̄ij .

Obviously,
∑`h̄ij

l=1 θ
σ (l)
ij = 1.

Based on the 0-1 variables, mixed 0-1 programming model
(MPM) is developed as:

(MPM ) min
n∑
i<j

(℘ij +<ij)

s.t.



n∑
i=1

w∗i = 1, i = 1, 2, · · · , n

w∗i ≥ 0, , i = 1, 2, · · · , n
`h̄ij∑
l=1

θ
σ (l)
ij = 1,

1 ≤ i < j ≤ n; l = 1, 2, · · · , `h̄ij
θ
σ (l)
ij ∈ {0, 1} ,
1 ≤ i < j ≤ n; l = 1, 2, · · · , `h̄ij .
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where ℘ij = 2
n(n−1)`h̄ij

`h̄ij∑
l=1

(
g
2 (w
∗
i − w

∗
j + 1)− I (h̄σ (l)ij )

)2
and

<ij =

∣∣∣∣∣∣ g2 (w∗i − w∗j + 1)−
`h̄ij∑
l=1
θ
σ (l)
ij I (h̄σ (l)ij )

∣∣∣∣∣∣.
The ℘ij is to guarantee that the minimum distance between

ω∗ and H̄ . Meanwhile, <ij and θ
σ (l)
ij guarantee the priority

vector ω∗ derived from LH̄ .
In what follows, a new approach for dealing with a GDM

problem with incomplete HFLPRs is developed as follows:
Step 1: Consider a GDM problem with a finite set of

alternatives X = {x1, x2, · · · , xn}, a set of DMs D =

{d1, d2, · · · , dm} and CI be a predefined consistency thresh-
old. Suppose that the zth DM provides his/her preferences
by using an incomplete HFLPR HI

z = (hIij,z)n×n(z =
1, 2, · · · ,m).
Step 2: Obtaining the normalized incomplete HFLPRsHI

z
using the LCME principle.
Step 3: The (ILP2) model is used to complementHI

z to H̄z.
Step 4: The additive consistency of H̄z = (h̄ij,z)n×n(z =

1, 2, · · · ,m) is checked by the following eqnarray:

CI (H̄z) =
2

n(n− 1)(n− 2)
1
`h̄ij

1
g

n∑
i<j<k

`h̄ij∑
l=1

|=ijk,l |. (11)

where =ijk,l = I (h̄σ (l)ij,z )+ I (h̄
σ (l)
jk,z )− I (h̄

σ (l)
ik,z )−

g
2 . If CI (H̄z) ≤

CI , then HFLPR H̄z is acceptable additive consistency. Oth-
erwise, H̄z is an unacceptable additive consistent HFLPR. For
H̄z with unacceptable additive consistency, the consistency
improving algorithm [52] is implemented to adjust H̄z with
unacceptable additive consistency into acceptable additive
consistency.
Step 5: The synthetic HFLPR H̄ s

= (h̄sij)n×n of H̄z is
obtained by using the following formula [52]:

h̄s,σ (l)ij =
m
⊕
z=1

vt h̄
σ (l)
ij,z , l = 1, 2, · · · , `s, (12)

where `s is defined as `s = lcm(`h̄ij,1 , · · · , `h̄ij,t , · · · , `h̄ij,m )
by utilizing the LCME principle and v = (v1, v2, · · · , vm)T

is the priority vector for DMs, which satisfies vz ≥ 0 for z =
1, 2, · · ·m and

∑m
z=1 vz = 1.

Step 6: Utilizing (MPM), the priority vector ω∗ of H̄ s is
obtained.
Step 7: The alternatives xi(i = 1, 2, · · · , n) are ranked in

accordance with their priority weights ω∗i .
Step 8: Select the best alternative(s) based on the ranking

order of xi.
Step 9: End.
It is worthwhile to point out that the synthetic HFLPR

in Step 5 may be represented by different linguistic sym-
bolic models according to Rodríguez and Martínez [56] the
2-tuple fuzzy linguistic model is the most suitable to deal
with uncertainty in a fuzzy and accurate way. Hence, in the
group’s information modelling of the group decision matrix
three cases are considered:

1) In this case, all information form of the group deci-
sion matrix are 2-tuple linguistic terms. In essence,
the group decision making matrix is hesitant 2-tuple
decision making matrix defined by Wei and Liao [57].

2) In this case, all information form of the group decision
matrix are HFLTSs. The group decision matrix is group
hesitant fuzzy linguistic decision matrix in essence.

3) In this case, some forms of information of the group
decision matrix are 2-tuple linguistic terms, others are
HFLTSs. The group decision matrix is group hybrid
information decision matrix in essence.

The above process for GDM with incomplete HFLPRs is
depicted in Fig. 2.

V. CASE STUDY
A. A CASE OF FLOOD DISASTER RISK EVALUATION
With the change of global climate and social development,
the risks of kinds of natural disaster are increasing. A lager
number of disasters lead to huge losses of economical proper-
ties [53]. Under this background, natural disaster risk reduc-
tion management is the most effective and active way for
disaster prevention. DMs’ knowledge and experience play an
important role in disaster risk assessment that is an important
tools of risk reduction management. However, owing to the
lack of comprehensive information, the DMs may be unable
to provide complete judgments when they assess pairwise
alternatives.

This section selects flood disaster risk evaluation as the
example, which adapted from [38]. Suppose that there are
five potentially flooded regions R = {r1, r2, r3, r4, r5}. Four
DMs D = {d1, d2, d3, d4} (whose subject weighting vector is
v = (0.25, 0.25, 0.25, 0.25)T ) are invited to assess the flood
disaster risks to make a purposeful precaution. The subject
weight vector is determined by some prior information. It is
a comprehensive quantity representation that includes DMs’
knowledge, experiences, abilities, and expectation. Let CI =
0.20. Because of the lack of knowledge, some information is
missingwhen theDMs compare alternatives. These four DMs
provide their incomplete HFLPRs as follows:

HI
1 =


{s4} x {s3} x x
x {s4} {s5, s6} x x
{s5} {s3, s2} {s4} {s7} {s5, s6, s7}
x x {s1} {s4} x
x x {s3, s2, s1} x {s4}

 ,

HI
2 =


{s4} {s3} {s4, s5} {s5, s6, s7} {s6, s7}
{s5} {s4} x x x
{s4, s3} x {s4} x x
{s3, s2, s1} x x {s4} x
{s2, s1} x x x {s4}

 ,

HI
3 =


{s4} {s5, s6, s7} {s7, s8} {s5, s6} x

{s3, s2, s1} {s4} {s5} x {s2, s3}
{s1, s0} {s3} {s4} x {s2}
{s3, s2} x x {s4} {s3, s4}
x {s6, s5} {s6} {s5, s4} {s4}

,
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FIGURE 2. The process for GDM with incomplete HFLPRs.

HI
4 =


{s4} {s2} {s3} x {s4, s5, s6}
{s6} {s4} {s4, s5} x {s7, s8}
{s5} {s4, s3} {s4} x {s7}
x x x {s4} x

{s4, s3, s2} {s1, s0} {s1} x {s4}

 .

1) PROCEDURE OF FLOOD DISASTER RISK EVALUATION
BASED ON OUR PROPOSED METHOD
It is easy to see that HI

1, HI
2, HI

3 and HI
4 are incom-

plete HFLPRs. Then, the (ILP2) model is utilized to com-
plement the missing information of them. As Step 1 has
been provided above, the process of calculation starts from
Step 2.

Step 2:By the LCME principle, the normalized incomplete
HFLPRs HI

1 (HI
z, z = 2, 3, 4 are not listed here because of

the space limit) is as below:

H̄ I
1 =


{s4} x {s3}
x {s4} {s5, s5, s5, s6, s6, s6}
{s5} {s3, s3, s3, s2, s2, s2} {s4}
x x {s1}
x x {s3, s3, s2, s2, s1, s1}

x x
x x
{s7} {s5, s5, s6, s5, s7, s7}
{s4} x
x {s4}


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Step 3: According to the (ILP2) model, one can comple-
ment HI

z (z = 1, 2, 3, 4) as follows:

H̄1 =


{s4} {s2, s2, s2, s2, s2, s2}

{s6, s6, s6, s6, s6, s6} {s4}
{s5, s5, s5, s5, s5, s5} {s3, s3, s3, s2, s2, s2}
{s2, s2, s2, s2, s2, s2} {s0, s0, s0, s0, s0, s0}
{s4, s4, s3, s3, s2, s2} {s2, s2, s1, s1, s0, s0}

{s3, s3, s3, s3, s3, s3}
{s5, s5, s5, s6, s6, s6}

{s4}
{s1, s1, s1, s1, s1, s1}
{s3, s3, s2, s2, s1, s1}

{s6, s6, s6, s6, s6, s6} {s4, s4, s5, s5, s6, s6}
{s8, s8, s8, s8, s8, s8} {s6, s6, s7, s7, s8, s8}
{s7, s7, s7, s7, s7, s7} {s5, s5, s6, s6, s7, s7}

{s4} {s2, s2, s3, s3, s4, s4}
{s6, s6, s5, s5, s4, s4} {s4}

 ,

H̄2 =


{s4} {s3, s3, s3, s3, s3, s3}

{s5, s5, s5, s5, s5, s5} {s4}
{s4, s4, s4, s3, s3, s3} {s3, s3, s3, s2, s2, s2}
{s3, s3, s2, s2, s1, s1} {s2, s2, s2, s1, s1, s1}
{s2, s2, s2, s1, s1, s1} {s1, s1, s1, s0, s0, s0}

{s4, s4, s4, s5, s5, s5}
{s5, s5, s5, s6, s6, s6}

{s4}
{s3, s3, s3, s3, s3, s3}
{s2, s2, s2, s2, s2, s2}

{s5, s5, s6, s6, s7, s7} {s6, s6, s6, s7, s7, s7}
{s6, s6, s6, s7, s7, s7} {s7, s7, s7, s8, s8, s8}
{s5, s5, s5, s5, s5, s5} {s6, s6, s6, s6, s6, s6}

{s4} {s5, s5, s5, s5, s5, s5}
{s3, s3, s3, s3, s3, s3} {s4}

 ,

H̄3 =


{s4} {s5, s5, s6, s6, s7, s7}

{s3, s3, s2, s2, s1, s1} {s4}
{s1, s1, s1, s0, s0, s0} {s3, s3, s3, s3, s3, s3}
{s3, s3, s3, s2, s2, s2} {s6, s6, s6, s5, s5, s5}
{s4, s4, s3, s3, s2, s2} {s6, s6, s6, s5, s5, s5}

{s7, s7, s7, s8, s8, s8}
{s5, s5, s5, s5, s5, s5}

{s4}
{s6, s6, s6, s6, s6, s6}
{s6, s6, s6, s6, s6, s6}

{s5, s5, s5, s6, s6, s6} {s4, s4, s5, s6, s6, s6}
{s2, s2, s2, s3, s3, s3} {s2, s2, s2, s3, s3, s3}
{s2, s2, s2, s2, s2, s2} {s2, s2, s2, s2, s2, s2}

{s4} {s3, s3, s3, s4, s4, s4}
{s5, s5, s5, s4, s4, s4} {s4}

 ,

H̄4 =


{s4} {s2, s2, s2, s2, s2, s2}

{s6, s6, s6, s6, s6, s6} {s4}
{s5, s5, s5, s5, s5, s5} {s4, s4, s4, s3, s3, s3}
{s6, s6, s6, s5, , s5, s5} {s4, s4, s4, s3, s3, s3}
{s4, s4, s3, s3, s2, s2} {s1, s1, s1, s0, s0, s0}

{s3, s3, s3, s3, s3, s3}
{s4, s4, s4, s5, s5, s5}

{s4}
{s4, s4, s4, s4, s4, s4}
{s1, s1, s1, s1, s1, s1}

{s2, s2, s2, s3, s3, s3} {s4, s4, s5, s5, s6, s6}
{s4, s4, s4, s5, s5, s5} {s7, s7, s7, s8, s8, s8}

{s4} {s7, s7, s7, s7, s7, s7}
{s4, s4, s4, s4, s4, s4} {s7, s7, s7, s7, s7, s7}
{s1, s1, s1, s1, s1, s1} {s4}

 .
Step 4: By Eq. (11), the additive consistency index of

complete HFLPR H̄z(z = 1, 2, 3, 4) is calculated as:

CI (H̄1) = 0.0063;CI (H̄2) = 0.0063;

CI (H̄3) = 0.0174;CI (H̄4) = 0.0125.

It is obvious that CI (H̄z) < CI = 0.20, z = 1, 2, 3, 4.
Namely, all complete HFLPRs are acceptable additive consis-
tency. Therefore, these complete HFLPRs are directly applied
to the Step 5.
Step 5: According to Eq. (12), the synthetic HFLPR H̄ s is,

as shown at the top of the next page.
Step 6: Solving (MPM) by LINGO 11, the priority

vector ω∗ of H̄ s is obtained as:

w∗ = (0.2917, 0.3750, 0.2292, 0.1042, 0)T .

Step 7: The priority weights are ranked in descending order
as:

w∗2 > w∗1 > w∗3 > w∗4 > w∗5.

Step 8: The alternatives ri(i = 1, 2, 3, 4, 5) are ranked in
accordance with their priority weights w∗i (i = 1, 2, 3, 4, 5) as
follows:

r2 � r1 � r3 � r4 � r5.

Therefore, the best alternative is r2.
Step 9: End.

2) COMPARATIVE ANALYSIS AND DISCUSSION
To verify the ranking result and the effectiveness of the
proposed method, the methods proposed in [38] also was
used to address incomplete HFLPRs are based on three pro-
cedures. By using the approaches [38], the alternatives ri(i =
1, 2, 3, 4, 5) are ranked as: r2 � r1 � r3 � r5 � r4. The r2 is
the best alternatives, which is the same with the results given
by our proposed methods.

In a comparison between our proposed approaches and
Tang et al.’s method [38], we observe:
• For HFLTSs with the different numbers of linguistic
terms, Tang et al. [38] used the β-normalization [45]
to normalize HFLTSs to guarantee they have the same
numbers of linguistic terms. However, the LCME prin-
ciple [52] is utilized to extend HFLFSs in this paper.

• In order to complement incomplete HFLPR, three proce-
dures were proposed in [38] to complement the missing
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
{(s4, 0)}

{(s5, 0), (s5, 0), (s4, 0.25), (s4, 0.25), (s5,−0.5), (s5,−0.5)}
{(s4,−0.25), (s4,−0.25), (s4,−0.25), (s3, 0.25), (s3, 0.25), (s3, 0.25)}
{(s4,−0.5), (s4,−0.5), (s3, 0.25), (s3,−0.25), (s3,−0.5), (s3,−0.5)}
{(s4,−0.5), (s4,−0.5), (s3,−0.25), (s2, 0.25), (s2,−0.25), (s2,−0.25)}

{(s3, 0), (s3, 0), (s3, 0.25), (s3, 0.25), (s4,−0.5), (s4,−0.5)}
{(s4, 0)}

{(s3, 0.25), (s3, 0.25), (s3, 0.25), (s3,−0.5), (s3,−0.5), (s3,−0.5)}
{(s3, 0), (s3, 0), (s3, 0), (s2, 0.25), (s2, 0.25), (s2, 0.25)}

{(s3,−0.5), (s3,−0.5), (s3,−0.5), (s1, 0.25), (s1, 0.25), (s1, 0.25)}

{(s4, 0.25), (s4, 0.25), (s4, 0.25), (s5,−0.25), (s5,−0.25), (s5,−0.25)}
{(s5,−0.25), (s5,−0.25), (s5,−0.25), (s6,−0.5), (s6,−0.5), (s6,−0.5)}

{(s4, 0)}
{(s4,−0.5), (s4,−0.5), (s4,−0.5), (s4,−0.5), (s4,−0.5), (s4,−0.5)}
{(s3, 0), (s3, 0), (s3,−0.25), (s3,−0.25), (s3,−0.5), (s3,−0.5)}

{(s5,−0.5), (s5,−0.5), (s5,−0.25), (s5, 0.25), (s5, 0.25), (s6,−0.5)}
{(s5, 0), (s5, 0), (s5, 0), (s6,−0.25), (s6,−0.25), (s6,−0.25)}

{(s5,−0.5), (s5,−0.5), (s5,−0.5), (s5,−0.5), (s5,−0.5), (s5,−0.5)}
{(s4, 0)}

{(s4,−0.25), (s4,−0.25), (s4,−0.5), (s3, 0.25), (s3, 0), (s3, 0)}

{(s5,−0.5), (s5,−0.5), (s5, 0.25), (s6,−0.25), (s6, 0.25), (s6, 0.25)}
{(s6,−0.5), (s6,−0.5), (s6,−0.25), (s7,−0.5), (s7,−0.25), (s7,−0.25)}

{(s5, 0), (s5, 0), (s5, 0.25), (s5, 0.25), (s6,−0.5), (s6,−0.5)}
{(s4, 0.25), (s4, 0.25), (s5,−0.5), (s5,−0.25), (s5, 0), (s5, 0)}

{(s4, 0)}



elements of incomplete HFLPR. However, the complete
HFLPR derived from incomplete HFLPR by the three
procedures may contain some virtual linguistic terms,
which are utilized as DMs’ preference information.
Nevertheless, they may cause the decision making prob-
lem being difficult to understand by DMs. In this paper,
an integer linear programming model is developed to
estimate the missing elements based on the additive con-
sistency of complete HFLPR. The optimization model
not only complements missing information, but also
ensures that the complemented information belongs to
the initial evaluation linguistic term set. That is, the com-
plete information is not virtual linguistic term.

• In [38], they ranked the alternatives and selected the best
one based on the score values of alternatives. In this
paper, a mixed 0-1 programming model is proposed for
calculating complete HFLPRs’ priority vectors, which
are utilized to rank the alternatives.

3) SENSITIVITY ANALYSIS
Based on the procedure of the proposed method, the final
decision result depends on DMs’ weighting vector v. In what
follows, by randomly generating ten sets of DMs’ weighting
vector, we explore how the DMs’ weighting vector affects
the final ranking. The related results are shown in Table 1.
As shown in Table 1, it is very clear to see that choosing
different DMs’ weights can obtain same ranking orders of the

five alternatives, and the best alternative is almost always r2.
The simulation results show the good performance for our
proposed method in robustness.

B. A CASE OF AN INVESTMENT APPLICATION
The case study taken from [65]. Suppose that an investment
company want to select a best project from four projects
Ai(i = 1, 2, 3, 4) to invest with some idle funds. The com-
pany invites four experts ek (k = 1, 2, 3, 4) from different
departments.

1) PROCEDURE OF INVESTMENT APPLICATION PROBLEM
BASED ON OUR PROPOSED METHOD
Step 1: By using a linguistic term set Scase =

{s0 : very poor, s1 : poor, s2 : slightly poor, s3 : fair, s4 :
slightly good, s5 : good, s6 : very good}, four experts give
their preference information with incomplete HFLPRs listed
as follows:

H1 =


{s3} {s4} {s4, s5} x
{s2} {s3} x {s5, s6}
{s2, s1} x {s3} {s1}
x {s1, s0} {s5} {s3}

 ,

H2 =


{s3} x {s3} x
x {s3} {s5} {s2}
{s3} {s1} {s3} {s1, s2}
x {s4} {s5, s4} {s3}

 ,
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TABLE 1. Ranking order of alternatives for different DMs’ weights.

H3 =


{s3} {s2} x {s3, s4, s5}
{s4} {s3} x {s2}
x x {s3} {s1}

{s3, s2, s1} {s4} {s5} {s3}

 ,

H4 =


{s3} x {s5} {s3, s4}
x {s3} {s2} x
{s1} {s4} {s3} {s4, s5}
{s3, s2} x {s2, s1} {s3}

 .
Step 2: According to the LCME principle, the normalized

incomplete HFLPRs H̄k (k = 1, 2, 3, 4) are as follows:

H̄1 =


{s3} {s4, s4} {s4, s5} x
{s2, s2} {s3} x {s5, s6}
{s2, s1} x {s3} {s1, s1}
x {s1, s0} {s5, s5} {s3}

 ,

H̄2 =


{s3} x {s3, s3} x
x {s3} {s5, s5} {s2, s2}

{s3, s3} {s1, s1} {s3} {s1, s2}
x {s4, s4} {s5, s4} {s3}

 ,

H̄3 =


{s3} {s2, s2, s2, s2, s2, s2}

{s4, s4, s4, s4, s4, s4} {s3}
x x

{s3, s3, s2, s2, s1, s1} {s4, s4, s4, s4, s4, s4}

x {s3, s3, s4, s4, s5, s5}
x {s2, s2, s2, s2, s2, s2}
{s3} {s1, s1, s1, s1, s1, s1}

{s5, s5, s5, s5, s5, s5} {s3}

 ,

H̄4 =


{s3} x {s5, s5} {s3, s4}
x {s3} {s2, s2} x

{s1, s1} {s4, s4} {s3} {s4, s5}
{s3, s2} x {s2, s1} {s3}

 .
Step 3: By (ILP2) model, we have the complete HFLPRs

H̃k (k = 1, 2, 3, 4) as follows:

H̃1 =


{s3} {s4, s4} {s4, s5} {s6, s6}
{s2, s2} {s3} {s6, s6} {s5, s6}
{s2, s1} {s0, s0} {s3} {s1, s1}
{s0, s0} {s1, s0} {s5, s5} {s3}

 ,

H̃2 =


{s3} {s1, s1} {s3, s3} {s1, s2}
{s5, s5} {s3} {s5, s5} {s2, s2}
{s3, s3} {s1, s1} {s3} {s1, s2}
{s5, s4} {s4, s4} {s5, s4} {s3}

 ,

H̃3 =


{s3} {s2, s2, s2, s2, s2, s2}

{s4, s4, s4, s4, s4, s4} {s3}
{s1, s1, s0, s0, s0, s0} {s2, s2, s2, s2, s2, s2}
{s3, s3, s2, s2, s1, s1} {s4, s4, s4, s4, s4, s4}

{s5, s5, s6, s6, s6, s6} {s3, s3, s4, s4, s5, s5}
{s4, s4, s4, s4, s4, s4} {s2, s2, s2, s2, s2, s2}

{s3} {s1, s1, s1, s1, s1, s1}
{s5, s5, s5, s5, s5, s5} {s3}

 ,

H̃4 =


{s3} {s6, s6} {s5, s5} {s3, s4}
{s0, s0} {s3} {s2, s2} {s0, s1}
{s1, s1} {s4, s4} {s3} {s4, s5}
{s3, s2} {s6, s5} {s2, s1} {s3}

 .
Step 4: According to Eq. (11), the additive consistency

index CI (H̃k )(k = 1, 2, 3, 4) are as follows:

CI (H̃1) = 0.1111,CI (H̃2) = 0.0417,

CI (H̃3) = 0.0833,CI (H̃4) = 0.0833.

It is easy for us to know that all complete HFLPRs are
acceptable additive consistency. Hence, Step 5 is carried out.
Step 5: Let DMs weighting vector v = (0.4, 0.3, 0.2, 0.1)T

[65]. By using Eq. (12), we have synthetic HFLPR H̃ s is, as
shown at the top of the next page.
Step 6: By (MPM), one can obtain the priority vector w∗

of H̃ s as:

w∗ = (w∗1,w
∗

2,w
∗

3,w
∗

4) = (0.3880, 0.3893, 0, 0.2227).

Step 7: Ranking priority weights in descending order,
we have

w∗2 > w∗1 > w∗4 > w∗3.

Step 8: Based on the ranking result in Step 7, the four
projects are ranked as

A2 � A1 � A4 � A3.

The best project is A2.

2) COMPARATIVE ANALYSIS AND DISCUSSION
In this subsection, some quantitative comparisons between
our proposed method and other existing methods [38], [58],
[65] are provided.

Different methods [38], [58], [65] for GDM with incom-
plete HFLPR are used to solve the investment problem. The
ranking results of the four projects are summarized in Table 2.
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TABLE 2. The ranking results of the four projects with different methods.

Based on Table 2, we find that the ranking results obtained
by our proposed method are slightly different from those
obtained by other methods in [38], [58], [65]. The differences
between our proposed method and other methods [38], [58],
[65] are summarized as follows.

• In [38], the method for complementing missing infor-
mation may provide some virtual linguistic terms as the
complete information. In [58], the missing values can be
completed by using the elements of the worst linguistic
preference relation and the best linguistic preference.
To deal with virtual linguistic terms, the absolute devia-
tion is constructed. In [65], the authors did not provide
the completing method for missing values.

• The form of synthetic HFLPR (in [38], [58], [65] called
collective HFLPR) is different. In [38], the collective
HFLPR contains some virtual linguistic terms. In [58],
[65], the collective preference relation is 2-tuple fuzzy
linguistic preference relation. In this paper, the prefer-
ence information in synthetic HFLPR is hesitant 2-tuple
linguistic.

• In [38], [58] and this paper, the consistency level of
complete HFLPR is considered. But this situation is
ignored in [65].

Next, we discuss the differences in these methods for com-
plementing missing information in detail. In [38], the situa-
tion of the missing information in incomplete HFLPR was
discussed in detail. Then, three procedures to estimate the
missing information were proposed. An algorithm for GDM

with incomplete HFLPRs was developed. In [58], the authors
constructed optimization models to estimate the missing
information of incomplete HFLPR by using worst and best
additive consistency of HFLPR defined by [44]. Then, for
complete HFLPR, a consistency improving algorithm was
proposed. The main method of dealing with the incomplete
HFLPR in [65] is to use a fuzzy linear programming to
transform it into 2-tuple fuzzy linguistic preference relation.

Different methods for completing missing information are
applied to the four incomplete HFLPRs, respectively. The
corresponding results are listed in Table 3. As can been seen
from fourth column of Table 3, some complete information
provided by [38] are virtual linguistic terms. This could lead
to the decision making problem to be difficult to under-
stand for the experts. For [58], as shown in Table 2 fifth
column, a common feature of this information, includ-
ing {s0, · · · , s3}, {s0, · · · , s4}, {s2, · · · , s6}, {s0, · · · , s6} and
{s0, · · · , s3}, is that they contain a linguistic term s3, which
represents fair. For example, HFLTS {s0, · · · , s3} indicates
that the expert e1 believes that the importance of A1 relative
to A2 is very poor, poor, slightly poor and fair. In practical
decision making process, this preference information is not
up to human cognition. In [65], the complete information is
not discussed. However, our proposed method can well deal
with the missing information since the complemented infor-
mation is not virtual linguistic terms and it is in accordance
with human cognitive ideas.

Different methods for incomplete HFLPR have their own
characteristics and applicable decision making problems.
In summary, this GDM problem indicates that the approaches
proposed in this paper is fundamentally different from pre-
viously developed methods because the (ILP) model and
(MPM) can well address incomplete HFLPRs’ missing val-
ues and priority vector of complete HFLPR. Therefore,
the approaches have the potential to be widely applied in


{(s3, 0)}

{(s3, 0.1), (s3, 0.1), (s3, 0.1), (s3, 0.1), (s3, 0.1), (s3, 0.1)}
{(s2, 0), (s2, 0), (s2,−0.2), (s1, 0.4), (s1, 0.4), (s1, 0.4)}

{(s2, 0.4), (s2, 0.4), (s2, 0.2), (s2,−0.2), (s2,−0.4), (s2,−0.4)}

{(s3,−0.1), (s3,−0.1), (s3,−0.1), (s3,−0.1), (s3,−0.1), (s3,−0.1)}
{(s3, 0)}

{(s1, 0.1), (s1, 0.1), (s1, 0.1), (s1, 0.1), (s1, 0.1), (s1, 0.1)}
{(s3, 0), (s3, 0), (s3, 0), (s2, 0.5), (s2, 0.5), (s2, 0.5)}

{(s4, 0), (s4, 0), (s4, 0.2), (s5,−0.4), (s5,−0.4), (s5,−0.4)}
{(s5,−0.1), (s5,−0.1), (s5,−0.1), (s5,−0.1), (s5,−0.1), (s5,−0.1)}

{(s3, 0)}
{(s5,−0.3), (s5,−0.3), (s5,−0.3), (s4, 0.3), (s4, 0.3), (s4, 0.3)}

{(s4,−0.4), (s4,−0.4), (s4,−0.2), (s4, 0.2), (s4, 0.4), (s4, 0.4)}
{(s3, 0), (s3, 0), (s3, 0), (s4,−0.5), (s4,−0.5), (s4,−0.5)}

{(s1, 0.3), (s1, 0.3), (s1, 0.3), (s2,−0.3), (s2,−0.3), (s2,−0.3)}
{(s3, 0)}


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TABLE 3. The corresponding results of different methods.

GDM with incomplete HFLPRs. Based on the above anal-
yses, the advantages of the proposed method are as follows:

• The proposed method can well deal with the missing
information since the complemented information is not
virtual linguistic terms and it is in accordance with
human cognitive ideas.

• Since the collective HFLPR is still hesitant and quali-
tative, the proposed method can retain the form of the
preference information as much as possible.

• For complete HFLPR, a mixed 0-1 programming model
is developed to derive priority vector that is used to rank
alternatives.

VI. CONCLUSION
Due to the uncertainty and complexity in real decisionmaking
problems, DMs may express their qualitative and hesitant
preference information using some incomplete HFLPRs in
the process of GDM. In this paper, two optimization models
are developed. One is to complement the missing elements
of incomplete HFLPRs, the other is to derive priority vector
from the complete HFLPRs. The contributions of the pro-
posed methods are summarized as follows:

(1) Based on the property of additive consistent HFLPR,
an integer linear programming model has been proposed to
complement themissing elements of incomplete HFLPR. The
optimization model not only complements missing elements,
but also ensures that the complemented information is not
virtual linguistic terms.

(2) Then, a mixed 0-1 programming model for deriving the
priority vector from complete HFLPR has been proposed.

(3) After that, an approach for addressing the GDM prob-
lem with incomplete HFLPRs has been presented by inte-
grating the integer linear programming model and the mixed
0-1 programming model.

(4) Two case studies and comparative analysis have been
provided to verify the feasibility and advantages of the pro-
posed approach.

In the future, these proposed models can be used to deal
with other kinds of IPRs with linguistic
information [54], [59]. On the other hand, we will focus on
investigating some other preference relations with kinds of
new information forms, such as interval-valued Pythagorean
fuzzy information [60] and interval-valued Bipolar fuzzy
information [61].

APPENDIX
The following abbreviations are used in this manuscript:
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