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Preface

Energy is a vital element in sustaining our modern society but the future of energy is 
volatile, uncertain, complex, and ambiguous; especially when facing a continuous drive 
to ensure a sustained and equitable access as well as mounting pressures to reduce its 
emissions. Traditional approaches in developing energy technologies have always been in 
isolation with distinct and unique contexts. However, we cannot afford to work in silos any 
longer. Future energy systems and their relationship with the society and the environment 
will have to be conceived, designed, developed, commissioned, and operated alongside and 
within contemporary geo-political, ethical, and socio-economic contexts. This has posed an 
unprecedented volatility, uncertainty, complexity, and ambiguity (VUCA), where systemic 
and holistic approaches are often warranted. This book aims to focus on the VUCA of 
addressing the future of energy and environment by considering contemporary issues and 
insights from diverse contexts, viewed as a system, and anchored upon emerging and smart 
energy technologies.

Green Energy and Environment contributes to this on-going discourse and the role 
these energy technologies play in the society’s effort to address climate change, energy 
consumption, and greenhouse gas emissions in a holistic and inclusive manner, by 
considering green energy technologies’ key roles along a critical path to decarbonization 
and responsible innovation.

Green Energy and Environment is a collection of timely efforts to address the complexity 
of developing energy technologies within these unprecedented contexts, each contrib-
uting to the main theme and the on-going discussion from diverse lenses and a holistic 
viewpoint. Topics covered in the book range from green electronics, techno-economic 
optimization of solar-only powered combined cycle power plants, a case study of 
hydrovoltaic materials for China, to circular economy of electro-chemical energy stor-
age. Each chapter addresses an important aspect of energy technologies and serves as a 
vital building block towards constructing a timely and relevant body of knowledge on 
green energy and environment.

We hope you will find this book useful and the topics relevant. This book is a result of many 
months of hard work by all contributing authors, who have worked tirelessly and pas-
sionately. Without them, this work would not have seen the light of day. It is in this regard 
that we would like to acknowledge the professionalism and commitment from all chapter 
authors – thank you! We are also grateful to IntechOpen for this opportunity, and the 
Publishing Process Managers Lada Bozic and Danijela Pintur for their wisdom, friendship, 
encouragement, and assistance throughout the process of editing this book – thank you!

Eng Hwa Yap 
University of Technology Sydney,

Australia

Andrew Huey Ping Tan
KDU University College,

Malaysia
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Chapter 1

Sustainable Advanced
Manufacturing of Printed
Electronics: An Environmental
Consideration
Bilge Nazli Altay, Martin Bolduc and Sylvain G. Cloutier

Abstract

Printing technologies have become a novel and disruptive innovation method of
manufacturing electronic components to produce a diverse range of devices includ-
ing photovoltaic cells, solar panels, energy harvesters, batteries, light sources, and
sensors on really thin, lightweight, and flexible substrates. In traditional electronic
manufacturing, a functional layer must be deposited, typically through a chemical
vapor or physical vapor process for a copper layer for circuitry production. These
subtractive techniques involve multiple production steps and use toxic etching
chemicals to remove unwanted photoresist layers and metals. In printing, the same
functional material can be selectively deposited only where it is needed on the
substrate via plates or print heads. The process is additive and significantly reduces
not only the number of manufacturing steps, but also the need for energy, time,
consumables, as well as the waste. Thereby, printing has been in the focus for many
applications as a green, efficient, energy-saving, environmentally friendly
manufacturing method. This chapter presents a general vision on green energy
resources and then details printed electronics that consolidates green energy and
environment relative to traditional manufacturing system.

Keywords: additive manufacturing, printing, flexible electronics, functional inks,
subtractive manufacturing

1. Green energy, environment, and electronics

Sustainable and renewable green energy and materials as an alternative to fossil
fuels that take millions of years to be developed have been the most important
challenge for all industries to secure the future energy demands, environment, and
human health [1]. Burning fossil fuels for energy, production and transportation of
fossil fuel-based materials, industrial/agricultural activities, as well as growing pop-
ulation yield greenhouse gasses (GHGs) that trap heat in the atmosphere [2]. The
GHGs remain in the air for various amounts of time, from a few to thousands of
years, causing global heating and drastic changes in climate [3, 4]. Therefore,
innovations in all fields are critically important to reduce the GHGs, unsustainable
energy and material usage, cost, toxic waste, and pollution which are the potential
risks on human health and environment [5].
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Worldwide energy consumption by source recorded to be an average of 18.4
trillion watts (TW) in 2018 [6]. Figure 1 represents that the majority of the energy
was based on fossil energy sources. For the future, the total consumption is
projected to be 27.6 TW by 2050 and 43.0 TW by 2100 [7]. Researchers help
formulating solutions to increase green energy production that comes from the
natural sources such as solar, wind, ocean or tidal, hydropower, biomass, and
geothermal energy. They are also called C-neutral sources [7]. Among these, solar
energy is the largest source that enables more energy in an hour to the Earth than all
of the energy consumed by humans in an entire year (if only this energy could be
stored) [1]. Each energy sources have different potential to provide the projected
power need. The theoretical delivery potentials of green sources in Table 1 repre-
sents that using direct radiation from the sun is by far the only biggest source of
energy [7].

The sun is a massive reactor where hydrogen atoms are fused into helium. The
energy from this reaction is released into space in the form of radiation that creates
electromagnetic energy—the entire range of light that exist (Figure 2). By using
various technologies (solar panels and photovoltaics (PV)), the solar radiation can
be turned into heat and electricity [8].

Part of the light radiated from the sun does not reach to the Earth due to various
reasons [10]. Some portion for instance is reflected from the atmosphere back into
the space, called reflection of light. Other portion is absorbed by the gasses and water

Figure 1.
Global energy consumption [6].

Green energy source Theoretical potential (TW)

Solar energy 89,000 TWp

Wind 1000 TWm

Geothermal 44 TWt

Hydropower 12 TWm

Ocean tidal 2.4 TWm

Subscripts denote mechanical, photonic, and thermal.

Table 1.
Energy delivery estimates of green energy sources.
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vapor molecules (O2, O3, H2O, CO2, etc.), called absorption of light. If the light
comes on particles that are smaller than the wavelength of the radiation in the
atmosphere, Rayleigh scattering occurs (mostly seen in gasses) and causes for
instance the blue color of the sky. On the contrary, the particles larger than the
wavelength of the radiation cause Mie scattering that happens due to aerosols and
dust particles in the air. Therefore, the solar resource is broken down into three
main components: (1) diffuse solar radiation (the light that are scattered), (2) direct
beam solar radiation (the light that pass through the atmosphere), and (3) global
solar radiation (the sum of (1) and (2)). The energy available from the sun that
reaches the Earth, called solar constant, is considered to be 1367 W/m2. However,
due to the diffusion caused by the scatterings, usually 1000W/m2 (at 25°C, AM1.5G
spectrum) is used to describe 1 day atmospheric condition for the standard test
conditions of efficiency estimations of solar power [11]. The diffuse light is also
known to limit the power generation efficiency of solar panels, alongside with the
limited angle placement options for the rigid panel orientation (Figure 3), geo-
graphical location, time of the day, season, local landscape, and weather [12].

The basic working principle of solar panel is converting light energy directly into
electricity through the photovoltaic effect. The panel is usually constructed by an
n-type and p-type semiconductor material (silicon based in general) between the
two metal conductor layers (Figure 4). The n-type semiconductor has extra
electrons that carry negative charge, while the positive p-type semiconductor has

Figure 2.
Electromagnetic spectrum [9].

Figure 3.
Schematics of a conventional solar panel at different tilting angles.
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missing electrons. When the light photons are absorbed, the extra electrons of the
n-type get free (the so-called holes) and forced to travel in the electron transport
layer by the top conductor. Meanwhile, the conductor on the bottom layer forces
the missing positive electrons to travel in the transport layer. These moving elec-
tron–hole pairs induce the DC electric current formation that is converted into AC
in the inverter unit of the solar system. In the case of solar heating (Figure 5), a
panel of tubes heats up the water through the absorbed light energy and redistrib-
utes into the building for heating, air conditioning, and hot water usage.

Between the global energy need for electricity and heating, 10% is estimated to
be for illumination purpose, while 90% is for the heat used to make products and to
heat and cool buildings and homes and the energy used to drive motor vehicles [1].
One of the most critical factors is understanding not only how to produce the green
energy, but also how to remanufacture, reduce, and reuse/recycle electronic prod-
ucts that use this energy. Thereby, as much as the effort goes into producing green
energy from natural sources, the same effort is needed for electronic manufacturing
since an electronic circuit is found in a surprising number of devices that we use in
our daily life: from lighting to domestic/industrial appliances; from computers and
its accessories to communication devices and cameras; from vehicle electronics to
medical devices; or from the products that use displaying units, controlling
apparatus, and switches to alarm systems and toys. The circuitry use is almost
endless.

Figure 4.
Illustration of sunlight conversion to electricity.

Figure 5.
Illustration of traditional solar water heating (edited) [13].
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2. Traditional electronic manufacturing vs. printed electronics

2.1 Traditional electronic manufacturing

Traditional electronic manufacturing requires multiple production steps as illus-
trated in Figure 6 [16]. First, a functional layer must be deposited on a substrate,
typically through a chemical vapor or physical vapor process, for a copper layer
production. The most common substrate used for the circuit board is a glass fiber-
reinforced epoxy resin. Then, a photoresist layer is deposited on the substrate and
experiences exposing, developing and curing processes. The next is the use of harsh
etching chemicals to remove the photoresist layer and the unwanted metal that is
not covered by the photoresist. The last step is striping the resist material and
cleaning all the residues away. The entire manufacturing processes are highly time-
and energy consuming, costly, and inherently wasteful. One main approach for
green electronic manufacturing is called the three R’s—“remanufacture, reduce,
reuse/recycle”—focused on minimizing the use of energy, hazardous materials,
toxic waste and pollution, and coolant consumption while machining, while pro-
moting product take-back policies, the use of reusable/recyclable components,
recycled feedstock in plastic parts, and lead-fee production [14].

2.2 Printed electronics manufacturing

Printing has received immense attention due to the additive nature of the
manufacturing [15]. During printing, functional materials (or the so-called conduc-
tive/smart inks) can be patterned by selective deposition on where they are needed
by the print heads in the case of digital printing, such as inkjet, 3D printing, and
aerosol (Figure 7) or by the printing plates. Different functional materials are
printed in a layer-on-layer manner, then followed by a curing process that forms
necking between the pigment particles [16]. The additive approach and high pro-
duction capability of the printing presses significantly reduce production cost,
number of manufacturing steps, and the need for energy, time, and consumables, as
well as offer great reduction in waste compared to traditional photolithography
manufacturing. Printing allows sheet-to-sheet or roll-to-roll mass production;
thereby electronics can be manufactured not only on rigid, but also on thin,

Figure 6.
Subtractive manufacturing steps [16].

5

Sustainable Advanced Manufacturing of Printed Electronics: An Environmental Consideration
DOI: http://dx.doi.org/10.5772/intechopen.91979



missing electrons. When the light photons are absorbed, the extra electrons of the
n-type get free (the so-called holes) and forced to travel in the electron transport
layer by the top conductor. Meanwhile, the conductor on the bottom layer forces
the missing positive electrons to travel in the transport layer. These moving elec-
tron–hole pairs induce the DC electric current formation that is converted into AC
in the inverter unit of the solar system. In the case of solar heating (Figure 5), a
panel of tubes heats up the water through the absorbed light energy and redistrib-
utes into the building for heating, air conditioning, and hot water usage.

Between the global energy need for electricity and heating, 10% is estimated to
be for illumination purpose, while 90% is for the heat used to make products and to
heat and cool buildings and homes and the energy used to drive motor vehicles [1].
One of the most critical factors is understanding not only how to produce the green
energy, but also how to remanufacture, reduce, and reuse/recycle electronic prod-
ucts that use this energy. Thereby, as much as the effort goes into producing green
energy from natural sources, the same effort is needed for electronic manufacturing
since an electronic circuit is found in a surprising number of devices that we use in
our daily life: from lighting to domestic/industrial appliances; from computers and
its accessories to communication devices and cameras; from vehicle electronics to
medical devices; or from the products that use displaying units, controlling
apparatus, and switches to alarm systems and toys. The circuitry use is almost
endless.

Figure 4.
Illustration of sunlight conversion to electricity.

Figure 5.
Illustration of traditional solar water heating (edited) [13].

4

Green Energy and Environment

2. Traditional electronic manufacturing vs. printed electronics

2.1 Traditional electronic manufacturing

Traditional electronic manufacturing requires multiple production steps as illus-
trated in Figure 6 [16]. First, a functional layer must be deposited on a substrate,
typically through a chemical vapor or physical vapor process, for a copper layer
production. The most common substrate used for the circuit board is a glass fiber-
reinforced epoxy resin. Then, a photoresist layer is deposited on the substrate and
experiences exposing, developing and curing processes. The next is the use of harsh
etching chemicals to remove the photoresist layer and the unwanted metal that is
not covered by the photoresist. The last step is striping the resist material and
cleaning all the residues away. The entire manufacturing processes are highly time-
and energy consuming, costly, and inherently wasteful. One main approach for
green electronic manufacturing is called the three R’s—“remanufacture, reduce,
reuse/recycle”—focused on minimizing the use of energy, hazardous materials,
toxic waste and pollution, and coolant consumption while machining, while pro-
moting product take-back policies, the use of reusable/recyclable components,
recycled feedstock in plastic parts, and lead-fee production [14].

2.2 Printed electronics manufacturing

Printing has received immense attention due to the additive nature of the
manufacturing [15]. During printing, functional materials (or the so-called conduc-
tive/smart inks) can be patterned by selective deposition on where they are needed
by the print heads in the case of digital printing, such as inkjet, 3D printing, and
aerosol (Figure 7) or by the printing plates. Different functional materials are
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Figure 6.
Subtractive manufacturing steps [16].
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lightweight, flexible, and large area substrates [17–22]. Printing technologies and
the pluriformity of substrates open up launching brand new products that could
have never existed before and realize bendable, rollable, wearable, or elastically
stretchable devices. These printed electronics (PE) are environmentally friendly
when compared to the traditional electronic methods. PEs are lightweight and not
made with extremely harsh etching chemicals, and they do not occupy a massive
amount of space in landfills. If the aim is to be green and sustainable, then printing
technologies are certainly the future.

Printing techniques include conventional printing systems that require an inter-
mediate printing plate to transfer a pattern (flexography, gravure, screen, and offset
lithography) and nonimpact printing systems that print the pattern directly onto the
substrates (digital and 3D) (Figure 8) [23]. However, nonprinting systems (liquid
dispensing, aerosol) and coating systems (rod, blade, air knife metering) can also be
used to dispense functional materials. The difference between the printing technolo-
gies originates from the ink characteristics (i.e., viscosity, rheology, surface tension),
substrate types (i.e., papers, films, textiles), and printability properties (i.e., ink film
thickness, resolution, speed, line quality) [24, 25]. Table 2 shows some of the printed
feature size capabilities of printing processes for PE applications.

In recent years, the advancements in digital inkjet printing technologies have
shown great promises for printed electronics. Akin to more conventional additive
manufacturing strategies such as using screen printing, digital inkjet printing has
been rapidly and successfully applied for rapid prototyping, low-volume
production, and hybrid integration of critical components for a wide range of
optoelectronic applications including energy harvesting, wearables, and biomedical
sensors [26, 27].

Figure 7.
Additive manufacturing steps [16].

Figure 8.
Classification of printing technologies based on printing plate requirement [23].
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2.2.1 Functional inks

There are PE components that have been researched and fabricated using these
printing techniques such as solar cells, displays, and transistors [28–31]. Similar to
subtractive electronic manufacturing, PE components (Figure 9) require specific
inks to provide functionalities like conductivity, resistivity, semi-conductivity, or
color change by heat, light, moisture, pressure, or spoilage.

The materials listed in Table 3 present common functional pigments used in ink
formulations. A typical ink formulation includes binders, vehicles, and additives
besides the pigments [32]. Binders are the chemicals binding formulation

Property Screen Flexo Gravure Inkjet

Viscosity (cP) 500–5000 50–500 100–1000 10–20

Minimum trace width (μ) 30–50 5–50 5–25 3–20

Minimum trace spacing (μ) 50–100 20–30 10–25 10–20

Ink film thickness (μ) 0.5–200 0.25–4 0.25–6 0.05–20

Table 2.
Common printed feature size of printing processes for PE applications.

Figure 9.
Printed electronics samples: circuit printed with nano-silver ink [35], printed sensor that shows food spoilage
[36], smart box packaging that enables end-of-life display by color change [37], and various lighting
applications [38].

Functionality Pigment type

Conductors Copper, silver, gold, carbon, aluminum, nickel, indium tin oxide, tin, graphene,
graphene oxide, PEDOT:PSS, polyaniline, iron, graphite [39–58]

Semiconductors Zinc oxide, silicon, zinc selenide, indium-gallium-zinc oxide, cadmium selenide,
gallium arsenide, MALH [59–64]

Resistors Aluminum oxide, hafnium dioxide, poly(4-vinylphenol), spin-on glass, parylene,
solid electrolytes [65–72]

Table 3.
Functional pigment examples for PE applications [16].
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ingredients to each other and to the substrate. Vehicle is the liquid portion of the
formulation that carries the ink onto the substrates. Generally, ink formulations are
classified based on the vehicle type, such as water-based, solvent-based, ultraviolet
light/electron beam (UV/EB) based, or soy-based. Additives are used for supple-
mentary properties, such as promoting stability, or preventing oxidation, floccula-
tion, etc. [33]. In PE applications, binders and some of the additives act as an
insulator and reduce the conductivity. There are studies that suggest binder-free
formulations that reverse this impact and enhance conductivity [34].

In terms of solar energy harvesting, lighting and displays, and sensing applica-
tions, the research has pioneered new and better low-cost and printable optoelec-
tronic materials and devices. Methylammonium lead halide (MALH) perovskites
for instance (e.g., CH3NH3PbX3, X either I, Cl or Br) have shown great potential
due to their unique optoelectronic properties and the ability to replace P-N junc-
tions for various applications including light-emitting diodes, solar cells, and pho-
todetectors [64]. The power-conversion efficiency of photovoltaic devices has been
reported to increase from 3.8% in 2009 [73] to 22.1% in 2016 [74, 75]. Such progress
is largely attributed to improved processing and longer charge-carrier lifetimes
directly related to increased material quality. Yet, fundamental challenges including
low carrier mobilities still prevent the fabrication of large-area devices with perfor-
mances competing with state-of-the-art technologies [76].

2.2.2 Substrates

The thermal and mechanical stability of substrates are critically important for
the precise registration of functional ink layers upon each other to create PE com-
ponents (i.e., electroluminescence lamp, capacitors, organic light-emitting diodes).
Polymer films [77], papers [19, 78], flexible glass [79], textiles [80], and metal [81]
have been given significant consideration as a substrate material. In PE applications,
substrates either act as a base material to mechanically support electrical compo-
nents such as circuit board [82], or as a top material for touch panels and display
and lighting applications [83], or as an interlayer in batteries as separator mem-
branes [84].

The quality and type of the substrate affect electrical, optical, mechanical, and
magnetic properties of the functional ink layer [85] as well as economics [48];
therefore, its properties need to be engineered depending on the application. For
instance, defects on the surface of the substrates may lead to pinholes and block
electron flow in circuitry [77]. General requirements of substrates for PE include
flexibility, transparency, surface smoothness, low thermal expansion, stiffness, heat
resistance, low cost, thinness, and lightweight [86]. Table 4 presents different
properties of substrates having the same 100 μm thickness for flexible backplane
applications (glass, plastic films [PEN and PI], and stainless steel) [22].

2.2.3 Post-printing process

In printing industry, drying is performed with an oven or via UV lamps; how-
ever, the inks used for PE applications require higher temperatures for densification
or crystallization to function properly. Once the functional ink layer is printed, the
post-printing process is needed to enable connectivity in pigment particles, so the
printed ink layer can conduct electricity (Figure 7). The connectivity is accom-
plished by means of one or multiple processes: drying, curing, sintering, reactive
chemistry transformation, and annealing. These post processes change ink structure
by volatilizing vehicle of the ink and form interparticle necking between the pig-
ment particles that grow particle grain to form continuous functional layer, while
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decomposing the binder (Figure 10) [87, 88]. The main types of post-printing
methods are listed as microwave heating and electrical, spark plasma, laser, and
photonic sintering [89].

The heat applied during curing volatilizes vehicle component of an ink formula-
tion that allows functional pigments to contact each other. Sintering, on the other
hand, is the process of pigment grain growth in the crystalline structure in the
printed ink layer. However, the terms are used interchangeably. Sintering process
requires optimization for each substrate as well as ink formulations since the chem-
ical composition of the ink, particle size, shape and distribution, or degree of
agglomeration varies. Different sintering parameters such as temperature, energy,
time, or the atmosphere (ambient vs. inert) also cause variation in the performance
of the same material. Figure 11 shows an example of the effect of photonic energy
variation on the sheet resistance of printed nickel ink [16]. As the energy applied
increases, the sheet resistance decreases.

Photonic sintering has attracted great attention within the main types of
sintering methods due to the instant heating applied during exposure, followed by
an instant cooling, which is advantageous especially for the substrates with low
glass transition temperatures. A pulse light from a xenon gas-filled flash lamp heats
the functional ink layer in milliseconds beyond the maximum working temperature
of the substrate. Then, the heat is removed rapidly in the interface of the substrate
via conduction thanks to the thermal mass of the substrate and prevents structural
degradation [90]. Three transient sintering conditions that are essential for an
optimum photonic processing have been reported:

Property Unit Glass Plastics Stainless steel

Weight g/m2 250 120 800

Safe bending radius cm 40 4 4

R2R processable — Unlikely Yes Yes

Transparency — Yes Yes/some No

Maximum process temperature °C 600 180–300 1000

Coefficient thermal expansion ppm/°C 4 16 10

Elastic modulus GPa 70 5 200

Permeable to oxygen, water vapor — No Yes No

Coefficient of hydrolytic expansion ppm/RH% None 11 None

Electrical conductivity — None None High

Thermal conductivity W/m°C 1 0.1–0.2 16

Table 4.
Comparison of substrate properties for flexible backplane application.

Figure 10.
Illustration of interparticle necking.
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ink film thickness < substrate thickness
pulse of photonic light duration < thermal equilibration time of substrate
thermal equilibration time of ink film < pulse of photonic light duration

The thermal equilibration time of materials (τi) (s) is provided in Eq. (1), where
Ki is the thermal conductivity (W/m K), ρi is the density (kg/m3), cpi is the specific
heat (W s/kg K), and xi is the thickness ink layer (m):

τi ¼ cpiρix
2
i =4Ki (1)

The thermal properties in Table 5, three transient conditions in Table 6, and the
thermal profile presented in Figure 12 exemplify photonic sintering of a 36-μm-
thick nickel ink film printed on a 250-μm-thick solid bleached sulfate (SBS) paper-
board that is processed at �5 J/m2 photonic energy that provides 12 Ω/⃞ of sheet
resistance [16]. A millisecond of two overlapped light pulse heats the surface of
printed nickel ink to a temperature between 350 and 500°C. Thanks to the rapid
cooling, the temperature in the interface, 20 μm depth of the paperboard, reaches
only 200–320°C. Although the ignition temperature of paper is 233°C, the heat

Figure 11.
Sheet resistance of printed Ni ink.

Factors cpi ρi xi Kis τi

Nickel ink 440 8908 0.000036 90.9 1.4 � 10�5

SBS 1400 900 0.000250 0.05 3.9 � 10�2

Table 5.
Thermal properties of the ink and substrate.

Factors

Ink film thickness < substrate thickness 36 μm < 250 μm

Pulse light time < substrate thermal equilibration time 0.001 s < 0.039 s

Ink thermal equilibration time < pulse light time 0.000014 s < 0.001 s

Table 6.
Three transient conditions.
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equilibrates below 200°C in less than two milliseconds, which is too short for
substrate to observe any deformation. Photonic sintering enables significant reduc-
tion both in processing time and energy in comparison to conventional oven that
uses high temperature and processing time ranging from several minutes to hours.

3. Emerging advanced electronics manufacturing

In today’s world, technological innovations accelerate at a much faster rate than
before due to the more networked environment, advanced computers, data analyt-
ics, artificial intelligence (AI) tools, Internet of Things (IoT), and the speed of
connectivity considering the ubiquitous information and communication technolo-
gies through Internet access, cloud computing, and smartphones [5, 91]. The inno-
vations in the printed electronics area derive mostly from flexible and conformable
disruptive device designs and structures (single or multilayer circuit constructions,
sensors), formulation of materials (inks, substrates), and manufacturing process
design (printing, post-printing, assembly). The performance of printed devices is
mainly dependent on the complex ink formulation, adhesion, and the interactions
between the inks and substrates to produce materials that can withstand post-
printing, assembly, and environmental processes [48, 92, 93]. Therefore, most
material providers follow closed innovation model and keep proprietary rights for
their complex material formulation, processes, and methods to stabilize their posi-
tion in the market [5].

The most common issues with the traditional screen-printed circuit
manufacturing market are the limitation of printing finely spaced traces (Figure 13
(a)), the printing process that requires new platemaking phase at each design and
client change (Figure 13(b-c)), and the usage of high ink amount during printing
which generates large amount of waste materials that has fairly complex disposal
handling process (Figure 13(d)). In contrast, digitally printed electronic circuit
manufacturing (Figure 13(e)) allows instantaneous design modification by simply
changing the Gerber design file as well as dramatically reduces the material con-
sumption [94]. The digital inkjet system is a rapidly emerging technology that could
be in-lined to a hybrid automated component assembly pick-and-place robot sys-
tems (Figure 13(f)) where large-scale advanced manufacturing strategies can be
explored as a potential way to reach seamless manufacturing of high volumes and
open entirely new markets. However, the inkjet printing of functional inks requires

Figure 12.
Thermal profile simulation of nickel ink on a SBS paperboard.

11

Sustainable Advanced Manufacturing of Printed Electronics: An Environmental Consideration
DOI: http://dx.doi.org/10.5772/intechopen.91979



ink film thickness < substrate thickness
pulse of photonic light duration < thermal equilibration time of substrate
thermal equilibration time of ink film < pulse of photonic light duration

The thermal equilibration time of materials (τi) (s) is provided in Eq. (1), where
Ki is the thermal conductivity (W/m K), ρi is the density (kg/m3), cpi is the specific
heat (W s/kg K), and xi is the thickness ink layer (m):

τi ¼ cpiρix
2
i =4Ki (1)

The thermal properties in Table 5, three transient conditions in Table 6, and the
thermal profile presented in Figure 12 exemplify photonic sintering of a 36-μm-
thick nickel ink film printed on a 250-μm-thick solid bleached sulfate (SBS) paper-
board that is processed at �5 J/m2 photonic energy that provides 12 Ω/⃞ of sheet
resistance [16]. A millisecond of two overlapped light pulse heats the surface of
printed nickel ink to a temperature between 350 and 500°C. Thanks to the rapid
cooling, the temperature in the interface, 20 μm depth of the paperboard, reaches
only 200–320°C. Although the ignition temperature of paper is 233°C, the heat

Figure 11.
Sheet resistance of printed Ni ink.

Factors cpi ρi xi Kis τi

Nickel ink 440 8908 0.000036 90.9 1.4 � 10�5

SBS 1400 900 0.000250 0.05 3.9 � 10�2

Table 5.
Thermal properties of the ink and substrate.

Factors

Ink film thickness < substrate thickness 36 μm < 250 μm

Pulse light time < substrate thermal equilibration time 0.001 s < 0.039 s

Ink thermal equilibration time < pulse light time 0.000014 s < 0.001 s

Table 6.
Three transient conditions.

10

Green Energy and Environment

equilibrates below 200°C in less than two milliseconds, which is too short for
substrate to observe any deformation. Photonic sintering enables significant reduc-
tion both in processing time and energy in comparison to conventional oven that
uses high temperature and processing time ranging from several minutes to hours.

3. Emerging advanced electronics manufacturing

In today’s world, technological innovations accelerate at a much faster rate than
before due to the more networked environment, advanced computers, data analyt-
ics, artificial intelligence (AI) tools, Internet of Things (IoT), and the speed of
connectivity considering the ubiquitous information and communication technolo-
gies through Internet access, cloud computing, and smartphones [5, 91]. The inno-
vations in the printed electronics area derive mostly from flexible and conformable
disruptive device designs and structures (single or multilayer circuit constructions,
sensors), formulation of materials (inks, substrates), and manufacturing process
design (printing, post-printing, assembly). The performance of printed devices is
mainly dependent on the complex ink formulation, adhesion, and the interactions
between the inks and substrates to produce materials that can withstand post-
printing, assembly, and environmental processes [48, 92, 93]. Therefore, most
material providers follow closed innovation model and keep proprietary rights for
their complex material formulation, processes, and methods to stabilize their posi-
tion in the market [5].

The most common issues with the traditional screen-printed circuit
manufacturing market are the limitation of printing finely spaced traces (Figure 13
(a)), the printing process that requires new platemaking phase at each design and
client change (Figure 13(b-c)), and the usage of high ink amount during printing
which generates large amount of waste materials that has fairly complex disposal
handling process (Figure 13(d)). In contrast, digitally printed electronic circuit
manufacturing (Figure 13(e)) allows instantaneous design modification by simply
changing the Gerber design file as well as dramatically reduces the material con-
sumption [94]. The digital inkjet system is a rapidly emerging technology that could
be in-lined to a hybrid automated component assembly pick-and-place robot sys-
tems (Figure 13(f)) where large-scale advanced manufacturing strategies can be
explored as a potential way to reach seamless manufacturing of high volumes and
open entirely new markets. However, the inkjet printing of functional inks requires

Figure 12.
Thermal profile simulation of nickel ink on a SBS paperboard.

11

Sustainable Advanced Manufacturing of Printed Electronics: An Environmental Consideration
DOI: http://dx.doi.org/10.5772/intechopen.91979



a highly complex process optimization. Figure 14 exemplifies a concrete process
optimization done in ÉTS laboratory for only one silver ink formulation.

The massive push for intelligent cyber-physical systems associated with the
Industry 4.0 and the IoT revolutions aims at taking better-informed decisions in
real time, based on more complete and readily acquired sets of data. For the very
reason, conformable printed sensors are deployed to collect data from places that
are critical and difficult to access for energy, biomedical, transportations,
manufacturing, smart building, or wearable electronics applications where better
and cheaper flexible hybrid electronics circuits used as ubiquitous sensing elements
would play a comprehensive role in ways that rigid devices cannot [95].

4. Conclusion

In this chapter, a general vision on energy sources and how an emerging field of
printed electronics could consolidate green energy and environment is presented.
An electronic circuit is found in a surprising number of devices that we use in our

Figure 14.
Digital inkjet printing process mapping and optimization. (a) Research grade Ceradrop digital inkjet printing
system at ÉTS; (b) precise control of a wide range of critical jetting parameters; (c) examples of inkjet-printed
features using Ag ink on Kapton® for different printing lattices (drop placement configurations), drop
interpenetration, and substrate temperatures; (d) example of one-layer and two-layer process mappings
looking at the Ag features’ thickness and uniformity for different substrate temperatures and drop
interpenetrations in the hexagonal shifted lattice configuration; (e) typical high-resolution laser-scanning
microscope image of the features obtained using a hexagonal shifted lattice with 50% interpenetration at 25°C
substrate temperature; (f) example of a typical multivariate design-of-experiment analysis for process
optimization (adapted from [94]).

Figure 13.
(a) Commercial flexible hybrid electronic product that cannot be manufactured using screen printing
(courtesies of Molex), (b) typical industrial grade screen-printing machine currently used for flexible circuit
board manufacturing, (c) conventional screen stencil currently used for electronic board manufacturing, (d)
typical screen printing application that uses tremendous amount of expensive functional inks, (e) industrial
grade high-throughput digital inkjet printer vs. research grade in sectors like the graphic and consumer
packaging industries (courtesy of Fujifilm), and (f) industrial grade fully automated pick-and-place robot for
the assembly of electronic components of the circuit board (courtesies of C2MI and Varitron).
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daily life. Manufacturing digitally printed electronic circuits is a sustainable method
that dramatically reduces high energy consumption and toxic etching chemical
usage relative to traditional electronic manufacturing. Advanced printed electronics
is truly a transdisciplinary research and production landscape that benefit greatly
from strongly intertwined interrelationships between multiple diverse complemen-
tary fields, including material formulation engineering, printable electronic devices
architecturing, computational robotics and process automation, and AI and process
optimization. It is important to adopt an agile mindset for a complete ecosystem to
conduct transformative R&D for disruptive and advanced printed electronics
manufacturing solutions.
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microscope image of the features obtained using a hexagonal shifted lattice with 50% interpenetration at 25°C
substrate temperature; (f) example of a typical multivariate design-of-experiment analysis for process
optimization (adapted from [94]).
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Chapter 2

Techno-Economic Optimization
and Benchmarking of a Solar-Only
Powered Combined Cycle with
High-Temperature TES Upstream
the Gas Turbine
Fritz Zaversky, Iñigo Les, Marcelino Sánchez, Benoît Valentin,
Jean-Florian Brau, Frédéric Siros, Jonathon McGuire
and Flavien Berard

Abstract

This work presents a techno-economic parametric study of an innovative central
receiver solar thermal power plant layout that applies the combined cycle (CC) as
thermodynamic power cycle and a multi-tower solar field configuration together
with open volumetric air receivers (OVARs). The topping gas turbine (GT) is
powered by an air–air heat exchanger (two heat exchanger trains in the case of
reheat). In order to provide dispatchability, a high-temperature thermocline TES
system is placed upstream the gas turbine. The aim is threefold, (i) investigating
whether the multi-tower concept has a techno-economic advantage with respect to
conventional single-tower central receiver plants, (ii) indicating the techno-
economic optimum power plant configuration, and (iii) benchmarking the techno-
economic optimum of the CC plant against that of a conventional single-cycle
Rankine steam plant with the same receiver and TES technology. It is concluded
that the multi-tower configuration has a techno-economic advantage with respect
to the conventional single-tower arrangement above a total nominal solar power
level of about 150 MW. However, the benchmarking of the CC against a Rankine
single-cycle power plant layout shows that the CC configuration has despite its
higher solar-to-electric conversion efficiency a higher LCOE. The gain in electricity
yield is not enough to outweigh the higher investment costs of the more complex
CC plant layout.

Keywords: concentrated solar power, solar combined cycle, multi-tower central
receiver, open volumetric air receiver (OVAR)

1. Introduction

Solar thermal power, also known as concentrated solar power (CSP) or solar
thermal electricity (STE), can be considered as a highly promising technology when
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it comes to dispatchable and thus grid-friendly supply of renewable electricity. This
is due to the possibility of thermal energy storage (TES), the key advantage over
other renewable technologies (such as wind or photovoltaic), which enables the
decoupling between solar energy collection and electricity production. Given the
abundant amount of solar power available for terrestrial solar collectors (85 PW)
[1], which exceeds the current world’s power demand (15 TW) several thousand
times [1], CSP is a highly promising and flexible alternative to conventional fossil-
fuel technologies, setting new standards in terms of environmental impact, sustain-
ability, safety, and thus quality of life.

Until recently, the cost of electricity generation for CSP (≈ 14 c€/kWh [2]) has
been clearly above conventional technology and other renewables (wind and pho-
tovoltaic reach 6 c€/kWh on average [2]). Nevertheless, considering latest bids, cost
targets as low as 7 c$/kWh [3] seem to be realistic for mature CSP technology.
However, rather than comparing the pure cost, one should compare the true value
of CSP for grid operation and capacity [2] when considering an increasing fraction
of not-dispatchable renewables. It is important to note that CSP should not be seen
as a competing technology with photovoltaic or wind power. It should rather be
seen as an enabling technology of not-dispatchable renewable power generation, as
a key feature of CSP is its cheap thermal energy storage, guaranteeing
dispatchability.

This work focuses on central receiver CSP plants [4] analyzing the economic
competitiveness of the combined cycle (topping GT plus bottoming steam Rankine)
with respect to conventional single-cycle Rankine steam technology. The combined
cycle technology [5–7] is well known from conventional fossil-fired power genera-
tion, reaching cycle efficiencies exceeding 60% on a lower heating value basis [8].
However, these best of class efficiencies are obtained with latest fossil-fired gas
turbine (GT) technology, achieving turbine inlet temperatures (TITs) of up to
≈1500°C. It is clear that such high TITs can only be achieved with (i) internal
combustion and (ii) turbine blade cooling and single-crystal superalloy turbine
blades, furthermore coated with low conductivity ceramics. For the application of
solar combined cycles, the TIT has to be significantly lower for two reasons: (i) the
optimum receiver operating temperature (≈ TIT) that optimizes solar-to-electric
conversion efficiency is a function of the receiver’s thermal efficiency and tends to
be at around 1000°C [9, 10] depending on the receiver technology; (ii) for solar
combined cycles, the concept of externally heated gas turbines [11] has to be
exploited, which limits the maximum achievable TIT to lower values (≈ 900–1000°C)
in any case. Additionally, cheaper designs for the turbine should be used in order to
keep costs down, i.e., uncooled turbine blades, which should be achievable with
expected optimum receiver working temperatures of ≈ 1000°C [9]. Furthermore,
advanced gas turbine architectures [12] such as reheat will be necessary to achieve
good GT efficiencies, despite low TITs. Reheated gas turbines have already been
treated in previous works. The main motivations are (i) to keep the average tem-
perature of heat supply high and (ii) to introduce an additional flexibility regarding
turbine exit temperature (TET) (the heat recovery steam generator inlet tempera-
ture), despite high compressor pressure ratios [13]. In particular, the expansion
ratio of the second turbine stage can be specifically designed, so that the resulting
TET optimizes the overall combined cycle performance. Note that the higher the
heat recovery steam generator’s inlet temperature is, the higher are the conversion
efficiency and power output of the bottoming cycle and vice versa.

It is clear that the solar receiver unit is the key component of a solar-powered
combined cycle plant, since it is of upmost importance to achieve very good solar
receiver efficiencies at highest operating temperatures (≈ 1000°C). So far, pressur-
ized air receivers have been the design principle for solar-powered gas turbines,
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since the solar receiver has to provide heat to a pressurized air stream coming from
the gas turbine’s compressor. Several previous research projects have already
endeavored to design such a demanding component, which has to operate under
very high solar flux (≈ 0.5–1 MW/m2), at high temperatures (> 900°C), and in
addition at pressures over 6 bar. The first developments started in the 1980’s with
metallic and ceramic tubular designs [14]. This approach showed however durabil-
ity issues and also low efficiencies because of the low heat transfer coefficient of air.
Therefore, pressurized volumetric receivers [15] appeared to be a promising alter-
native as they increased the heat transfer area. However, durability issues and size
limitations of the needed quartz glass window have hindered their commercial
application so far. For this reason, the idea of pressurized tubular or opaque-heat-
exchanger-type receivers was revisited by several research groups. For example,
Grange et al. [16] investigated a modular metallic absorber located at the back of a
cavity. The maximum air outlet temperature was reported to be 750°C. Korzynietz
et al. [17] developed a pre-commercial scale metallic tubular cavity receiver achiev-
ing thermal efficiencies between 71.3 and 78.1% at the maximum air outlet temper-
ature of 800°C.

However, although dispatchability is the key advantage of CSP (due to cost-
effective thermal energy storage) and its best argument to justify higher costs than
PV or wind energy, only a few works have covered the integration of high-
temperature TES upstream the solar combined cycle. Since only pressurized
receivers have been applied so far in the context of solar-powered combined cycles,
previous works have proposed the application of pressurized regenerative TES
systems [16, 18], which have clear limitations regarding cost-effective large-scale
deployment.

The aim of this work is therefore to present an innovative plant layout (as shown
in Figure 1) that not only avoids the design challenges related to pressurized
receivers but also allows the integration of an atmospheric air-based high-
temperature TES system upstream the combined cycle. In particular, this work
proposes the application of the open volumetric air receiver technology [15], which
has already been demonstrated successfully at pre-commercial scale [19], in

Figure 1.
Solar-powered combined cycle scheme with open volumetric air receiver and high-temperature TES (without
reheat in the Brayton cycle). The low-temperature TES enables regenerative use of return air heat.
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it comes to dispatchable and thus grid-friendly supply of renewable electricity. This
is due to the possibility of thermal energy storage (TES), the key advantage over
other renewable technologies (such as wind or photovoltaic), which enables the
decoupling between solar energy collection and electricity production. Given the
abundant amount of solar power available for terrestrial solar collectors (85 PW)
[1], which exceeds the current world’s power demand (15 TW) several thousand
times [1], CSP is a highly promising and flexible alternative to conventional fossil-
fuel technologies, setting new standards in terms of environmental impact, sustain-
ability, safety, and thus quality of life.

Until recently, the cost of electricity generation for CSP (≈ 14 c€/kWh [2]) has
been clearly above conventional technology and other renewables (wind and pho-
tovoltaic reach 6 c€/kWh on average [2]). Nevertheless, considering latest bids, cost
targets as low as 7 c$/kWh [3] seem to be realistic for mature CSP technology.
However, rather than comparing the pure cost, one should compare the true value
of CSP for grid operation and capacity [2] when considering an increasing fraction
of not-dispatchable renewables. It is important to note that CSP should not be seen
as a competing technology with photovoltaic or wind power. It should rather be
seen as an enabling technology of not-dispatchable renewable power generation, as
a key feature of CSP is its cheap thermal energy storage, guaranteeing
dispatchability.

This work focuses on central receiver CSP plants [4] analyzing the economic
competitiveness of the combined cycle (topping GT plus bottoming steam Rankine)
with respect to conventional single-cycle Rankine steam technology. The combined
cycle technology [5–7] is well known from conventional fossil-fired power genera-
tion, reaching cycle efficiencies exceeding 60% on a lower heating value basis [8].
However, these best of class efficiencies are obtained with latest fossil-fired gas
turbine (GT) technology, achieving turbine inlet temperatures (TITs) of up to
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combustion and (ii) turbine blade cooling and single-crystal superalloy turbine
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optimum receiver operating temperature (≈ TIT) that optimizes solar-to-electric
conversion efficiency is a function of the receiver’s thermal efficiency and tends to
be at around 1000°C [9, 10] depending on the receiver technology; (ii) for solar
combined cycles, the concept of externally heated gas turbines [11] has to be
exploited, which limits the maximum achievable TIT to lower values (≈ 900–1000°C)
in any case. Additionally, cheaper designs for the turbine should be used in order to
keep costs down, i.e., uncooled turbine blades, which should be achievable with
expected optimum receiver working temperatures of ≈ 1000°C [9]. Furthermore,
advanced gas turbine architectures [12] such as reheat will be necessary to achieve
good GT efficiencies, despite low TITs. Reheated gas turbines have already been
treated in previous works. The main motivations are (i) to keep the average tem-
perature of heat supply high and (ii) to introduce an additional flexibility regarding
turbine exit temperature (TET) (the heat recovery steam generator inlet tempera-
ture), despite high compressor pressure ratios [13]. In particular, the expansion
ratio of the second turbine stage can be specifically designed, so that the resulting
TET optimizes the overall combined cycle performance. Note that the higher the
heat recovery steam generator’s inlet temperature is, the higher are the conversion
efficiency and power output of the bottoming cycle and vice versa.

It is clear that the solar receiver unit is the key component of a solar-powered
combined cycle plant, since it is of upmost importance to achieve very good solar
receiver efficiencies at highest operating temperatures (≈ 1000°C). So far, pressur-
ized air receivers have been the design principle for solar-powered gas turbines,
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since the solar receiver has to provide heat to a pressurized air stream coming from
the gas turbine’s compressor. Several previous research projects have already
endeavored to design such a demanding component, which has to operate under
very high solar flux (≈ 0.5–1 MW/m2), at high temperatures (> 900°C), and in
addition at pressures over 6 bar. The first developments started in the 1980’s with
metallic and ceramic tubular designs [14]. This approach showed however durabil-
ity issues and also low efficiencies because of the low heat transfer coefficient of air.
Therefore, pressurized volumetric receivers [15] appeared to be a promising alter-
native as they increased the heat transfer area. However, durability issues and size
limitations of the needed quartz glass window have hindered their commercial
application so far. For this reason, the idea of pressurized tubular or opaque-heat-
exchanger-type receivers was revisited by several research groups. For example,
Grange et al. [16] investigated a modular metallic absorber located at the back of a
cavity. The maximum air outlet temperature was reported to be 750°C. Korzynietz
et al. [17] developed a pre-commercial scale metallic tubular cavity receiver achiev-
ing thermal efficiencies between 71.3 and 78.1% at the maximum air outlet temper-
ature of 800°C.

However, although dispatchability is the key advantage of CSP (due to cost-
effective thermal energy storage) and its best argument to justify higher costs than
PV or wind energy, only a few works have covered the integration of high-
temperature TES upstream the solar combined cycle. Since only pressurized
receivers have been applied so far in the context of solar-powered combined cycles,
previous works have proposed the application of pressurized regenerative TES
systems [16, 18], which have clear limitations regarding cost-effective large-scale
deployment.

The aim of this work is therefore to present an innovative plant layout (as shown
in Figure 1) that not only avoids the design challenges related to pressurized
receivers but also allows the integration of an atmospheric air-based high-
temperature TES system upstream the combined cycle. In particular, this work
proposes the application of the open volumetric air receiver technology [15], which
has already been demonstrated successfully at pre-commercial scale [19], in

Figure 1.
Solar-powered combined cycle scheme with open volumetric air receiver and high-temperature TES (without
reheat in the Brayton cycle). The low-temperature TES enables regenerative use of return air heat.
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combination with a regenerative system working in alternating modes (atmospheric
heating, pressurized cooling; see Figure 2) in order to power a solar-only combined
cycle. This approach decouples the high-temperature and the high heat flux part
(solar receiver) from the high pressure part (compressed air stream of the Brayton
cycle) via an air–air regenerative heat exchanger. Thus, upstream the combined
cycle, the well-proven and relatively cheap regenerator-type heat storage known
from the so-called Cowper Stoves [7, 20, 21] can be used. The regenerative matrix
consists of refractory bricks with channels in between where the gas is flowing,
transferring heat to the bricks or vice versa [20]. This type of regenerative heat
storage has already been demonstrated successfully at pilot plants [22–24] for the
application of CSP. The big advantages of this technology are (i) a simple design
with very low technological risk and (ii) low costs (≈17 €/kWhth [25]).

The temperature level of the “cold” return air stream leaving the air–air heat
exchange system is a function of compressor outlet temperature (i.e., compressor
pressure ratio and ambient temperature) and the exit temperature of the first
turbine stage, in the case of reheat. The resulting air-return temperature level is too
high for efficient blower operation and the recirculation to the high-temperature
TES or the receiver is thus not feasible. A low-temperature air/rock thermocline
TES is thus proposed in order to reuse the return air heat in regenerative manner. In
order to keep air transport parasitic power consumption acceptable, the operating
temperature of the blower should be kept at ambient temperature level.

A related work [10] has shown that the thermodynamic performance of this
power plant layout, having an effective mean solar flux concentration ratio of 500,
optimizes at a receiver outlet temperature (≈TIT) of about 1050°C and a Brayton
cycle pressure ratio of 14 (reheat ratio K=0.75), resulting in about 29.6% peak solar-
to-electric conversion efficiency. The present work continues the research, focusing
on the techno-economic optimization and benchmarking of the proposed power
plant layout. The aim is threefold, (i) investigating whether the multi-tower con-
cept has a techno-economic advantage with respect to conventional single-tower
central receiver plants, (ii) indicating the techno-economic optimum of the power
plant size (the number of towers, solar field size, solar multiple, and hours of TES),
and (iii) benchmarking the techno-economic optimum of the solar-powered com-
bined cycle plant against that of a conventional single-cycle Rankine steam plant
[22] with the same receiver (but lower operating temperature, ≈ 800°C) and TES
technology (see Figure 3).

1.1 Advantages and limitations of air as heat transfer fluid (HTF)

Probably the most important advantage of air as HTF is that it has no tempera-
ture limit. Thus, overheating and freezing are no issue, in contrast to the application

Figure 2.
Innovative coupling of open volumetric air receiver and Brayton cycle.
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of molten salts or thermal oil. For this reason, no expensive heat-tracing equipment
is needed, and furthermore the application of air as HTF allows the implementation
of advanced power cycles such as the combined cycle (topping gas turbine and
bottoming Rankine cycle), which requires temperatures of cycle heat input in the
range between 800 and 1100°C (the optimum gas turbine inlet temperature
depends on the receiver efficiency).

The second advantage is that air is freely available and obviously nontoxic to
human kind and nature. Thus, no investment or cost of replacement during power
plant life time must be considered. However, it may be necessary to thoroughly
clean (filter) the air after recirculation in the heat transport circuit before its release
to the ambient, as particulate matter coming from piping material, especially from
high-temperature insulation fibers, must not be released to the atmosphere. If
released it would represent an important health hazard.

The third advantage is that very cost-effective thermal energy storage technol-
ogy is available when using atmospheric air as HTF. Here, the well-proven and
relatively cheap regenerator-type heat storage known from the so-called Cowper
stoves [20, 21], which are applied together with blast furnaces, can be used. These
high-temperature regenerators work at temperatures of up to 1250°C [20] provid-
ing hot gas at constant temperature to the furnace. The outlet temperature of the
regenerators is typically controlled by adding a variable flow of cold air at the outlet
[21]. The regenerative matrix consists of refractory bricks with channels in between
where the gas is flowing, transferring heat to the bricks or vice versa [20]. This type
of regenerative heat storage has already been demonstrated successfully at pilot
plants [22, 23] for the application of CSP. The big advantages of this technology
are (i) a simple design with very low technological risk and (ii) low costs [25].
Possible storage vessel core geometries are packed beds, consisting of spheres or
broken particles, stacks of plates, perforated bricks, or extruded shapes [26]. In
packed beds, the efficiency of thermal energy storage depends on the heat transfer
between the air and the filler material, as well as on the reached stratification or
thermocline. Good heat transfer and limited heat transport within the solid storage
media that enhances thermal stratification is reached by porous structures [27].
A truncated conical shape of the container, coupled with subterranean location,
may alleviate problems such as rock fracture and tank deformation. The inclined
walls reduce the mechanical constraints by guiding the rocks upwards during
thermal expansion [24].

Figure 3.
Single cycle Rankine scheme—Optimum receiver outlet temperature is 800°C.
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high for efficient blower operation and the recirculation to the high-temperature
TES or the receiver is thus not feasible. A low-temperature air/rock thermocline
TES is thus proposed in order to reuse the return air heat in regenerative manner. In
order to keep air transport parasitic power consumption acceptable, the operating
temperature of the blower should be kept at ambient temperature level.

A related work [10] has shown that the thermodynamic performance of this
power plant layout, having an effective mean solar flux concentration ratio of 500,
optimizes at a receiver outlet temperature (≈TIT) of about 1050°C and a Brayton
cycle pressure ratio of 14 (reheat ratio K=0.75), resulting in about 29.6% peak solar-
to-electric conversion efficiency. The present work continues the research, focusing
on the techno-economic optimization and benchmarking of the proposed power
plant layout. The aim is threefold, (i) investigating whether the multi-tower con-
cept has a techno-economic advantage with respect to conventional single-tower
central receiver plants, (ii) indicating the techno-economic optimum of the power
plant size (the number of towers, solar field size, solar multiple, and hours of TES),
and (iii) benchmarking the techno-economic optimum of the solar-powered com-
bined cycle plant against that of a conventional single-cycle Rankine steam plant
[22] with the same receiver (but lower operating temperature, ≈ 800°C) and TES
technology (see Figure 3).

1.1 Advantages and limitations of air as heat transfer fluid (HTF)

Probably the most important advantage of air as HTF is that it has no tempera-
ture limit. Thus, overheating and freezing are no issue, in contrast to the application
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of molten salts or thermal oil. For this reason, no expensive heat-tracing equipment
is needed, and furthermore the application of air as HTF allows the implementation
of advanced power cycles such as the combined cycle (topping gas turbine and
bottoming Rankine cycle), which requires temperatures of cycle heat input in the
range between 800 and 1100°C (the optimum gas turbine inlet temperature
depends on the receiver efficiency).

The second advantage is that air is freely available and obviously nontoxic to
human kind and nature. Thus, no investment or cost of replacement during power
plant life time must be considered. However, it may be necessary to thoroughly
clean (filter) the air after recirculation in the heat transport circuit before its release
to the ambient, as particulate matter coming from piping material, especially from
high-temperature insulation fibers, must not be released to the atmosphere. If
released it would represent an important health hazard.

The third advantage is that very cost-effective thermal energy storage technol-
ogy is available when using atmospheric air as HTF. Here, the well-proven and
relatively cheap regenerator-type heat storage known from the so-called Cowper
stoves [20, 21], which are applied together with blast furnaces, can be used. These
high-temperature regenerators work at temperatures of up to 1250°C [20] provid-
ing hot gas at constant temperature to the furnace. The outlet temperature of the
regenerators is typically controlled by adding a variable flow of cold air at the outlet
[21]. The regenerative matrix consists of refractory bricks with channels in between
where the gas is flowing, transferring heat to the bricks or vice versa [20]. This type
of regenerative heat storage has already been demonstrated successfully at pilot
plants [22, 23] for the application of CSP. The big advantages of this technology
are (i) a simple design with very low technological risk and (ii) low costs [25].
Possible storage vessel core geometries are packed beds, consisting of spheres or
broken particles, stacks of plates, perforated bricks, or extruded shapes [26]. In
packed beds, the efficiency of thermal energy storage depends on the heat transfer
between the air and the filler material, as well as on the reached stratification or
thermocline. Good heat transfer and limited heat transport within the solid storage
media that enhances thermal stratification is reached by porous structures [27].
A truncated conical shape of the container, coupled with subterranean location,
may alleviate problems such as rock fracture and tank deformation. The inclined
walls reduce the mechanical constraints by guiding the rocks upwards during
thermal expansion [24].
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Single cycle Rankine scheme—Optimum receiver outlet temperature is 800°C.
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As indicated above, air as HTF has important advantages, which however are
limited by the fact that air is not very suitable when it comes to heat transport over
longer distances and heat transfer, especially at atmospheric pressure. The heat
transport issue of atmospheric air circuits is caused by the very low density of air at
high temperatures (≈ 0.28 kg/m3 at 1000°C), which leads to high flow velocity and
thus elevated pressure drops (high blower power consumption). Therefore, the air
piping system must provide sufficiently large flow cross sections in order to keep
flow velocity in the order of magnitude of 15–30 m/s. This requirement leads to
large diameter piping that needs to be insulated internally as high-temperature
alloys are too expensive.

However, not only the associated pressure drop (parasitic power consumption)
is an issue when applying air as HTF. Also thermal losses and thermal inertia effects
are important design aspects for air-based CSP plants.

All the abovementioned disadvantages have to be properly addressed for the
scale-up to commercial size of atmospheric air-based CSP plants. As described
later on, the upscaling of CSP plants is important, as specific power cycle costs
(USD/kWe) are significantly lower when moving to higher nominal power output.
Therefore, CSP plants have increased in size recently. When upscaling a CSP plant
to several hundreds of MWe, several heliostat fields and receivers may be needed
to provide heat to the same power cycle: in such a case, the applied HTF needs to
transport heat over very long distances (1–2 km). However, when applying air as
HTF, thermal losses as well as thermal inertia effects (because of cooldown at
night) are a major hurdle to its large-scale commercial implementation. In the
following, the performance of an 800 m high-temperature air duct will be given,
transporting the thermal power delivered by a 51 MWth heliostat field (Case C,
Table 1).

Assuming a receiver outlet temperature of 1000°C and a corresponding receiver
efficiency of 0.754 results in a nominal air mass flow of about 36 kg/s. For the design
of the needed piping system, several techno-economic considerations need to be
taken into account. The piping inner diameter defines the flow cross section and the
outer circumferential surface area which needs to be thermally insulated. The ratio
of flow cross area to the outer surface area (that defines piping and insulation
material mass) becomes higher for larger inner diameters. Therefore, the inner
diameter should be chosen as big as possible, i.e., considering manufacturing and
structural strength limitations. In principle, circular duct geometry is the better
choice as outer surface area per square meter of flow cross section is lower than in
the case of rectangular cross section.

For the specific example, an inner piping diameter of 3 m has been chosen. The
default thickness and thermal conductivity of the thermal insulation are 0.6 m and
0.035 W/(m K), respectively. The heat transfer coefficient between ambient air and
outer pipe surface is assumed to be ≈ 10 W/(m2 K). For the default case (Case 1 in
Table 2), the given settings result in a flow velocity of 19 m/s and a total pressure
drop [28] of about 0.22 kPa (800 m total piping length). The thermal loss to the
ambient air (at 25°C) causes a temperature reduction of about 12°C, down to 988°C.
As Table 2 further indicates, when increasing the mass flow rate, the temperature
drop reduces; however pressure drop more than doubles. Thus, one measure to
reduce the temperature reduction is to increase mass flow rate, however, with the
cost of higher parasitic power consumption. Obviously, since the thermal losses
remain practically constant (the same temperature difference to ambient and over-
all heat transfer coefficient remains almost constant), a higher mass flow rate
translates to lower temperature difference in the air flow. The second measure to
reduce temperature drop is to increase insulation thickness (see Table 3), which
however is very expensive.
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This analysis shows that a temperature drop of ≈10°C is a reasonable assumption
for the multi-tower concepts analyzed later on.

Last but not the least, the second issue, as mentioned above, is related to low
heat transfer performance when applying air as HTF. For this reason, heat
exchangers need to have a very large area of heat transfer in order to counterbalance
this drawback. This is the reason why heat recovery steam generators of combined
cycle plants are very bulky and represent an important share of the power block’s
CAPEX. The same holds for the air–air heat exchanger that is needed for the
CAPTure power plant layout (see Figure 1). Here, the motivation is to reduce cost

Solar field power classes

A B C D E

Nominal solar power (MW) 5.666 MW
(North)

17 MW
(North)

51 MW
(North)

153 MW
(Surround)

459 MW
(Surround)

Mirror area (m2) 7248 21,960 68,560 221,640 710,240

Annual optical efficiency (�) 0.7782 0.7644 0.7368 0.6827 0.6486

Field diameter (m) 240 380 750 1300 2400

Tower height (m) 50 80 100 150 200

Nominal solar power (MW) Tower configurations analyzed and corresponding LCOE (c$/kWh
(CC)) (c$/kWh (RC))

17 3 A
(CC = 19)
(RC = 20.4)

1 B
(CC = 16.7)
(RC = 17.4)

— — —

34 6 A
(CC = 17.7)
(RC = 18.2)

2 B
(CC = 15.6)
(RC = 15.7)

— — —

51 9 A
(CC = 17)
(RC = 16.9)

3 B
(CC = 15.1)
(RC = 14.7)

1 C
(CC = 13.8)
(RC = 13.1)

— —

102 — 6 B
(CC = 14.1)
(RC = 13.6)

2 C
(CC = 13.6)
(RC = 13)

— —

153 — 9 B
(CC = 13.6)
(RC = 12.5)

3 C
(CC = 13.4)
(RC = 12.5)

1 D
(CC = 13.8)
(RC = 12.6)

—

204 — — 4 C
(CC = 13.2)
(RC = 11.8)

— —

306 — — 6 C
(CC = 12.6)
(RC = 11.5)

2 D
(CC = 14.6)
(RC = 13.7)

—

459 — — 9 C
(CC = 12.9)
(RC = 12.3)

3 D
(CC = 14.4)
(RC = 14)

1 E
(CC = 14.7)
(RC = 14.2)

612 — — — 4 D
(CC = 14.5)
(RC = 14.1)

—

Table 1.
Solar field base modules and multi-/single-tower configurations analyzed.
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As indicated above, air as HTF has important advantages, which however are
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transport issue of atmospheric air circuits is caused by the very low density of air at
high temperatures (≈ 0.28 kg/m3 at 1000°C), which leads to high flow velocity and
thus elevated pressure drops (high blower power consumption). Therefore, the air
piping system must provide sufficiently large flow cross sections in order to keep
flow velocity in the order of magnitude of 15–30 m/s. This requirement leads to
large diameter piping that needs to be insulated internally as high-temperature
alloys are too expensive.

However, not only the associated pressure drop (parasitic power consumption)
is an issue when applying air as HTF. Also thermal losses and thermal inertia effects
are important design aspects for air-based CSP plants.

All the abovementioned disadvantages have to be properly addressed for the
scale-up to commercial size of atmospheric air-based CSP plants. As described
later on, the upscaling of CSP plants is important, as specific power cycle costs
(USD/kWe) are significantly lower when moving to higher nominal power output.
Therefore, CSP plants have increased in size recently. When upscaling a CSP plant
to several hundreds of MWe, several heliostat fields and receivers may be needed
to provide heat to the same power cycle: in such a case, the applied HTF needs to
transport heat over very long distances (1–2 km). However, when applying air as
HTF, thermal losses as well as thermal inertia effects (because of cooldown at
night) are a major hurdle to its large-scale commercial implementation. In the
following, the performance of an 800 m high-temperature air duct will be given,
transporting the thermal power delivered by a 51 MWth heliostat field (Case C,
Table 1).

Assuming a receiver outlet temperature of 1000°C and a corresponding receiver
efficiency of 0.754 results in a nominal air mass flow of about 36 kg/s. For the design
of the needed piping system, several techno-economic considerations need to be
taken into account. The piping inner diameter defines the flow cross section and the
outer circumferential surface area which needs to be thermally insulated. The ratio
of flow cross area to the outer surface area (that defines piping and insulation
material mass) becomes higher for larger inner diameters. Therefore, the inner
diameter should be chosen as big as possible, i.e., considering manufacturing and
structural strength limitations. In principle, circular duct geometry is the better
choice as outer surface area per square meter of flow cross section is lower than in
the case of rectangular cross section.

For the specific example, an inner piping diameter of 3 m has been chosen. The
default thickness and thermal conductivity of the thermal insulation are 0.6 m and
0.035 W/(m K), respectively. The heat transfer coefficient between ambient air and
outer pipe surface is assumed to be ≈ 10 W/(m2 K). For the default case (Case 1 in
Table 2), the given settings result in a flow velocity of 19 m/s and a total pressure
drop [28] of about 0.22 kPa (800 m total piping length). The thermal loss to the
ambient air (at 25°C) causes a temperature reduction of about 12°C, down to 988°C.
As Table 2 further indicates, when increasing the mass flow rate, the temperature
drop reduces; however pressure drop more than doubles. Thus, one measure to
reduce the temperature reduction is to increase mass flow rate, however, with the
cost of higher parasitic power consumption. Obviously, since the thermal losses
remain practically constant (the same temperature difference to ambient and over-
all heat transfer coefficient remains almost constant), a higher mass flow rate
translates to lower temperature difference in the air flow. The second measure to
reduce temperature drop is to increase insulation thickness (see Table 3), which
however is very expensive.
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This analysis shows that a temperature drop of ≈10°C is a reasonable assumption
for the multi-tower concepts analyzed later on.

Last but not the least, the second issue, as mentioned above, is related to low
heat transfer performance when applying air as HTF. For this reason, heat
exchangers need to have a very large area of heat transfer in order to counterbalance
this drawback. This is the reason why heat recovery steam generators of combined
cycle plants are very bulky and represent an important share of the power block’s
CAPEX. The same holds for the air–air heat exchanger that is needed for the
CAPTure power plant layout (see Figure 1). Here, the motivation is to reduce cost
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and heat exchanger size by applying a regenerative heat exchange system
(atmospheric heating, pressurized cooling).

1.2 The high-temperature thermocline thermal energy storage system
upstream the gas turbine

The challenges of employing air as HTF are not only related to the HTF transport
itself but also to the solar receiver design. Advanced power cycles are typically
highly recuperative, since the average temperature of heat input to the cycle must
be maintained high. This necessity implies that the HTF temperature interval in
which heat is supplied to the cycle is typically small. In the case of the combined
cycle, the temperature difference of the HTF is determined by the turbine inlet
temperature and the compressor exit temperature (CET), which is a function of
Brayton cycle pressure ratio. In the case of reheat, the HTF temperature difference
is also determined by the reheat pressure level, i.e., the turbine exit temperature
(TET) of the first turbine stage. Ideally, these two temperature levels (CET and
TET) should be similar, in order to reduce losses when mixing the two streams
(effective HTF return temperature). The effective HTF return temperature is the
temperature at which the HTF leaves the power block after all parallel mass flow
streams are merged (mixing temperature). At this temperature level, the HTF
would then be recirculated to the solar receiver and again heated to the nominal

Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Roughness (m) 0.001 0.001 0.001 0.001 0.001 0.001

Inner diameter (m) 3 3 3 3 3 3

Insulation thickness (m) 0.6 0.6 0.6 0.6 0.6 0.6

Air flow (kg/s) 36 39 42.4 46 49.5 56.6

Inlet temperature (°C) 1000 1000 1000 1000 1000 1000

Outlet temperature (°C) 988 989 990 991 992 992.5

Pressure drop (kPa) 0.22 0.25 0.3 0.35 0.4 0.52

Velocity (m/s) 19 20 22 24 26 29

Inner wall heat transfer coefficient (W/m2K) 12.5 13 14 15 16 18

Table 2.
Variation of mass flow—The same piping diameter and insulation.

Case 1 Case 2a Case 3a Case 4a Case 5a

Roughness (m) 0.001 0.001 0.001 0.001 0.001

Inner diameter (m) 3 3 3 3 3

Insulation thickness (m) 0.6 0.8 1 1.2 1.4

Air flow (kg/s) 36 36 36 36 36

Pressure drop (kPa) 0.22 0.22 0.22 0.22 0.22

Inlet temperature (°C) 1000 1000 1000 1000 1000

Outlet temperature (°C) 988 990.5 992 992.7 993

Table 3.
Variation of insulation thickness—The same mass flow and diameter.
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receiver outlet temperature, if an efficient and cost-effective receiver design was
available for the case of atmospheric air.

However, in contrast to tubular receivers as used with molten salts, for example,
the HTF recirculation, for the case of atmospheric air and open volumetric
receivers, is not trivial. Previous research projects [29, 30] have targeted the design
of open volumetric air receivers with air recirculation, however with limited success
since only about 50% of the return air could be successfully recirculated [29].
Therefore, from a thermodynamic point of view, it would be more efficient to store
the low-temperature heat of the return air for later use. Also, considering advanced
power cycles with elevated HTF return temperatures (see the above), it would be
too detrimental for the global performance, if relatively hot air was blown back to
the receiver(s), especially when considering a multi-tower concept. It is clear that
the operating temperature of air blowers must be as close as possible to ambient
temperature, in order to keep a reasonable density.

Therefore, the present work considers the use of the return air heat in regener-
ative manner, applying a low-temperature air/rock thermocline TES (see Figure 1).
The basic TES subunit consists of three packed beds, one high-temperature and two
low-temperature units. Two low-temperature TES units are required because a
packed bed cannot be charged and discharged at the same time. Hence, while
discharging the TES system, the first low-temperature unit preheats ambient air
until the nominal power cycle HTF return temperature is reached. Then, the
preheated air enters the high-temperature storage unit where the air is heated to the
nominal power cycle inlet temperature. Next, the HTF enters the power cycle,
delivers part of its heat to the cycle, and finally charges the second low-temperature
storage unit before being rejected to the atmosphere at a temperature very close to
ambient conditions. During TES charging, only the high-temperature thermocline
unit is being charged, that is, once the nominal receiver outlet temperature is
approached at the bottom part of the high-temperature (HT) bed (cutoff condi-
tion), the TES system is fully charged. This also means that the low-temperature
(LT) TES units need to be designed with larger bed heights (at same diameter and
filling material characteristics) so that the blowers always operate close to ambient
temperature and no heat is lost to the ambient. When upscaling the thermal storage
capacity, several of such three bed subunits (1 HT TES + 2 LT TES) need to be
applied. Additionally, in order to keep the system balanced, so that always one LT
TES system is empty before the storage system is being discharged, one of the LT
TES units needs to be discharged by boosting/powering the bottoming Rankine
cycle. Note that the (dispatchable) boost operation is preferred over the direct boost
during diurnal charging as the air mass flow is constant and does not depend on
current solar irradiance (receiver temperature control). Therefore, the Rankine
cycle can be run at constant load. Also, in order to keep the thermocline in the LT
TES system balanced, its operation needs to be switched from time to time, so that
not always the same LT TES unit is being charged by the HTF return stream. Having
separate HT and LT TES units allows the application of temperature-specific mate-
rials for the packed bed as well as for the internal insulation of the tank, which
allows to design the LT units much more economically.

The design of the packed beds would be equivalent to the system proposed in
Refs. [23, 24].

Last but not the least, one remark needs to be given on how to operate the plant
during the day. On the one hand, there is the possibility to only operate the power
block during the night or only at times of high electricity prices, powering it via the
TES only. In this case, direct solar operation is not implemented. On the other hand,
if direct solar operation during the day is wanted in order to increase the capacity
factor of the power block, two possibilities exist: (i) only the Rankine cycle is

29

Techno-Economic Optimization and Benchmarking of a Solar-Only Powered Combined Cycle…
DOI: http://dx.doi.org/10.5772/intechopen.90410



and heat exchanger size by applying a regenerative heat exchange system
(atmospheric heating, pressurized cooling).

1.2 The high-temperature thermocline thermal energy storage system
upstream the gas turbine

The challenges of employing air as HTF are not only related to the HTF transport
itself but also to the solar receiver design. Advanced power cycles are typically
highly recuperative, since the average temperature of heat input to the cycle must
be maintained high. This necessity implies that the HTF temperature interval in
which heat is supplied to the cycle is typically small. In the case of the combined
cycle, the temperature difference of the HTF is determined by the turbine inlet
temperature and the compressor exit temperature (CET), which is a function of
Brayton cycle pressure ratio. In the case of reheat, the HTF temperature difference
is also determined by the reheat pressure level, i.e., the turbine exit temperature
(TET) of the first turbine stage. Ideally, these two temperature levels (CET and
TET) should be similar, in order to reduce losses when mixing the two streams
(effective HTF return temperature). The effective HTF return temperature is the
temperature at which the HTF leaves the power block after all parallel mass flow
streams are merged (mixing temperature). At this temperature level, the HTF
would then be recirculated to the solar receiver and again heated to the nominal
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Inner diameter (m) 3 3 3 3 3 3

Insulation thickness (m) 0.6 0.6 0.6 0.6 0.6 0.6

Air flow (kg/s) 36 39 42.4 46 49.5 56.6

Inlet temperature (°C) 1000 1000 1000 1000 1000 1000

Outlet temperature (°C) 988 989 990 991 992 992.5

Pressure drop (kPa) 0.22 0.25 0.3 0.35 0.4 0.52

Velocity (m/s) 19 20 22 24 26 29

Inner wall heat transfer coefficient (W/m2K) 12.5 13 14 15 16 18

Table 2.
Variation of mass flow—The same piping diameter and insulation.

Case 1 Case 2a Case 3a Case 4a Case 5a

Roughness (m) 0.001 0.001 0.001 0.001 0.001

Inner diameter (m) 3 3 3 3 3

Insulation thickness (m) 0.6 0.8 1 1.2 1.4

Air flow (kg/s) 36 36 36 36 36

Pressure drop (kPa) 0.22 0.22 0.22 0.22 0.22

Inlet temperature (°C) 1000 1000 1000 1000 1000

Outlet temperature (°C) 988 990.5 992 992.7 993

Table 3.
Variation of insulation thickness—The same mass flow and diameter.
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receiver outlet temperature, if an efficient and cost-effective receiver design was
available for the case of atmospheric air.

However, in contrast to tubular receivers as used with molten salts, for example,
the HTF recirculation, for the case of atmospheric air and open volumetric
receivers, is not trivial. Previous research projects [29, 30] have targeted the design
of open volumetric air receivers with air recirculation, however with limited success
since only about 50% of the return air could be successfully recirculated [29].
Therefore, from a thermodynamic point of view, it would be more efficient to store
the low-temperature heat of the return air for later use. Also, considering advanced
power cycles with elevated HTF return temperatures (see the above), it would be
too detrimental for the global performance, if relatively hot air was blown back to
the receiver(s), especially when considering a multi-tower concept. It is clear that
the operating temperature of air blowers must be as close as possible to ambient
temperature, in order to keep a reasonable density.

Therefore, the present work considers the use of the return air heat in regener-
ative manner, applying a low-temperature air/rock thermocline TES (see Figure 1).
The basic TES subunit consists of three packed beds, one high-temperature and two
low-temperature units. Two low-temperature TES units are required because a
packed bed cannot be charged and discharged at the same time. Hence, while
discharging the TES system, the first low-temperature unit preheats ambient air
until the nominal power cycle HTF return temperature is reached. Then, the
preheated air enters the high-temperature storage unit where the air is heated to the
nominal power cycle inlet temperature. Next, the HTF enters the power cycle,
delivers part of its heat to the cycle, and finally charges the second low-temperature
storage unit before being rejected to the atmosphere at a temperature very close to
ambient conditions. During TES charging, only the high-temperature thermocline
unit is being charged, that is, once the nominal receiver outlet temperature is
approached at the bottom part of the high-temperature (HT) bed (cutoff condi-
tion), the TES system is fully charged. This also means that the low-temperature
(LT) TES units need to be designed with larger bed heights (at same diameter and
filling material characteristics) so that the blowers always operate close to ambient
temperature and no heat is lost to the ambient. When upscaling the thermal storage
capacity, several of such three bed subunits (1 HT TES + 2 LT TES) need to be
applied. Additionally, in order to keep the system balanced, so that always one LT
TES system is empty before the storage system is being discharged, one of the LT
TES units needs to be discharged by boosting/powering the bottoming Rankine
cycle. Note that the (dispatchable) boost operation is preferred over the direct boost
during diurnal charging as the air mass flow is constant and does not depend on
current solar irradiance (receiver temperature control). Therefore, the Rankine
cycle can be run at constant load. Also, in order to keep the thermocline in the LT
TES system balanced, its operation needs to be switched from time to time, so that
not always the same LT TES unit is being charged by the HTF return stream. Having
separate HT and LT TES units allows the application of temperature-specific mate-
rials for the packed bed as well as for the internal insulation of the tank, which
allows to design the LT units much more economically.

The design of the packed beds would be equivalent to the system proposed in
Refs. [23, 24].

Last but not the least, one remark needs to be given on how to operate the plant
during the day. On the one hand, there is the possibility to only operate the power
block during the night or only at times of high electricity prices, powering it via the
TES only. In this case, direct solar operation is not implemented. On the other hand,
if direct solar operation during the day is wanted in order to increase the capacity
factor of the power block, two possibilities exist: (i) only the Rankine cycle is
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operated during the day, which eliminates the need for a regenerative LT TES
during the day, and also allows a reduced receiver operating temperature during the
day, once the HT TES is full; (ii) the combined cycle is operated during the day,
channeling the HTF return stream to the bottoming Rankine cycle, which signifi-
cantly increases Rankine cycle output (i.e., its nominal power) and leads to reduced
overall conversion efficiency, since it is not a true combined cycle. The operating
principle of choice will depend on the specific electricity market.

1.3 The motivation for a reheated Brayton cycle and its application in the
context of combined cycle power generation

As it is well known according to the principles of thermodynamics, reheat
increases the average temperature of heat supply and thus increases the conversion
efficiency from heat to mechanical work (Carnot). However, since a second heat
input adds additional pressure losses, higher compressor pressure ratios are
required to offset the performance penalty. This requirement is even more relevant
for a solar-powered thus an externally heated Brayton cycle. Reheated gas turbines
have been already treated in previous works. The main motivations are (i) to keep
the average temperature of heat supply high and (ii) to introduce an additional
flexibility regarding turbine exit temperature (the heat recovery steam generator
inlet temperature), despite high compressor pressure ratios [13, 31]. In particular,
the expansion ratio of the second turbine stage can be specifically designed, so that
the resulting TET optimizes the overall combined cycle performance. Note that the
higher the heat recovery steam generator’s inlet temperature is, the higher is the
conversion efficiency of the bottoming cycle and vice versa. As proposed by Siros
and Fernández-Campos [12], the reheat pressure level will be defined by a dimen-
sionless parameter K (reheat ratio), which determines the ratio of pressure ratios of
both turbine stages:

K ¼ pressure ratio of first stage
pressure ratio of second stage

¼
pt1 i
pt1 o
pt2 i
pt2 o

¼ pt1 i

pt1 o
� pt2 o

pt2 i
(1)

Here, three considerations must be kept in mind:

i. The reheat ratio K is a key parameter concerning Brayton cycle performance
(on its own) as well as combined cycle performance; nevertheless, it has
different optimums for the single cycle and the combined cycle. The lower the
pressure ratio of the second turbine stage is, the higher the turbine exit
temperature, i.e., HRSG inlet temperature, and thus the higher the efficiency
of the bottoming Rankine cycle, but the lower the Brayton cycle performance.
As shown in Ref. [10], solar combined cycle performance optimizes in the
interval of 0.5 < K < 1.25. The optimum value of K depends on concentration
ratio, the corresponding optimum TIT, and HRSG efficiency. Note that
Brayton single-cycle performance optimizes for values of K lower than in the
case of combined cycle (see Ref. [32]).

ii. Furthermore, the lower the pressure ratio of the second turbine stage is, the
lower is the reheat pressure level and thus the bulkier and more expensive the
second HTF-to-working-fluid heat exchanger will be. And the pressure drop
would increase. Thus, there is clearly a lower practical limit for the second
turbine stage’s pressure ratio.
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iii. Having higher pressure ratios in the first turbine stage means lower TET at
the first stage and thus corresponds to a lower return temperature of the TES
medium (thus higher ΔT for the TES). Thus, higher pressure ratios in the first
turbine stage are not only preferred in terms of Rankine cycle performance
(see point (i)) but also regarding integration with thermal energy storage
(second heat exchanger train).

In summary, a reheated Brayton cycle is absolutely interesting for the applica-
tion of CSP as it allows fair conversion efficiencies despite low TITs. Reheat may
increase solar-to-electric performance by up to about 2.7 percentage points [10].
Another argument for reheat is that the optimum cycle pressure ratio is much
higher than in the case of a simple Brayton cycle. This means that the compressor
exit temperature is higher, which allows for a higher effective HTF return temper-
ature (low-temperature TES inlet temperature) and thus a more efficient boost of
the bottoming Rankine cycle (see Figure 1 dashed lines indicating periodical
Rankine cycle boost in order to discharge the LT TES).

1.4 Motivations for multi-tower CSP plant arrangements

Basically, there are two options for multi-tower arrangements, (i) a simple
multiple placement of identical solar field tower-receiver units, where each helio-
stat field concentrates solar radiation onto its corresponding receiver (tower) only
or (ii) a special arrangement of multiple towers and heliostat fields, where heliostats
of one field may point on different receivers (towers) as function of current solar
position in order to optimize the overall optical efficiency. We propose to refer to
the latter option “multi-tower multi-aiming” configuration, and to the first option
“multi-tower assigned-aiming” configuration. The “multi-tower assigned-aiming”
configuration is considered in this work.

Multi-tower arrangements with compact heliostat fields have significant advan-
tages regarding solar field efficiency, atmospheric attenuation, and solar flux con-
trol at the receivers. This is because heliostats placed closer to the tower have higher
optical efficiencies than those placed at the peripheral areas of the field [33]. Longer
slant ranges, which may reach 1.5 km and more at large-capacity single-tower
concepts [34, 35], already cause losses of up to 10% [36] purely considering atmo-
spheric attenuation losses, not to mention spillage losses and increasingly challeng-
ing solar flux control. Thus, when upscaling a central receiver plant, there is a point
where the heliostat field becomes simply too large. For this reason, a multi-tower
approach is a promising way when going for very high capacity power tower plants,
where Rankine cycle power blocks become more efficient and also cheaper per
installed MW.

Additionally, the ongoing transformation from centralized conventional power
generation to decentralized power supply with a high share of renewables calls for
smaller modular units that can be easily adapted to the specific power demand. The
general trend is expected to go towards more but lower capacity power generation
units with lower capital risk and lower amount of initial investment [37]. However,
so far in the case of CSP, current cost reduction trends are mainly driven by the
increase of the nominal size of the main components (especially the power block) in
order to reduce the cost of electricity production, as specific power cycle costs ($/
kWe) significantly reduce for large power ratings. This trend would change if we
paid attention to the needs of the consumers and the changing, more and more
decentralized electricity grid. Also, a modular design may reduce the perceived risk
of the technology, giving the technology a better access to financing.
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operated during the day, which eliminates the need for a regenerative LT TES
during the day, and also allows a reduced receiver operating temperature during the
day, once the HT TES is full; (ii) the combined cycle is operated during the day,
channeling the HTF return stream to the bottoming Rankine cycle, which signifi-
cantly increases Rankine cycle output (i.e., its nominal power) and leads to reduced
overall conversion efficiency, since it is not a true combined cycle. The operating
principle of choice will depend on the specific electricity market.

1.3 The motivation for a reheated Brayton cycle and its application in the
context of combined cycle power generation

As it is well known according to the principles of thermodynamics, reheat
increases the average temperature of heat supply and thus increases the conversion
efficiency from heat to mechanical work (Carnot). However, since a second heat
input adds additional pressure losses, higher compressor pressure ratios are
required to offset the performance penalty. This requirement is even more relevant
for a solar-powered thus an externally heated Brayton cycle. Reheated gas turbines
have been already treated in previous works. The main motivations are (i) to keep
the average temperature of heat supply high and (ii) to introduce an additional
flexibility regarding turbine exit temperature (the heat recovery steam generator
inlet temperature), despite high compressor pressure ratios [13, 31]. In particular,
the expansion ratio of the second turbine stage can be specifically designed, so that
the resulting TET optimizes the overall combined cycle performance. Note that the
higher the heat recovery steam generator’s inlet temperature is, the higher is the
conversion efficiency of the bottoming cycle and vice versa. As proposed by Siros
and Fernández-Campos [12], the reheat pressure level will be defined by a dimen-
sionless parameter K (reheat ratio), which determines the ratio of pressure ratios of
both turbine stages:

K ¼ pressure ratio of first stage
pressure ratio of second stage
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Here, three considerations must be kept in mind:

i. The reheat ratio K is a key parameter concerning Brayton cycle performance
(on its own) as well as combined cycle performance; nevertheless, it has
different optimums for the single cycle and the combined cycle. The lower the
pressure ratio of the second turbine stage is, the higher the turbine exit
temperature, i.e., HRSG inlet temperature, and thus the higher the efficiency
of the bottoming Rankine cycle, but the lower the Brayton cycle performance.
As shown in Ref. [10], solar combined cycle performance optimizes in the
interval of 0.5 < K < 1.25. The optimum value of K depends on concentration
ratio, the corresponding optimum TIT, and HRSG efficiency. Note that
Brayton single-cycle performance optimizes for values of K lower than in the
case of combined cycle (see Ref. [32]).

ii. Furthermore, the lower the pressure ratio of the second turbine stage is, the
lower is the reheat pressure level and thus the bulkier and more expensive the
second HTF-to-working-fluid heat exchanger will be. And the pressure drop
would increase. Thus, there is clearly a lower practical limit for the second
turbine stage’s pressure ratio.
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iii. Having higher pressure ratios in the first turbine stage means lower TET at
the first stage and thus corresponds to a lower return temperature of the TES
medium (thus higher ΔT for the TES). Thus, higher pressure ratios in the first
turbine stage are not only preferred in terms of Rankine cycle performance
(see point (i)) but also regarding integration with thermal energy storage
(second heat exchanger train).

In summary, a reheated Brayton cycle is absolutely interesting for the applica-
tion of CSP as it allows fair conversion efficiencies despite low TITs. Reheat may
increase solar-to-electric performance by up to about 2.7 percentage points [10].
Another argument for reheat is that the optimum cycle pressure ratio is much
higher than in the case of a simple Brayton cycle. This means that the compressor
exit temperature is higher, which allows for a higher effective HTF return temper-
ature (low-temperature TES inlet temperature) and thus a more efficient boost of
the bottoming Rankine cycle (see Figure 1 dashed lines indicating periodical
Rankine cycle boost in order to discharge the LT TES).

1.4 Motivations for multi-tower CSP plant arrangements

Basically, there are two options for multi-tower arrangements, (i) a simple
multiple placement of identical solar field tower-receiver units, where each helio-
stat field concentrates solar radiation onto its corresponding receiver (tower) only
or (ii) a special arrangement of multiple towers and heliostat fields, where heliostats
of one field may point on different receivers (towers) as function of current solar
position in order to optimize the overall optical efficiency. We propose to refer to
the latter option “multi-tower multi-aiming” configuration, and to the first option
“multi-tower assigned-aiming” configuration. The “multi-tower assigned-aiming”
configuration is considered in this work.

Multi-tower arrangements with compact heliostat fields have significant advan-
tages regarding solar field efficiency, atmospheric attenuation, and solar flux con-
trol at the receivers. This is because heliostats placed closer to the tower have higher
optical efficiencies than those placed at the peripheral areas of the field [33]. Longer
slant ranges, which may reach 1.5 km and more at large-capacity single-tower
concepts [34, 35], already cause losses of up to 10% [36] purely considering atmo-
spheric attenuation losses, not to mention spillage losses and increasingly challeng-
ing solar flux control. Thus, when upscaling a central receiver plant, there is a point
where the heliostat field becomes simply too large. For this reason, a multi-tower
approach is a promising way when going for very high capacity power tower plants,
where Rankine cycle power blocks become more efficient and also cheaper per
installed MW.

Additionally, the ongoing transformation from centralized conventional power
generation to decentralized power supply with a high share of renewables calls for
smaller modular units that can be easily adapted to the specific power demand. The
general trend is expected to go towards more but lower capacity power generation
units with lower capital risk and lower amount of initial investment [37]. However,
so far in the case of CSP, current cost reduction trends are mainly driven by the
increase of the nominal size of the main components (especially the power block) in
order to reduce the cost of electricity production, as specific power cycle costs ($/
kWe) significantly reduce for large power ratings. This trend would change if we
paid attention to the needs of the consumers and the changing, more and more
decentralized electricity grid. Also, a modular design may reduce the perceived risk
of the technology, giving the technology a better access to financing.
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The principal problem in this context is that there is no power cycle available so
far that is also cost-effective and efficient in smaller power classes. Typically,
specific costs ($/kWe) of gas turbines and Rankine cycles increase significantly for
small power classes, and conversion efficiencies also decrease. If there was a cheap
and efficient power cycle available in the power class below or around 10 MWe,
solar power towers would be very compact plants, as the optical efficiency and
consequently the solar-to-thermal efficiency are best for small solar fields. The only
way in order to combine (i) good solar-to-thermal efficiency and (ii) an efficient
power cycle (i.e., to maximize solar-to-electric energy conversion) is the application
of multi-tower power plant concepts.

2. Cost review of power plant components

In order to perform a serious techno-economic study, the fundamental step is to
collect realistic cost estimates for all power plant components. Therefore, a detailed
literature search has been conducted collecting available cost data and also compar-
ing them in order to guarantee consistency. All cost data given in this section has
been converted into USD 2018 (inflation-adjusted).

2.1 High-temperature heat exchanger costs for powering the topping
Brayton cycle externally

The most critical component of the proposed power plant concept (Figure 1) is
the needed high-temperature gas–gas heat exchanger in order to power the topping
Brayton cycle externally. As the coefficient of heat transfer on the atmospheric air
side is very limited, the design is expected to be very bulky, since a large area of heat
transfer is needed. In principal, a shell-and-tube heat exchanger design [11] is
expected, having the pressurized air stream coming from the Brayton cycle’s com-
pressor on the tube side and the heating air stream at ambient pressure (coming
from the TES) on the shell side. This type of heat exchanger will be similar to a heat
recovery steam generator. Alternatively, and subject of this work, a regenerative
heat exchange system working under atmospheric charging and pressurized
discharging conditions can be applied [38] (see Figure 2), providing better heat
exchange effectiveness. Clearly, the vessel size of this regenerative heat exchange
system is limited due to the pressurization process, which requires several two-
vessel subunits (such as shown in Figure 2) in parallel depending on the power
rating. The second reason for several two-vessel subunits in parallel is the require-
ment for continuous thermal power transfer (while one system is pressurized/
depressurized, the parallel systems need to take over). Thus, one disadvantage with
respect to conventional heat exchangers is the higher complexity, as besides several
parallel systems, high-temperature valves and piping are required for managing the
pressurization/depressurization process. Furthermore, the pressurization process
requires a certain amount of work, i.e., represents an additional parasitic consump-
tion. This disadvantage needs to be offset by higher heat exchange effectiveness and
reduced heat exchanger size (with respect to the conventional shell-and-tube lay-
out). It is clear that this innovative regenerative system must have costs that are in
the same order of magnitude as conventional heat exchanger designs in order to
remain cost competitive. Here, cost figures published by Ilett and Lawn [39] are
used. Calculating the cost difference between conventional combined cycle plants
and externally fired ones results in a specific heat exchanger cost target of 64 kUSD
per kg/s of air flow (topping Brayton cycle compressor air flow).
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2.2 Gas turbine costs

The costs of the turbo machinery (compressor, turbine and turbo generator) are
estimated as function of electric power output based on cost figures available in the
open literature. Here it is important to capture the cost dependency on turboma-
chinery size, as smaller engines have higher specific costs (USD/kWe) than larger
ones. Gas turbine costs are issued on a yearly basis by Gas Turbine World [40].
They propose a best fit curve, mentioning a � 10% accuracy for gas turbine ratings
ranging from 1 to 500 MWe. The investment cost of the turbo machinery ICGT in
USD (2018) is given as function of electric output power Pe GT in kW in Eq. (2):

ICGT ¼ 9650 � P�0:3
eGT

� � � PeGT ¼ 9650 � P0:7
eGT (2)

2.3 Heat recovery steam generator (HRSG) costs

In order to obtain a reliable cost relationship for the heat recovery steam gener-
ator, the cost correlations published by Roosen et al. [41] and Silveira and Tuna [42]
have been compared and agree very well once inflation-adjusted. Based on the
correlation presented in Ref. [42], the following cost equation has been developed
(in USD 2018), which only depends on heat duty _Q (kW), air inlet temperature
Tair in, stack temperature Tair out, and air mass flow _mair (kg/s):

ICHRSG ¼ 1:37 � 4745 �
_Q

ln Tair in � Tair outð Þ

 !0:8

þ 2195 � _mair

2
4

3
5 (3)

2.4 Steam turbine and remaining Rankine cycle component costs

Also steam turbine cost relationships published by Roosen et al. [41] and Silveira
and Tuna [42] agree very well and, once inflation-adjusted, are also consistent with
recent quotes requested by the authors. The adapted correlation (from Ref. [42]) is
as follows:

ICST ¼ 8220 � P0:7
eST (4)

According to recent quotes, the cost estimate given by Eq. (4) may also include
remaining Rankine cycle components, such as dry air-cooled condenser, feed water
pumps, and deaerator. Finally, the above presented cost relationships have addi-
tionally been checked for consistency against Refs. [39, 43].

2.5 Heliostat field, tower, solar receiver, TES, and piping costs

Heliostat field costs are taken from Pfahl et al. [44], assuming 75 USD/m2. This
cost figure seems to be a realistic engineering target for heliostat designs that are
optimized for mass production. The total heliostat field investment cost is obtained
by multiplying the specific cost by the total solar field reflective area.

For the optimization process of the proposed multi-tower plant concept, small-
to medium-sized fields are interesting, having tower heights in the range between
50 and 150 m. These tower heights are typical for wind turbines, and cost estimates
for wind turbine towers should be applicable for solar power towers too, however
considering larger tower diameters depending on needed piping diameter and
receiver aperture size. Possible construction types for solar thermal power towers
are either concrete type or metallic lattice type.

33

Techno-Economic Optimization and Benchmarking of a Solar-Only Powered Combined Cycle…
DOI: http://dx.doi.org/10.5772/intechopen.90410



The principal problem in this context is that there is no power cycle available so
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and efficient power cycle available in the power class below or around 10 MWe,
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consequently the solar-to-thermal efficiency are best for small solar fields. The only
way in order to combine (i) good solar-to-thermal efficiency and (ii) an efficient
power cycle (i.e., to maximize solar-to-electric energy conversion) is the application
of multi-tower power plant concepts.

2. Cost review of power plant components

In order to perform a serious techno-economic study, the fundamental step is to
collect realistic cost estimates for all power plant components. Therefore, a detailed
literature search has been conducted collecting available cost data and also compar-
ing them in order to guarantee consistency. All cost data given in this section has
been converted into USD 2018 (inflation-adjusted).

2.1 High-temperature heat exchanger costs for powering the topping
Brayton cycle externally

The most critical component of the proposed power plant concept (Figure 1) is
the needed high-temperature gas–gas heat exchanger in order to power the topping
Brayton cycle externally. As the coefficient of heat transfer on the atmospheric air
side is very limited, the design is expected to be very bulky, since a large area of heat
transfer is needed. In principal, a shell-and-tube heat exchanger design [11] is
expected, having the pressurized air stream coming from the Brayton cycle’s com-
pressor on the tube side and the heating air stream at ambient pressure (coming
from the TES) on the shell side. This type of heat exchanger will be similar to a heat
recovery steam generator. Alternatively, and subject of this work, a regenerative
heat exchange system working under atmospheric charging and pressurized
discharging conditions can be applied [38] (see Figure 2), providing better heat
exchange effectiveness. Clearly, the vessel size of this regenerative heat exchange
system is limited due to the pressurization process, which requires several two-
vessel subunits (such as shown in Figure 2) in parallel depending on the power
rating. The second reason for several two-vessel subunits in parallel is the require-
ment for continuous thermal power transfer (while one system is pressurized/
depressurized, the parallel systems need to take over). Thus, one disadvantage with
respect to conventional heat exchangers is the higher complexity, as besides several
parallel systems, high-temperature valves and piping are required for managing the
pressurization/depressurization process. Furthermore, the pressurization process
requires a certain amount of work, i.e., represents an additional parasitic consump-
tion. This disadvantage needs to be offset by higher heat exchange effectiveness and
reduced heat exchanger size (with respect to the conventional shell-and-tube lay-
out). It is clear that this innovative regenerative system must have costs that are in
the same order of magnitude as conventional heat exchanger designs in order to
remain cost competitive. Here, cost figures published by Ilett and Lawn [39] are
used. Calculating the cost difference between conventional combined cycle plants
and externally fired ones results in a specific heat exchanger cost target of 64 kUSD
per kg/s of air flow (topping Brayton cycle compressor air flow).
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2.2 Gas turbine costs

The costs of the turbo machinery (compressor, turbine and turbo generator) are
estimated as function of electric power output based on cost figures available in the
open literature. Here it is important to capture the cost dependency on turboma-
chinery size, as smaller engines have higher specific costs (USD/kWe) than larger
ones. Gas turbine costs are issued on a yearly basis by Gas Turbine World [40].
They propose a best fit curve, mentioning a � 10% accuracy for gas turbine ratings
ranging from 1 to 500 MWe. The investment cost of the turbo machinery ICGT in
USD (2018) is given as function of electric output power Pe GT in kW in Eq. (2):

ICGT ¼ 9650 � P�0:3
eGT

� � � PeGT ¼ 9650 � P0:7
eGT (2)

2.3 Heat recovery steam generator (HRSG) costs

In order to obtain a reliable cost relationship for the heat recovery steam gener-
ator, the cost correlations published by Roosen et al. [41] and Silveira and Tuna [42]
have been compared and agree very well once inflation-adjusted. Based on the
correlation presented in Ref. [42], the following cost equation has been developed
(in USD 2018), which only depends on heat duty _Q (kW), air inlet temperature
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2.4 Steam turbine and remaining Rankine cycle component costs

Also steam turbine cost relationships published by Roosen et al. [41] and Silveira
and Tuna [42] agree very well and, once inflation-adjusted, are also consistent with
recent quotes requested by the authors. The adapted correlation (from Ref. [42]) is
as follows:
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According to recent quotes, the cost estimate given by Eq. (4) may also include
remaining Rankine cycle components, such as dry air-cooled condenser, feed water
pumps, and deaerator. Finally, the above presented cost relationships have addi-
tionally been checked for consistency against Refs. [39, 43].

2.5 Heliostat field, tower, solar receiver, TES, and piping costs

Heliostat field costs are taken from Pfahl et al. [44], assuming 75 USD/m2. This
cost figure seems to be a realistic engineering target for heliostat designs that are
optimized for mass production. The total heliostat field investment cost is obtained
by multiplying the specific cost by the total solar field reflective area.

For the optimization process of the proposed multi-tower plant concept, small-
to medium-sized fields are interesting, having tower heights in the range between
50 and 150 m. These tower heights are typical for wind turbines, and cost estimates
for wind turbine towers should be applicable for solar power towers too, however
considering larger tower diameters depending on needed piping diameter and
receiver aperture size. Possible construction types for solar thermal power towers
are either concrete type or metallic lattice type.
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The following tower cost correlation has been established based on data given in
Ref. [45] as function of tower height htower (m). The result, ICtower, is the complete
investment cost of the tower construction plus foundations and transport in M USD
(2018), taking into account larger diameter towers providing enough space for the
needed hot air piping as well as the receiver. Note that the valid height range for
Eq. (5) is from 50 to 200 m:

ICtower ¼ 1:50227 � 0:00879597 � htower þ 0:000189709 � h2tower (5)

The cost estimate of the solar receiver has been based on the CAPTure receiver
prototype (≈ 300 kWth) costs, taking into account possible cost reductions when
manufacturing the receiver up-scaled and in higher numbers commercially. The
costs have been calculated per square meter of aperture area and result in 30 kUSD/
m2 for receiver aperture areas below 130 m2, 50 kUSD/m2 for receiver aperture
areas until 400 m2, and 100 kUSD/m2 for bigger receiver aperture areas. The total
aperture size of the receiver is an important factor as the receiver base structure
(metallic + insulation) that supports modular ceramic absorber structures (cups +
foams) as well as the air duct system becomes more complex and expensive the
bigger the receiver is.

The costs of air/rock or air/ceramic thermocline packed-bed thermal energy
storage can be assumed to be 20 USD/kWhth [25]. However, in the case of the
specific plant arrangement shown in Figure 1, the TES costs are higher since two
low-temperature TES units are required for each high-temperature TES unit
(regenerative use of return air heat). This approach is assumed to double the
specific cost per kWhth, resulting in 40 USD/kWhth for the combined cycle option,
only. Note that in the case of the Rankine single-cycle (benchmarking) configura-
tion, the low-temperature TES units are not needed and the lower cost assumption
applies.

The cost of internally insulated high-temperature piping has been assumed to be
800 USD per meter piping and per square meter flow cross section. It must be noted
that the air speed in the air piping system must be kept reasonably low (≈ 20 m/s)
in order to achieve acceptable pressure drop and thus blower power consumption.

The cost of blowers for circulation of air in the atmospheric circuit (blowers
operate at ambient temperature) is assumed to be 3 kUSD per air volume flow
(m3/s). This cost assumption is based on several quotes requested by the authors.

Last but not the least, the yearly operations and maintenance (O&M) costs are
assumed to be 1.5% of the total plant investment cost [3].

2.6 Levelized cost of electricity (LCOE) calculation

In the literature, the LCOE is an established figure for evaluating purely the
economic lifetime energy production and its related lifetime costs, without taking
into account revenues [46]. As revenues, i.e., feed-in tariffs, depend strongly on the
country, the LCEO is therefore a relatively market-neutral figure and also allows to
compare alternative technologies with different scales of investment or operating
time [47]. Nevertheless, the LCOE depends on country-dependent parameters such
as available solar resource, capital cost, and O&M costs, which must be taken into
account in a serious technology benchmarking process. The general understanding
of the LCOE in the literature [46, 48] is the total lifetime cost of the plant (engi-
neering + construction + operation + maintenance + capital costs) divided by the
lifetime electricity generation (total electric energy produced). Its unit is therefore
cost per energy, i.e., USD/kWh. A particular point in the definition of the LCOE is
that all costs incurred during the project lifetime are discounted back to the base
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year, i.e., their net present value (NPV) is taken into account [47]. Thus, according
to Ref. [47], the LCOE can be calculated as given by Eq. (6). Note that Cn is the
incurred cost in period n (engineering, construction, operation, maintenance, cost
of capital), Qn is the energy output in year n, d is the discount rate, and N is the
total analysis period in years (power plant lifetime):

LCOE ¼
PN

n¼0
Cn

1þdð ÞnPN
n¼1

Qn
1þdð Þn

(6)

Also note that the applied discount rate should be the “real” discount rate, taking
into account the inflation rate. A real discount rate of 3% is used in this work. The
cost of capital for financing a CSP project is assumed to be 5% p.a. Power plant
operating time is assumed to be 30 years (SEGS plants in the USA are in operation
since the 1980s).

3. Power plant performance modeling

The power plant performance modeling is done as outlined in Ref. [10]. In par-
ticular, the solar receiver performance is estimated according to Ref. [49], using the
detailed 1-D model to establish a receiver performance table as function of receiver
operating temperature and incident solar flux. The topping Brayton cycle is modeled
applying the isentropic relationships for air as ideal gas and choosing power class-
dependent isentropic efficiencies. The bottoming Rankine cycle performance has
been estimated applying state-of-the-art power cycle simulation software [43] and
generating performance tables as function of HRSG inlet temperature and ambient
temperature [10], suitable for annual yield simulations. The annual plant perfor-
mance parameters (i.e., electricity yield, annual solar-to-electric efficiency) have
been obtained running annual energy yield simulations using a typical meteorological
year for Seville, Spain. The operating strategy is chosen such that the power block
always operates under rated conditions (corresponding TES system charging/
discharging) apart from start-up and shutdown periods.

3.1 Turbo machinery isentropic efficiencies as function of electric power
output

As commonly known, the efficiency of turbomachinery is a function of power
rating, i.e., the higher the output power, the higher is also the efficiency. Con-
versely, smaller engines have lower efficiencies. This is principally due to size-
specific impacts of aerodynamic losses. For example, the turbine blade tip clearance
(i.e., the radial distance between the blade tip of an axial compressor or turbine and
the containment structure) is a major contributing factor to gas path sealing and can
significantly affect engine efficiency [50]. The tip-leakage flow contributes nega-
tively to the turbine performance and accounts for approximately one third of the
total aerodynamic loss [51]. The bigger the engine, the smaller is the tip clearance
with respect to the overall blade length and thus the higher is the efficiency.

It is clear that the size-dependent relationship of the turbomachinery’s efficiency
needs to be taken into account in the techno-economic optimization. In order to do
so, relationships and performance tables have been established that consider effi-
ciency as a function of output power, for both the topping Brayton cycle and for the
bottoming Rankine cycle. For detailed information, the interested reader is referred
to the corresponding public CAPTure project [38] deliverable D1.4 “CAPTure con-
cept specifications and optimization.”
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only. Note that in the case of the Rankine single-cycle (benchmarking) configura-
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that the air speed in the air piping system must be kept reasonably low (≈ 20 m/s)
in order to achieve acceptable pressure drop and thus blower power consumption.

The cost of blowers for circulation of air in the atmospheric circuit (blowers
operate at ambient temperature) is assumed to be 3 kUSD per air volume flow
(m3/s). This cost assumption is based on several quotes requested by the authors.

Last but not the least, the yearly operations and maintenance (O&M) costs are
assumed to be 1.5% of the total plant investment cost [3].

2.6 Levelized cost of electricity (LCOE) calculation

In the literature, the LCOE is an established figure for evaluating purely the
economic lifetime energy production and its related lifetime costs, without taking
into account revenues [46]. As revenues, i.e., feed-in tariffs, depend strongly on the
country, the LCEO is therefore a relatively market-neutral figure and also allows to
compare alternative technologies with different scales of investment or operating
time [47]. Nevertheless, the LCOE depends on country-dependent parameters such
as available solar resource, capital cost, and O&M costs, which must be taken into
account in a serious technology benchmarking process. The general understanding
of the LCOE in the literature [46, 48] is the total lifetime cost of the plant (engi-
neering + construction + operation + maintenance + capital costs) divided by the
lifetime electricity generation (total electric energy produced). Its unit is therefore
cost per energy, i.e., USD/kWh. A particular point in the definition of the LCOE is
that all costs incurred during the project lifetime are discounted back to the base
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year, i.e., their net present value (NPV) is taken into account [47]. Thus, according
to Ref. [47], the LCOE can be calculated as given by Eq. (6). Note that Cn is the
incurred cost in period n (engineering, construction, operation, maintenance, cost
of capital), Qn is the energy output in year n, d is the discount rate, and N is the
total analysis period in years (power plant lifetime):
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Also note that the applied discount rate should be the “real” discount rate, taking
into account the inflation rate. A real discount rate of 3% is used in this work. The
cost of capital for financing a CSP project is assumed to be 5% p.a. Power plant
operating time is assumed to be 30 years (SEGS plants in the USA are in operation
since the 1980s).

3. Power plant performance modeling

The power plant performance modeling is done as outlined in Ref. [10]. In par-
ticular, the solar receiver performance is estimated according to Ref. [49], using the
detailed 1-D model to establish a receiver performance table as function of receiver
operating temperature and incident solar flux. The topping Brayton cycle is modeled
applying the isentropic relationships for air as ideal gas and choosing power class-
dependent isentropic efficiencies. The bottoming Rankine cycle performance has
been estimated applying state-of-the-art power cycle simulation software [43] and
generating performance tables as function of HRSG inlet temperature and ambient
temperature [10], suitable for annual yield simulations. The annual plant perfor-
mance parameters (i.e., electricity yield, annual solar-to-electric efficiency) have
been obtained running annual energy yield simulations using a typical meteorological
year for Seville, Spain. The operating strategy is chosen such that the power block
always operates under rated conditions (corresponding TES system charging/
discharging) apart from start-up and shutdown periods.

3.1 Turbo machinery isentropic efficiencies as function of electric power
output

As commonly known, the efficiency of turbomachinery is a function of power
rating, i.e., the higher the output power, the higher is also the efficiency. Con-
versely, smaller engines have lower efficiencies. This is principally due to size-
specific impacts of aerodynamic losses. For example, the turbine blade tip clearance
(i.e., the radial distance between the blade tip of an axial compressor or turbine and
the containment structure) is a major contributing factor to gas path sealing and can
significantly affect engine efficiency [50]. The tip-leakage flow contributes nega-
tively to the turbine performance and accounts for approximately one third of the
total aerodynamic loss [51]. The bigger the engine, the smaller is the tip clearance
with respect to the overall blade length and thus the higher is the efficiency.

It is clear that the size-dependent relationship of the turbomachinery’s efficiency
needs to be taken into account in the techno-economic optimization. In order to do
so, relationships and performance tables have been established that consider effi-
ciency as a function of output power, for both the topping Brayton cycle and for the
bottoming Rankine cycle. For detailed information, the interested reader is referred
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4. Parametric benchmarking of power plant configurations: Combined
cycle (CC) vs. Rankine single cycle (RC)

The principal objective of this section is to benchmark the techno-economic
optimum of the CC plant against that of a conventional single-cycle Rankine steam
plant with the same receiver and TES technology (see Figure 3). This will allow a
fair assessment of the solar-powered combined cycle performance.

In order to analyze the impact of different solar field sizes and number of tower-
solar-field modules, five solar field base modules (A, B, C, D, and E) have been
selected (see Table 1, Figures 4 and 5). The applied solar field layout pattern is
DELSOL [52], and solar field efficiency matrices can be obtained from CAPTure
project deliverable D1.4. The base modules have been chosen such that different
multiples achieve the same solar power class. For example, 9 B modules have the
same nominal solar power as 3 C modules or 1 D module, i.e., 153 MW solar at the
receiver(s). In this way, a direct comparison of conventional single-tower and
multi-tower configurations can be achieved, giving also emphasis on the impact of
total electric power of the plant. The general expected trends are that:

i. Smaller solar fields have higher optical efficiency.

ii. By arranging multiple solar field units as array, the optical efficiency for a
given total solar power is improved; however, there is a point where HTF
transport and additional tower and piping investment become too
detrimental and the global performance is not better than that of a single-
tower arrangement.

iii. Despite of much better optical efficiency of compact multi-tower
arrangements, the considerable decrease in conversion efficiency of small
power cycles, as well as elevated specific costs, generally makes small CSP
plants economically unfeasible.

For each of the 19 configurations as indicated in Table 1 (3 A to 9 A, 1 B to 9 B, 1
C to 9 C, 1 D to 4 D, and 1 E), the power plant performance models (combined cycle
and single-cycle Rankine) have been run estimating the yearly energy yield and in
consequence the resulting LCOE. The results are indicated in Table 1 as well as in
Figure 6. Note that the solar multiple (SM) and the TES capacity (hours of storage)
have been optimized, i.e., obtaining the minimum LCOE at a solar multiple of about
2.3 and 10 full load hours of TES. The optimum solar multiple and TES capacity are
typically only functions of geographic location and solar resource. When looking at
Table 1, the first important trend that can be observed across all columns (all solar

Figure 4.
Solar field base module types A, B, and C (solar field dimensions given in meters).
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field base modules) is that when moving to a higher solar power class, the LCOE
decreases. This is principally due to the fact that when moving to higher nominal
power of the power block, the turbomachinery becomes more efficient and also the
specific power block costs ($/kWe) reduce. This is the reason why commercial CSP
projects have increased in size recently. However, when increasing the nominal
solar power of a multi-tower arrangement (i.e., increasing the number of towers)
above a certain threshold, the needed piping for HTF transport becomes an issue
(investment, thermal losses, and pumping power); hence LCOE increases again
(see configurations 9 C, 3 D, and 4 D). The second important trend that can be
observed is that the single-tower configuration is only more competitive than a
multi-tower configuration (of the same nominal solar power) below about 153 MW
total nominal solar power. Above this threshold, the increase in investment (more
towers, longer piping) and additional HTF transport power consumption are offset
by the positive effect of higher optical efficiency of the more compact solar field
base modules and smaller receiver aperture areas (cost advantage).

The most competitive (lowest LCOE) combined cycle power plant configuration
is 6 C with a LCOE of 12.6 c$/kWh. However, the most competitive Rankine single-
cycle plant configuration (also of type 6 C) achieves an LCOE of 11.5 c$/kWh. Thus,
it is concluded that the combined cycle plant is despite its higher solar-to-electric
conversion efficiency more expensive than the much simpler but less efficient
single-cycle Rankine option. However, when observing Table 1, the difference in
LCOE becomes smaller for smaller power classes, and the CC plant achieves better
performance at 34 MW (and lower) total solar power. This is an effect of different
power cycle efficiency decrease at small power classes, i.e., the combined cycle stays
relatively more efficient than the Rankine single cycle configuration, which pays off
for very small plant configurations. For this reason, the combined cycle seems to be

Figure 6.
LCOE as function of nominal solar power incident at receiver(s) and plant configuration (see also Table 1).

Figure 5.
Solar field base module types D and E (solar field dimensions given in meters). Multi-tower configuration 9 A
(right-hand side).
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above a certain threshold, the needed piping for HTF transport becomes an issue
(investment, thermal losses, and pumping power); hence LCOE increases again
(see configurations 9 C, 3 D, and 4 D). The second important trend that can be
observed is that the single-tower configuration is only more competitive than a
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towers, longer piping) and additional HTF transport power consumption are offset
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only attractive for very small power tower plants (below 5 MWe). Although gas
turbines can be scaled down quite well having reasonable performance at small
power classes, this is not the case for Rankine steam cycles. Hence, when thinking
of very small (i.e., “micro”) combined cycles, the application of the organic Rankine
cycle (ORC) as bottoming power cycle should be considered. This concept could be
attractive for small and modular CSP central receiver plants for “electricity islands,”
i.e., small remote grids, where electricity price is very high.

Table 4 shows the most important parameters of power plant configurations 6 C
and 2 B. For plant configuration 6 C, it can be seen that although the combined cycle
option achieves a higher solar-to-electric conversion efficiency, the increased plant
complexity and thus its higher investment are not compensated by the increase in
electricity yield. The combined cycle becomes cost competitive only at smaller
power classes (see results for plant configuration 2 B in Table 4).

5. Conclusions

The parametric study shows that the multi-tower configuration has a techno-
economic advantage with respect to the conventional single-tower arrangement
above a total nominal solar power level of about 150 MW. The most competitive
power plant configuration is of type 6 C. The combined cycle plant configuration
reaches an LCOE of 12.6 c$/kWh, whereas the Rankine single-cycle power plant
layout achieves 11.5 c$/kWh. Hence, the CC configuration has despite its higher
solar-to-electric conversion efficiency a higher LCOE. The gain in electricity yield is

Parameter (unit) 6C CC 6C RC 2B CC 2B RC

Number of towers (�) 6 6 2 2

Nominal solar power per tower (MW) 51 51 17 17

Total nominal solar power (MW) 306 306 34 34

Receiver thermal efficiency (�)/operating
temperature (°C)

0.75/1050 0.81/
800

0.75/1050 0.81/
800

Solar-to-electric peak efficiency (�) 0.296 0.25 0.27 0.209

Solar-to-electric annual mean efficiency (�) 0.202 0.195 0.182 0.152

Solar multiple (�) 2.3 2.3 2.3 2.3

Power cycle nominal power (MWe) 50 45 4.9 3.7

Reheated GT nominal power (MWe) 28 — 3 —

Rankine cycle nominal power (MWe) 22 45 1.9 3.7

Power cycle annual mean conversion efficiency:
CC/GT/RC (�)

0.496/0.288 /
0.355

—/—/
0.388

0.434/0.268/
0.277

—/—/
0.295

TES thermal capacity (MWh) 981 1194 109 131.3

Yearly electricity yield (GWh) 161.6 156.8 15.6 13

Total plant cost (M USD) 175.35 154.55 20.93 17.51

Specific plant costs (USD/kWe) 3507 3434 4271 4732

Specific power cycle costs
(USD/kWe)

849 678 1473 1423

LCOE (c$/kWh) 12.6 11.5 15.6 15.7

Table 4.
Power plant specifications of plant type 6 C and 2 B.
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not enough to outweigh the higher investment costs of the more complex CC plant
layout. The CC configuration seems to be competitive only at smaller power classes.
It must be said that all cost assumptions have inherent uncertainty, which makes a
final conclusion regarding the best power plant layout very difficult. It is however
clear that compact power plant arrangements (A, B, C options) are the preferred
choice for the CAPTure power plant concept that applies atmospheric air as HTF, as
large diameter piping (low air speeds are mandatory) becomes an issue at higher
power classes, not only in terms of investment but also in terms of thermal inertia
and losses. Therefore, it is very likely that in practical terms, a single-tower plant
configuration will be the best choice when applying atmospheric air as HTF, as
differences in LCOE are small. Furthermore, compact power tower plants have
clear advantages regarding solar flux control, and also concerning total investment
as financing is usually easier to obtain for smaller projects.

Finally, in order to make the CC attractive for CSP plants, the following chal-
lenges remain: (i) the efficiency of the solar receiver at relevant operating temper-
atures (≈ 1000°C) must be increased, and in particular innovative and
economically competitive solar receiver designs are sought that allow long-term
operation (≈ 25–30 years) at very high solar flux densities, i.e. high concentration
ratios; (ii) with regard to the investigated power plant layout, i.e. when using an
open volumetric air receiver and atmospheric air as HTF, it is crucial to design a
very economical high-temperature air–air heat exchanger train for powering the
topping gas turbine externally.
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only attractive for very small power tower plants (below 5 MWe). Although gas
turbines can be scaled down quite well having reasonable performance at small
power classes, this is not the case for Rankine steam cycles. Hence, when thinking
of very small (i.e., “micro”) combined cycles, the application of the organic Rankine
cycle (ORC) as bottoming power cycle should be considered. This concept could be
attractive for small and modular CSP central receiver plants for “electricity islands,”
i.e., small remote grids, where electricity price is very high.

Table 4 shows the most important parameters of power plant configurations 6 C
and 2 B. For plant configuration 6 C, it can be seen that although the combined cycle
option achieves a higher solar-to-electric conversion efficiency, the increased plant
complexity and thus its higher investment are not compensated by the increase in
electricity yield. The combined cycle becomes cost competitive only at smaller
power classes (see results for plant configuration 2 B in Table 4).

5. Conclusions

The parametric study shows that the multi-tower configuration has a techno-
economic advantage with respect to the conventional single-tower arrangement
above a total nominal solar power level of about 150 MW. The most competitive
power plant configuration is of type 6 C. The combined cycle plant configuration
reaches an LCOE of 12.6 c$/kWh, whereas the Rankine single-cycle power plant
layout achieves 11.5 c$/kWh. Hence, the CC configuration has despite its higher
solar-to-electric conversion efficiency a higher LCOE. The gain in electricity yield is

Parameter (unit) 6C CC 6C RC 2B CC 2B RC

Number of towers (�) 6 6 2 2

Nominal solar power per tower (MW) 51 51 17 17

Total nominal solar power (MW) 306 306 34 34

Receiver thermal efficiency (�)/operating
temperature (°C)

0.75/1050 0.81/
800

0.75/1050 0.81/
800

Solar-to-electric peak efficiency (�) 0.296 0.25 0.27 0.209

Solar-to-electric annual mean efficiency (�) 0.202 0.195 0.182 0.152

Solar multiple (�) 2.3 2.3 2.3 2.3

Power cycle nominal power (MWe) 50 45 4.9 3.7

Reheated GT nominal power (MWe) 28 — 3 —

Rankine cycle nominal power (MWe) 22 45 1.9 3.7

Power cycle annual mean conversion efficiency:
CC/GT/RC (�)

0.496/0.288 /
0.355

—/—/
0.388

0.434/0.268/
0.277

—/—/
0.295

TES thermal capacity (MWh) 981 1194 109 131.3

Yearly electricity yield (GWh) 161.6 156.8 15.6 13

Total plant cost (M USD) 175.35 154.55 20.93 17.51

Specific plant costs (USD/kWe) 3507 3434 4271 4732

Specific power cycle costs
(USD/kWe)

849 678 1473 1423

LCOE (c$/kWh) 12.6 11.5 15.6 15.7

Table 4.
Power plant specifications of plant type 6 C and 2 B.
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not enough to outweigh the higher investment costs of the more complex CC plant
layout. The CC configuration seems to be competitive only at smaller power classes.
It must be said that all cost assumptions have inherent uncertainty, which makes a
final conclusion regarding the best power plant layout very difficult. It is however
clear that compact power plant arrangements (A, B, C options) are the preferred
choice for the CAPTure power plant concept that applies atmospheric air as HTF, as
large diameter piping (low air speeds are mandatory) becomes an issue at higher
power classes, not only in terms of investment but also in terms of thermal inertia
and losses. Therefore, it is very likely that in practical terms, a single-tower plant
configuration will be the best choice when applying atmospheric air as HTF, as
differences in LCOE are small. Furthermore, compact power tower plants have
clear advantages regarding solar flux control, and also concerning total investment
as financing is usually easier to obtain for smaller projects.

Finally, in order to make the CC attractive for CSP plants, the following chal-
lenges remain: (i) the efficiency of the solar receiver at relevant operating temper-
atures (≈ 1000°C) must be increased, and in particular innovative and
economically competitive solar receiver designs are sought that allow long-term
operation (≈ 25–30 years) at very high solar flux densities, i.e. high concentration
ratios; (ii) with regard to the investigated power plant layout, i.e. when using an
open volumetric air receiver and atmospheric air as HTF, it is crucial to design a
very economical high-temperature air–air heat exchanger train for powering the
topping gas turbine externally.
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Chapter 3

The Emerging of Hydrovoltaic 
Materials as a Future Technology: 
A Case Study for China
Jiale Xie, Liuliu Wang, Xiaoying Chen, Pingping Yang, 
Fengkai Wu and Yuelong Huang

Abstract

Water contains tremendous energy in various forms, but very little of this 
energy has yet been harvested. Nanostructured materials can generate electricity by 
water-nanomaterial interaction, a phenomenon referred to as hydrovoltaic effect, 
which potentially extends the technical capability of water energy harvesting. 
In this chapter, starting by describing the fundamental principle of hydrovoltaic 
effect, including water-carbon interactions and fundamental mechanisms of 
harvesting water energy with nanostructured materials, experimental advances in 
generating electricity from water flows, waves, natural evaporation, and moisture 
are then reviewed. We further discuss potential applications of hydrovoltaic tech-
nologies, analyze main challenges in improving the energy conversion efficiency 
and scaling up the output power, and suggest prospects for developments of the 
emerging technology, especially in China.

Keywords: hydrovoltaic effect, carbon nanomaterial, electrokinetic effect, 
hydrovoltaic device, potential applications

1. Introduction

Water covers over 70% of the Earth’s surface, which means it is abundant 
and widely available. Water contains enormous energy (35% of the solar energy 
received by the Earth, 1015 W) in a variety of forms, such as chemical, thermal, and 
kinetic energy [1]. The chemical energy is harnessed through water splitting under 
the assistance of electricity or photocatalysts [2]. The thermal energy is exploited 
for salinity power generation [3]. Kinetic energy is widely utilized by hydroelectric 
station, which is a main form of electricity.

As the progress of nanomaterials and nanotechnology, a new strategy based on 
hydrovoltaic effect (HV) has been developed in recent years [1]. In solar cells, the 
electron-hole pairs are generated by the absorption of photons with higher energy 
than the bandgap of semiconductor [4]. With the help of the built-in field at the 
interface of p-n junction, the electron-hole pairs are separated and then accumu-
lated at the terminal of solar cells, generating photovoltaic voltage (Figure 1a). HV 
effect is analogous to the photovoltaic effect described as above. For HV effect, the 
potential is generated through the interaction between nanostructured materials 
and water molecules [1]. The form of water can be liquid, droplet, moisture, and 
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evaporation [5]. In brief, the basis of photovoltaic effect is the asymmetry of struc-
tural electronics (e.g., p-n junction). The nonuniformity of charge distribution at 
solid-liquid interface is the origin of HV effect. Figure 1b shows the electric double 
layer (EDL) at solid–liquid interface and the potential gradient as the distance 
increasing from solid surface into solution. Figure 1c illustrates the hydrovoltaic 
current is created in the graphene layer with the opposite orientation of the droplet 
flowing direction.

Since the HV phenomenon was discovered with carbon nanotubes (CNTs) 
in 2003, carbon nanomaterials were extensively investigated and considered as 
the most promising candidates for HV generators [6]. So far plenty of carbon 
nanomaterials exhibit HV effect with no need of a pressure gradient, including 
0D graphene quantum dots (GQDs), 1D CNTs, 2D graphene or graphene oxide 
(GO), 3D graphene foam, and so on [7, 8]. Yet, unlike photovoltaic effect, research 
on the HV effect is in its infancy and calls for continued efforts to materialize its 
great potential. In this chapter, starting by describing fundamental principle of 
hydrovoltaic effect, including water-carbon interactions and basic mechanisms of 
harvesting water energy with nanostructured materials, experimental advances in 
generating electricity from water flows, waves, natural evaporation, and moisture 
are then reviewed. We further discuss potential device applications of hydrovoltaic 
technologies, analyze main challenges in improving the energy conversion effi-
ciency and scaling up the output power, and suggest prospects for developments of 
the emerging technology.

Figure 1. 
(a) Photovoltaic effect with p-n junction. The basis of photovoltaic effect is the asymmetry of structural 
electronics. (b) Schematic of EDL forms at the solid surface with negative charges (not shown). There are two 
charge layers near the surface of solid, which are stern and diffusion layers. The stern layer is formed due to 
the chemical interaction between solid and absorbed ions. The diffusion layer electrically screen the stern layer 
through coulomb interaction. The blue line is the electrical potential curve around the solid surface [1].  
(c) Illustration of induced potential by drawing a droplet on graphene. An electric current is formed in 
graphene by two moving boundaries of the EDL at the front and rear of the running droplet, respectively [1].
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2. Fundamentals of hydrovoltaic effect

2.1 Mechanisms of hydrovoltaic effect

2.1.1 Electric double layer and pseudocapacitance mechanism

As in Figure 2a, in a nanochannel, the EDL layers form on the interface of solid– 
liquid and overlap each other due to the small size of nanochannel. Under pressure gra-
dient, a steady current will be generated along with the ion transport from high to low 
pressure side. The voltage will prohibit the transport of more ions. Therefore the steady 
current named the streaming current is generated [9]. There is positive correlation 
between the flow rate, pressure gradient, channel height, and the streaming current.

When a nanomaterial (e.g., graphene) is inserted into the liquid level, the EDL 
layer will be created and changed as the immersed area of nanomaterials changes. 
This means, if the immersed area increases, the EDL layer will be charged and a 
voltage will be generated in the nanomaterials (Figure 2b). On the contrary, an 
inverse voltage can be observed due to the discharging of EDL layer. This wave-
induced voltage was called waving potential [10]. The voltage and current are 
proportional to the velocity of graphene and can be scaled up by series and parallel 
connections of multiple graphene devices.

When the water contained ions is a droplet on graphene, the EDL is emerged 
only in the region of droplet followed the EDL theory. When the droplet is moving 
under the external force such as gravity, the EDL region will move accordingly. 
During this moving process, there is a charging state at the front of the droplet, 
while a discharging process at the rear of the droplet (Figure 1c). Therefore an 
electrical voltage called as drawing potential can be generated [11]. The voltage and 
current will increase as the velocity and number of droplets increase. The drawing 
potential can be developed to harvest raindrop energy (Figure 2c).

2.1.2 Ion diffusion-induced mechanism

When moisture were adsorbed by nanomaterials with oxygen-containing 
functional groups, a gradient of H+ can form because of the local salvation effects, 
which can lead to the breakage of Oδ−-Hδ+ bonds. Due to the H+ concentration 
difference, the H+ will migrate along the reverse gradient direction. Then a voltage 
would increase continuously until the gradient of H+ vanishes. When the ingress of 
moisture stopped, the number of migratory ions decreased as free H+ and oxygen-
containing functional groups recombined, resulting in an reverse voltage [12].

Figure 2. 
(a) Schematic of electrokinetic effect in the nanochannel. Blue line illustrates the profile of flow velocity 
through the nanochannel [1]. (b) Illustration of waving potential induced in graphene by one moving boundary 
of EDL across a graphene sheet on a dielectric substrate [1]. (c) Schematic illustration of harvesting energy 
from raindrops [1].
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2.2 Rules for hydrovoltaic material

Based on the above discussion of mechanisms, an excellent hydrovoltaic material 
should possess the following characteristics: strong water-carbon interaction, ratio-
nal pore and microstructure for the transport of water molecules, large interaction 
area for water adsorption and charge storage, sufficient electric conductivity for 
charge transportation, and abundant/gradient surface functional groups (oxygen 
functional groups in particular). Nowadays, the most reported hydrovoltaic materi-
als are carbon nanomaterials [7, 8]. However, the hydrovoltaic effect is not limited 
to carbon nanomaterials but can be generic to other materials as long as they meet 
the above characteristics (Figure 3).

3. Hydrovoltaic devices and performance

3.1 Moisture-induced electricity generation

Moisture is one important form of water in the nature. GQDs have unique 
properties due to quantum confinements and edge effects [13]. GQDs as the 
chemically active material have fabricated a moisture-triggered generator [14]. 
The size of GQDs is 2–5 nm. The GQDs contain an amount of oxygen-containing 
functional groups. To create a gradient of functional groups, GQDs are treated via 
electrochemical polarization. The GQD generator achieves a high voltage of 0.27 V, 
when the variation of relative humidity (RH) is 70%. After the optimization of the 

Figure 3. 
Characteristics of a good hydrovoltaic material.
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load resistor, a power density obtained is 1.86 mW/cm2. The gradient of oxygen-
containing functional groups is the reason of electricity generation with moisture. 
Similarly, the porous carbon black, and GO framework with the functional group 
gradient, can also exhibit excellent HV performance under moisture [15, 16]. For 
example, a superhydrophilic 3D assembly of graphene oxide (g-3D-GO) with open 
framework exhibits a high power density of ca. 1 mW/cm2 and an energy conver-
sion efficiency of ca. 52% [16]. With an RH variation of 75%, the g-3D-GO-based 
HV device could provide a voltage and current output of ca. 0.26 V and ca. 3.2 mA/
cm2 within 2 s (Figure 4a and b). As in Figure 4c, a power source system consists 
of four HV cells in series which was fabricated to demonstrate the practical applica-
tion. This system was attached onto the pendulum bob. The pendulum bob can 
swing between moist region (RH = 80%) and dry region (RH = 5%). When the 
system moves to the moist region, the moisture-induced positive voltage is applied 
on the light emitting diode (LED), and it lights up. Upon traveling to the dry region, 
the LED will switch off. As a consequence, this power source system could provide a 
steady power output.

Recently, Zhen et al. prepared a nanogenerator using the wrinkled graphene, 
which followed an unusual mechanism of HV effect [17]. In this work, a new 
cation-π interaction utilization strategy was developed. In other words, electricity 
is generated through water adsorption and desorption of salt crystals along with the 
humidity variation. The key of this nanogenerator is to deposit salt crystals onto the 
wrinkled graphene by manipulating the formation of ionic liquid microdroplets. 

Figure 4. 
(a) Voltage and (b) current output cycle of HV device based on g-3D-GO that is sandwiched by aluminum 
electrodes in response to the RH variation (ΔRH = 75%) [16]. (c) Schematic illustration of a HV device-
based power source system [16]. (d) Schematic illustration of the mechanism of humidity-driven electricity 
generation [17]. (e) Condensation and evaporation of ionic liquids under different humidity [17]. (f and g) 
Voltage generated with wrinkle graphene/salt crystal nanogenerator under a sudden change in humidity [17].
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The wrinkled graphene has many defects and uniform wrinkles, facilitating the 
ultrafast water evaporation, preventing excessive water accumulation and deposi-
tion of well-distributed salt crystals. Figure 4d and e schematically illustrates 
the mechanism of electricity generation. As the sudden change of humidity 
(25–75–25%), two inversed voltage peaks were observed sequentially (Figure 4f). 
This is attributed to the water vapor adsorption and desorption on the salt crystals. 
The sharper negative peak is due to the strong water adsorption ability of the 
salt crystals, while the broad positive peak is from the slow desorption process 
(Figure 4g). The voltage of 18 mV with the current of 37 nA was achieved with a 
1 × 6 cm2 generator. Among various salts, NaCl exhibits the best performance due to 
its complete crystallization after each cycle.

As far as we know, the nanomaterials for moisture-induced electricity genera-
tion include carbon/graphene quantum dots, carbon black, GO film, and 3D GO 
frameworks. The main origin of electricity generation is similar to each other. The 
potential generation is dependent on the water adsorption difference due to the 
gradient of oxygen-containing functional groups and induced the concentration 
difference of charge carriers. Interestingly, the porous carbon black film treated 
partially by plasma could generate continuous electricity, which is totally different 
from other carbon nanomaterials. This discrepancy may be from the difference of 
the structure and/or the introducing manner of functional groups.

3.2 Electricity generation induced by droplet movement

In 2014, Yin et al. firstly reported the electricity generation induced by droplet 
movement on monolayer graphene [11]. When a droplet of 0.6 M NaCl is drawn 
on graphene at a constant velocity of 2.25 cm/s, a voltage of 0.15 mV is generated. 
When the direction of droplet movement is opposite, the direction of potential is 
also reversed. When the movement is stopped, no potential is produced. Rain is one 
of important existent forms of water in nature. However, the energy in the rain is 
not yet utilized efficiently in the long term. There are amount of cations (such as 
Na+, NH4

+, Ca2+, Mg2+) and anions (such as Cl−, NO3
−, SO4

2−). Therefore harvesting 
energy from rain using HV effects is a promising approach [18, 19].

As previously reported, the low generated voltage of around 0.15 mV, and the 
external pressure needed, would limit the application of HV effect. Recently, Li 
et al. reported the electricity generation from water droplets on porous carbon 
film through capillary infiltrating [20]. Figure 5a illustrates the structure of the 
porous carbon film (PCF) device. When a droplet of 1 μL was dropped onto PCF, 
a sustainable voltage of 0.3 V was generated (Figure 5b). However, electricity 
generation by droplet movement on graphene or aligned single-walled nanotubes 
is pulse-like. The retention of voltage depends on the volume of water droplets 
as shown in Figure 5c, but the generated voltage value is nearly identical. More 
interesting, the dropping position of water droplet would influence the induced 
voltage (Figure 5d). Experimental results reveal the following key characteristics: 
(i) the merely directional water infiltration can induce the voltage, (ii) no direct 
correlation between the HV voltage and the position of droplets, and (iii) the 
direction of water infiltration influences the voltage sign. At last, the authors 
demonstrated a scale-up application with three devices in series (Figure 5e). 
Twelve 5 μL water droplets can generate a voltage up to 5.2 V and illuminate a 
liquid crystal display. This work powerfully demonstrate that a hydrophilic porous 
carbon film with water droplets could realize the energy harvested from rain and 
a practical application. However, there is no experimental results in real raining 
environment. More information on the droplet-induced electricity generation can 
refer one recent review paper [21].
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3.3 Flow-induced electricity generation

Ocean wave energy is a main form of ocean energy, which is considered as 
inexhaustible energy. In 2007, Liu and Dai reported that the flow-induced voltage 
can be greatly improved by aligning the nanotubes along the flow direction [23]. 
In 2017, Xu et al. fabricated a fluidic nanogenerator fiber with the aligned multi-
walled carbon nanotube sheet (inset of Figure 6b) [22]. The device shows a power 
conversion efficiency of 23.3% and an excellent stability over 1,000,000 cycles. The 
flow direction, the flow distance, the flow velocity, and the NaCl concentration are 
positive correlation with the induced voltage (Figure 6a–6c). The authors also dis-
covered that the ordered mesoporous carbon (OMC) can significantly enhance the 
flow-induced voltage (Figure 6d). After OMC introduction, the sustained voltage 
for over 1 h can be achieved. The maximum voltage output can reach up to 341 mV 
when the content of OMC is 5.1 μg/cm. Impressively, the stable performance of this 

Figure 5. 
(a) Schematic of the porous carbon film device with two ends modified with 1H,1H,2H,2H-
perfluorodecyltriethoxysilane (PFDTS). The right inset shows a photograph of a typical device with 
dimensions of 50 × 7 mm2 [20]. (b) Open-circuit voltage obtained by repeatedly dropping 1 μL water droplets 
at the PFDTS@PCF/PCF interface under ambient conditions (~ 23.5°C and RH ~ 71.7%) [20]. (c) Measured 
Voc vs. time of the device when water droplets with various volumes were dropped onto the PFDTS@PCF/PCF 
interface [20]. (d) Wetting dependence of the induced voltage. Inset is schematic of the Voc measurement and 
the water-droplet position [20]. (e) Application demonstration of the water-droplet-induced voltage [20].
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The wrinkled graphene has many defects and uniform wrinkles, facilitating the 
ultrafast water evaporation, preventing excessive water accumulation and deposi-
tion of well-distributed salt crystals. Figure 4d and e schematically illustrates 
the mechanism of electricity generation. As the sudden change of humidity 
(25–75–25%), two inversed voltage peaks were observed sequentially (Figure 4f). 
This is attributed to the water vapor adsorption and desorption on the salt crystals. 
The sharper negative peak is due to the strong water adsorption ability of the 
salt crystals, while the broad positive peak is from the slow desorption process 
(Figure 4g). The voltage of 18 mV with the current of 37 nA was achieved with a 
1 × 6 cm2 generator. Among various salts, NaCl exhibits the best performance due to 
its complete crystallization after each cycle.

As far as we know, the nanomaterials for moisture-induced electricity genera-
tion include carbon/graphene quantum dots, carbon black, GO film, and 3D GO 
frameworks. The main origin of electricity generation is similar to each other. The 
potential generation is dependent on the water adsorption difference due to the 
gradient of oxygen-containing functional groups and induced the concentration 
difference of charge carriers. Interestingly, the porous carbon black film treated 
partially by plasma could generate continuous electricity, which is totally different 
from other carbon nanomaterials. This discrepancy may be from the difference of 
the structure and/or the introducing manner of functional groups.

3.2 Electricity generation induced by droplet movement

In 2014, Yin et al. firstly reported the electricity generation induced by droplet 
movement on monolayer graphene [11]. When a droplet of 0.6 M NaCl is drawn 
on graphene at a constant velocity of 2.25 cm/s, a voltage of 0.15 mV is generated. 
When the direction of droplet movement is opposite, the direction of potential is 
also reversed. When the movement is stopped, no potential is produced. Rain is one 
of important existent forms of water in nature. However, the energy in the rain is 
not yet utilized efficiently in the long term. There are amount of cations (such as 
Na+, NH4

+, Ca2+, Mg2+) and anions (such as Cl−, NO3
−, SO4

2−). Therefore harvesting 
energy from rain using HV effects is a promising approach [18, 19].

As previously reported, the low generated voltage of around 0.15 mV, and the 
external pressure needed, would limit the application of HV effect. Recently, Li 
et al. reported the electricity generation from water droplets on porous carbon 
film through capillary infiltrating [20]. Figure 5a illustrates the structure of the 
porous carbon film (PCF) device. When a droplet of 1 μL was dropped onto PCF, 
a sustainable voltage of 0.3 V was generated (Figure 5b). However, electricity 
generation by droplet movement on graphene or aligned single-walled nanotubes 
is pulse-like. The retention of voltage depends on the volume of water droplets 
as shown in Figure 5c, but the generated voltage value is nearly identical. More 
interesting, the dropping position of water droplet would influence the induced 
voltage (Figure 5d). Experimental results reveal the following key characteristics: 
(i) the merely directional water infiltration can induce the voltage, (ii) no direct 
correlation between the HV voltage and the position of droplets, and (iii) the 
direction of water infiltration influences the voltage sign. At last, the authors 
demonstrated a scale-up application with three devices in series (Figure 5e). 
Twelve 5 μL water droplets can generate a voltage up to 5.2 V and illuminate a 
liquid crystal display. This work powerfully demonstrate that a hydrophilic porous 
carbon film with water droplets could realize the energy harvested from rain and 
a practical application. However, there is no experimental results in real raining 
environment. More information on the droplet-induced electricity generation can 
refer one recent review paper [21].
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conversion efficiency of 23.3% and an excellent stability over 1,000,000 cycles. The 
flow direction, the flow distance, the flow velocity, and the NaCl concentration are 
positive correlation with the induced voltage (Figure 6a–6c). The authors also dis-
covered that the ordered mesoporous carbon (OMC) can significantly enhance the 
flow-induced voltage (Figure 6d). After OMC introduction, the sustained voltage 
for over 1 h can be achieved. The maximum voltage output can reach up to 341 mV 
when the content of OMC is 5.1 μg/cm. Impressively, the stable performance of this 
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(a) Schematic of the porous carbon film device with two ends modified with 1H,1H,2H,2H-
perfluorodecyltriethoxysilane (PFDTS). The right inset shows a photograph of a typical device with 
dimensions of 50 × 7 mm2 [20]. (b) Open-circuit voltage obtained by repeatedly dropping 1 μL water droplets 
at the PFDTS@PCF/PCF interface under ambient conditions (~ 23.5°C and RH ~ 71.7%) [20]. (c) Measured 
Voc vs. time of the device when water droplets with various volumes were dropped onto the PFDTS@PCF/PCF 
interface [20]. (d) Wetting dependence of the induced voltage. Inset is schematic of the Voc measurement and 
the water-droplet position [20]. (e) Application demonstration of the water-droplet-induced voltage [20].
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device can be maintained even after over 1,000,000 bending cycles (Figure 6e). 
Moreover, the fiber nanogenerator is flexible and stretchable, indicating it can be 
woven into fabrics for large-scale applications.

Two-dimensional materials or devices have more advantages for ocean wave 
energy harvesting, which can well float on the surface of the ocean [1, 25]. Recently, 
Fei et al. achieved volt leveled waving potential using a pair of graphene sheets [24]. 
Figure 7a illustrates the device setup, where a pair of graphene-PET sheets with size 
of 2.5 × 1.5 cm2 is immersed in NaCl solution. As one of the graphene sheets moves 
through the liquid surface, electricity is generated (Figure 7b). The peak voltage 
can be around 60–120 mV. However, no voltage is observed either moving graphene 
underneath or parallel to the liquid level, indicating the waving potential is due to 
the dynamic EDL boundary. In this setup, the moving graphene is served as driv-
ing force for ion movement, while another graphene is as a reference electrode. 

Figure 6. 
(a) Voltage curve induced by a saturated NaCl flow at the velocity of 1.2 cm/s [22]. (b) Relationship between 
the voltage and the flow velocity. Solution is 0.6 M NaCl [22]. (c) The voltage vs. current relationship as the 
concentration variation of NaCl solution (flow velocity: 12.9 cm/s) [22]. (d) Dependence of the voltage on the 
OMC content in a saturated NaCl solution (flowing velocity: 20 cm/s) [22]. (e) Voltage generated by repeatedly 
dipping an OMC-incorporated device into a NaCl solution with an increasing number of bending cycles. The 
inserted graphs show the voltages after 200,000; 600,000; and 1,000,000 bending cycles in the NaCl solution [22].

53

The Emerging of Hydrovoltaic Materials as a Future Technology: A Case Study for China
DOI: http://dx.doi.org/10.5772/intechopen.90377

Figure 7c shows the relationship between the peak voltage and the moving velocity 
of graphene. The peak voltage exhibits linear relations with velocity at low moving 
speeds and saturates to certain values at high speeds. This saturation may be due to 
the limit from the speed of ion adsorption/desorption. During the pulling process, 
when the load resistance is 0.6 MΩ, the largest power density of 1.6 mW/m2 can be 
obtained (Figure 7d). Moreover, the ion species can also influence the voltage value. 
The peak voltage values follow an order of LiCl > NaCl > KCl > BaCl2, indicating the 
smaller ions are better for higher voltage generation.

Apart from the dynamic EDL boundary mechanism, the water-carbon interac-
tion can also generate electricity [26]. In this case, the water does not need the 
cations and anions for the formation of EDL capacitance. More importantly, the 
electric signals are continuous, but the inherent mechanism is not very clear yet. 
More information on the liquid flow-induced electricity in carbon nanomaterials 
can refer the recent review papers [27, 28].

3.4 Evaporation-induced electricity generation

Water evaporation is a crucial step in the natural water circulation, releasing a 
huge amount of water energy. In 2017, Xue et al. reported that the water evaporation 
from centimeter-sized carbon black sheets can reliably generate sustained voltages 
of up to 1 V for 8 days under ambient conditions [29]. The annealing and plasma 
treatment introduced functional groups are essential for the electricity generation. 

Figure 7. 
(a) Schematic of experimental setup with two graphene-PET sheets immersed vertically in an electrolyte 
container. GrL and GrR represent graphene samples on the left and right side, respectively [24]. (b) Generated 
voltage signals at resistor of 0.9 MΩ when separately moving GrL or GrR across NaCl solution [24]. (c) Peak 
voltage values collected as a function of velocity. The perpendicular moving distance of graphene is kept as 2 cm 
[24]. (d) Calculated output power per unit area of graphene [24].
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underneath or parallel to the liquid level, indicating the waving potential is due to 
the dynamic EDL boundary. In this setup, the moving graphene is served as driv-
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Figure 7c shows the relationship between the peak voltage and the moving velocity 
of graphene. The peak voltage exhibits linear relations with velocity at low moving 
speeds and saturates to certain values at high speeds. This saturation may be due to 
the limit from the speed of ion adsorption/desorption. During the pulling process, 
when the load resistance is 0.6 MΩ, the largest power density of 1.6 mW/m2 can be 
obtained (Figure 7d). Moreover, the ion species can also influence the voltage value. 
The peak voltage values follow an order of LiCl > NaCl > KCl > BaCl2, indicating the 
smaller ions are better for higher voltage generation.

Apart from the dynamic EDL boundary mechanism, the water-carbon interac-
tion can also generate electricity [26]. In this case, the water does not need the 
cations and anions for the formation of EDL capacitance. More importantly, the 
electric signals are continuous, but the inherent mechanism is not very clear yet. 
More information on the liquid flow-induced electricity in carbon nanomaterials 
can refer the recent review papers [27, 28].

3.4 Evaporation-induced electricity generation

Water evaporation is a crucial step in the natural water circulation, releasing a 
huge amount of water energy. In 2017, Xue et al. reported that the water evaporation 
from centimeter-sized carbon black sheets can reliably generate sustained voltages 
of up to 1 V for 8 days under ambient conditions [29]. The annealing and plasma 
treatment introduced functional groups are essential for the electricity generation. 

Figure 7. 
(a) Schematic of experimental setup with two graphene-PET sheets immersed vertically in an electrolyte 
container. GrL and GrR represent graphene samples on the left and right side, respectively [24]. (b) Generated 
voltage signals at resistor of 0.9 MΩ when separately moving GrL or GrR across NaCl solution [24]. (c) Peak 
voltage values collected as a function of velocity. The perpendicular moving distance of graphene is kept as 2 cm 
[24]. (d) Calculated output power per unit area of graphene [24].
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Recently, Li et al. fabricated an evaporation-driven nanogenerator (1 cm × 5 cm) 
with a high open-circuit voltage of 3 V [30]. The film device is fabricated using 
carbon black and glass fiber. As in Figure 8a, the surface of the hybrid film was 
modified with several polymer molecules, such as polyethylene imine (PEI); 
1,2,3,4-butane tetracarboxylic acid (BTCA); polydimethyl diallyl ammonium chlo-
ride (PDADMAC); and poly sodium-p-styrenesulfonate (PSS). The voltage of the 
glass-fiber-carbon-nanoparticle film (GCF) can vary from −3 V to 3 V, which rely 
on the difference of the surface functional groups (surface charges) as in Figure 8b. 
PEI- and PDADMAC-modified GCF have positive surface charges and thus positive 

Figure 8. 
(a) Schematic of the chemical modification with different molecules on carbon nanoparticles [30]. (b) Voc 
and zeta potentials of the pristine and modified GCFs [30]. (c) Schematic of the ion-selective transport 
mechanism in the nanochannels with (i) positively and (ii) negatively charged surface [30]. (d) Dependence 
of Voc of the device on the PEI concentration. The inset shows the evolution of Voc when a GCF was repeatedly 
modified by DADMAC(A) and PSS(B) [30]. (e) Voltage-time curve of three supercapacitors (SCs) connected 
in series in charging by the GCFs at ambient condition. Insets show the circuit diagram (top) and photos of 
the blue LED [30].
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zeta potentials. The ion-selective transport mechanism is schematically shown in 
Figure 8c. The concentration of polymer solution is one of critically experimental 
conditions, which can significantly affect the voltage from +1 V to −3.2 V by using 
0–0.5 wt% PEI solution (Figure 8d). There is an optimal concentration of PEI 
solution (0.05 wt%), which should be attributed to the low conductivity of polymer 
and/or the partial channel blocking. A hybrid film device using two GCFs with 
opposite surface charges was also prepared. Therefore the generated voltage was 
enhanced to around 5 V (5 × 5 cm). They also connected the hybrid film device 
with supercapacitor. The supercapacitor can store the electric energy from GCFs 
and provide a high current output. The supercapacitor can be charged up to 2.8 V 
by the output voltage of GCFs, and then a blue LED can be lighted up for about 10 s 
without any auxiliary. This work shows the great potential of evaporation-induced 
electricity generation in the field of portable electronics.

4. Potential applications

4.1 Self-powered liquid sensors

Because of the low power density (10−3–10 W/m2) of HV device, [1] it is a good 
choice to develop HV effect-based self-powered devices, such as self-powered liquid 
sensors. The factors which can affect the HV signal could be used for sensing appli-
cations, including flow rate, fluid volume, solution component, fluid movement, 
and so on. Yin et al. developed a monolayer graphene-based HV device in 2013 and 
demonstrated the self-powered liquid sensor application [11]. The configuration of 
HV devices is shown in Figure 9a. A droplet of 0.6 M NaCl was moved with a SiO2/
Si wafer on the graphene film. During the moving of the droplet, the advancing and 
receding contact angles are ~91.9° and ~60.2°, respectively. As in Figure 9b, the 

Figure 9. 
(a) A liquid droplet is sandwiched between graphene and a SiO2/Si wafer and drawn by the wafer at specific 
velocities. Inset: A droplet of 0.6 M NaCl on a graphene surface [11]. (b) Dependence of the output voltage on 
the volume of a droplet of 0.6 M NaCl [11]. (c) Dependence of the output voltage on the concentration of the 
solution (three droplets of NaCl solution). Inset: Photograph of handwriting with a Chinese brush on graphene 
[11]. (d) Voltage induced by moving one, two, and three droplets of 0.6 M NaCl. Dashed lines are curves 
linearly fitted to the measured data [11]. (e) Voltage for various ionic solutions (three droplets) on monolayer 
graphene [11]. (f) Sensing the stroke directions (arrows) by the drawing potentials between electrodes E1

+–E1
− 

and E2
+–E2

− as shown in the inset of c [11].
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Recently, Li et al. fabricated an evaporation-driven nanogenerator (1 cm × 5 cm) 
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modified by DADMAC(A) and PSS(B) [30]. (e) Voltage-time curve of three supercapacitors (SCs) connected 
in series in charging by the GCFs at ambient condition. Insets show the circuit diagram (top) and photos of 
the blue LED [30].
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zeta potentials. The ion-selective transport mechanism is schematically shown in 
Figure 8c. The concentration of polymer solution is one of critically experimental 
conditions, which can significantly affect the voltage from +1 V to −3.2 V by using 
0–0.5 wt% PEI solution (Figure 8d). There is an optimal concentration of PEI 
solution (0.05 wt%), which should be attributed to the low conductivity of polymer 
and/or the partial channel blocking. A hybrid film device using two GCFs with 
opposite surface charges was also prepared. Therefore the generated voltage was 
enhanced to around 5 V (5 × 5 cm). They also connected the hybrid film device 
with supercapacitor. The supercapacitor can store the electric energy from GCFs 
and provide a high current output. The supercapacitor can be charged up to 2.8 V 
by the output voltage of GCFs, and then a blue LED can be lighted up for about 10 s 
without any auxiliary. This work shows the great potential of evaporation-induced 
electricity generation in the field of portable electronics.

4. Potential applications

4.1 Self-powered liquid sensors

Because of the low power density (10−3–10 W/m2) of HV device, [1] it is a good 
choice to develop HV effect-based self-powered devices, such as self-powered liquid 
sensors. The factors which can affect the HV signal could be used for sensing appli-
cations, including flow rate, fluid volume, solution component, fluid movement, 
and so on. Yin et al. developed a monolayer graphene-based HV device in 2013 and 
demonstrated the self-powered liquid sensor application [11]. The configuration of 
HV devices is shown in Figure 9a. A droplet of 0.6 M NaCl was moved with a SiO2/
Si wafer on the graphene film. During the moving of the droplet, the advancing and 
receding contact angles are ~91.9° and ~60.2°, respectively. As in Figure 9b, the 

Figure 9. 
(a) A liquid droplet is sandwiched between graphene and a SiO2/Si wafer and drawn by the wafer at specific 
velocities. Inset: A droplet of 0.6 M NaCl on a graphene surface [11]. (b) Dependence of the output voltage on 
the volume of a droplet of 0.6 M NaCl [11]. (c) Dependence of the output voltage on the concentration of the 
solution (three droplets of NaCl solution). Inset: Photograph of handwriting with a Chinese brush on graphene 
[11]. (d) Voltage induced by moving one, two, and three droplets of 0.6 M NaCl. Dashed lines are curves 
linearly fitted to the measured data [11]. (e) Voltage for various ionic solutions (three droplets) on monolayer 
graphene [11]. (f) Sensing the stroke directions (arrows) by the drawing potentials between electrodes E1

+–E1
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and E2
+–E2

− as shown in the inset of c [11].
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voltage of device is linearly proportional to the velocity of droplet. The larger the 
size of the droplet would induce the larger voltage. The concentration of NaCl solu-
tion is also a critical factor, but the trend is not monotonic. The best concentration 
of NaCl solution is around 0.01 M. The voltage output is less than 0.5 mV. However, 
in carbon black, the potential is maximum ~1.0 V when deionized (DI) water is 
used for evaporation HV generator [29]. It is interesting that the voltage can be 
multiplied by drawing multiple droplets simultaneously as shown in Figure 9c. 
Experimental results indicate the voltage is near zero when two droplets are moving 
in the opposite directions. The voltage of device is closely related to the ion species, 
such as MgCl2, HCl, and NH3·H2O. However, there is no response for DI water. This 
indicates the drawing potential comes from the ion-induced EDL capacitance. The 
voltage induced with HCl solution is negative. The authors think that there is a H3O+ 
layer on the surface of graphene. Therefore the positively charged graphene would 
attract the negative Cl− anions, which dominate the electric double layer. At last the 
authors show a handwriting sensor with a Chinese brush and 0.01 M NaCl. Two 
pairs of electrodes, E1

+–E1
− (right–left) and E2

+–E2
− (bottom-top), were patterned 

perpendicularly on the four sides of the graphene to distinguish the handwriting 
direction (inset of Figure 9c). The drawing direction related to voltage signal can 
be well detected as in Figure 9f. Moreover, the force and speed of the handwriting 
can also be monitored.

Graphene oxide framework with lots of pores can facilitate the diffusion of 
water molecules. Along with the asymmetrical oxygen-containing groups, Zhao 
et al. observed that the transport of the ionic charge carriers is accelerated due to 
the ionic gradient [16]. When the RH variation is 75%, the potential can increase up 
to 260 mV in 2 s. The concentration gradient of Li ions in 3D PPy framework can 
also show good sensitivity for moisture [31]. The potential is 60 mV under the RH 
variation of 85%. More importantly, the stability of this material is stable during the 
several hundred cycles.

Besides the HV potential, other signals can also be utilized for sensing, such 
as the resistance of materials, the length of fibers, and the volume of materials 
[32–36]. Of course, the change of other physical fields, such as temperature and 
wind speed, can be detected by HV devices directly or indirectly [29, 37].

4.2 All-weather power generation

As we all know, the common solar cells only work on sunny days, but do not 
work in the night and on rainy days. Combining PV and HV effects, a hybrid cell 
for all-weather power generation was developed by integrating a solar cell with a 
HV device. Tang et al. fabricated a flexible solar cell made of a transparent graphene 
electrode and a dye-sensitized solar cell [38]. The hybrid cell can be excited by 
solar light on sunny days and raindrops on rainy days, yielding a solar-to-electric 
conversion efficiency of 6.53% under AM 1.5 irradiation and power in the range of 
5.12–54.19 pW by simulated raindrops (Figure 10b). However, the output of this 
hybrid cell is still far lower than the actual requirement. Then Tang et al. changed 
the graphene to graphene/carbon black/polytetrafluorethylene (PTFE) for the 
hybrid cell fabrication [18]. But the voltage and current did not show significant 
improvement under simulated raindrops. Zhong et al. developed a 2D hybrid nano-
generator based on graphene and silicon for all-weather electricity generation [39]. 
In this hybrid cell, the graphene and silicon form the van der Waals Schottky diode 
(Figure 10c). This hybrid device delivers a maximum output power of 49.3 μW 
under light illumination. When the DI water flows on the graphene under light from 
Au electrode to Ag electrode, an additional potential of 2.54 mV can be generated 
(Figure 10d). However, there is no response in the dark, indicating no interaction 
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exists between water and hybrid cell during the water flowing process. The authors 
think that the potential response should arise from the interaction between water 
and graphene/Si Schottky diode (the doping and dedoping at the front and rear 
side of water droplet, respectively) instead of the water-graphene interaction or the 
water-electrode interaction. Moreover, the negatively additional potential can be 
observed when the water flows toward Au electrode. This phenomenon should be 
attributed to the asymmetric potential profile of the graphene channel.

4.3 Harvesting Ocean wave energy

Due to the intermittency and randomness of raining, it is wise to harvest energy 
from the ocean wave energy. The ocean wave energy is renewable and inexhaustible 
because 70% of the Earth’s surface is covered by the ocean. The ocean wave energy 
is also called as blue energy [40]. Tan et al. fabricated a film type wave energy gen-
erator with graphene, carbon black, and polyurethane [25]. A voltage of > 20 mV 
and a current of > 10 μA are produced in a 15 cm2-sized generator. Moreover, the 
devices are sustainably stable upon persistent attack by waving ocean. The float-
ing devices on the sea can be packaged into the wave energy stations by series and 
parallel connections. Tan et al. further proposed a photo-induced charge boosting 
liquid-solid electrokinetic generator with a structure of polyurethane/graphene 
oxide-carbon black-multi-walled carbon nanotube/carbon quantum dots/copper 
(PU/GO-CB-MWCNT/CQDs/Cu) [41]. Under AM1.5 illumination, the voltage, cur-
rent, and power density achieved by this device are 0.1 V, 0.39 mA, and 26.6 mW/
m2, respectively. The working mechanism is described in Figure 11a-c. Due to the 
difference of Na+ and Cl− ions on adsorption energy, the EDL can be formed. Same 
as the principle of waving potential as above, the potential signal would change 
along with the seawater moving and the capacity change. Figure 11d presents an 
enlarged one-cycle electrical signal generation. When the seawater moves to the 

Figure 10. 
(a) The quasi-all-weather solar cell that can produce electricity from rain and sun [38]. (b) Power signals 
produced by dropping 0.6 M NaCl droplets on rGO film [38]. (c) Schematic structure of the 2D hybrid 
nanogenerator of graphene/SiO2/Si [θ = 30°, PDMS: Poly(dimethysiloxane)] [18]. (d) Voltage responses to the 
flow of DI water over graphene/Si Schottky diode in the dark and under room light illumination [18].  
(e) Voltage responses to the flow of DI water toward different directions [18].
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voltage of device is linearly proportional to the velocity of droplet. The larger the 
size of the droplet would induce the larger voltage. The concentration of NaCl solu-
tion is also a critical factor, but the trend is not monotonic. The best concentration 
of NaCl solution is around 0.01 M. The voltage output is less than 0.5 mV. However, 
in carbon black, the potential is maximum ~1.0 V when deionized (DI) water is 
used for evaporation HV generator [29]. It is interesting that the voltage can be 
multiplied by drawing multiple droplets simultaneously as shown in Figure 9c. 
Experimental results indicate the voltage is near zero when two droplets are moving 
in the opposite directions. The voltage of device is closely related to the ion species, 
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indicates the drawing potential comes from the ion-induced EDL capacitance. The 
voltage induced with HCl solution is negative. The authors think that there is a H3O+ 
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attract the negative Cl− anions, which dominate the electric double layer. At last the 
authors show a handwriting sensor with a Chinese brush and 0.01 M NaCl. Two 
pairs of electrodes, E1

+–E1
− (right–left) and E2

+–E2
− (bottom-top), were patterned 

perpendicularly on the four sides of the graphene to distinguish the handwriting 
direction (inset of Figure 9c). The drawing direction related to voltage signal can 
be well detected as in Figure 9f. Moreover, the force and speed of the handwriting 
can also be monitored.
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4.2 All-weather power generation
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solar light on sunny days and raindrops on rainy days, yielding a solar-to-electric 
conversion efficiency of 6.53% under AM 1.5 irradiation and power in the range of 
5.12–54.19 pW by simulated raindrops (Figure 10b). However, the output of this 
hybrid cell is still far lower than the actual requirement. Then Tang et al. changed 
the graphene to graphene/carbon black/polytetrafluorethylene (PTFE) for the 
hybrid cell fabrication [18]. But the voltage and current did not show significant 
improvement under simulated raindrops. Zhong et al. developed a 2D hybrid nano-
generator based on graphene and silicon for all-weather electricity generation [39]. 
In this hybrid cell, the graphene and silicon form the van der Waals Schottky diode 
(Figure 10c). This hybrid device delivers a maximum output power of 49.3 μW 
under light illumination. When the DI water flows on the graphene under light from 
Au electrode to Ag electrode, an additional potential of 2.54 mV can be generated 
(Figure 10d). However, there is no response in the dark, indicating no interaction 

57

The Emerging of Hydrovoltaic Materials as a Future Technology: A Case Study for China
DOI: http://dx.doi.org/10.5772/intechopen.90377

exists between water and hybrid cell during the water flowing process. The authors 
think that the potential response should arise from the interaction between water 
and graphene/Si Schottky diode (the doping and dedoping at the front and rear 
side of water droplet, respectively) instead of the water-graphene interaction or the 
water-electrode interaction. Moreover, the negatively additional potential can be 
observed when the water flows toward Au electrode. This phenomenon should be 
attributed to the asymmetric potential profile of the graphene channel.

4.3 Harvesting Ocean wave energy

Due to the intermittency and randomness of raining, it is wise to harvest energy 
from the ocean wave energy. The ocean wave energy is renewable and inexhaustible 
because 70% of the Earth’s surface is covered by the ocean. The ocean wave energy 
is also called as blue energy [40]. Tan et al. fabricated a film type wave energy gen-
erator with graphene, carbon black, and polyurethane [25]. A voltage of > 20 mV 
and a current of > 10 μA are produced in a 15 cm2-sized generator. Moreover, the 
devices are sustainably stable upon persistent attack by waving ocean. The float-
ing devices on the sea can be packaged into the wave energy stations by series and 
parallel connections. Tan et al. further proposed a photo-induced charge boosting 
liquid-solid electrokinetic generator with a structure of polyurethane/graphene 
oxide-carbon black-multi-walled carbon nanotube/carbon quantum dots/copper 
(PU/GO-CB-MWCNT/CQDs/Cu) [41]. Under AM1.5 illumination, the voltage, cur-
rent, and power density achieved by this device are 0.1 V, 0.39 mA, and 26.6 mW/
m2, respectively. The working mechanism is described in Figure 11a-c. Due to the 
difference of Na+ and Cl− ions on adsorption energy, the EDL can be formed. Same 
as the principle of waving potential as above, the potential signal would change 
along with the seawater moving and the capacity change. Figure 11d presents an 
enlarged one-cycle electrical signal generation. When the seawater moves to the 

Figure 10. 
(a) The quasi-all-weather solar cell that can produce electricity from rain and sun [38]. (b) Power signals 
produced by dropping 0.6 M NaCl droplets on rGO film [38]. (c) Schematic structure of the 2D hybrid 
nanogenerator of graphene/SiO2/Si [θ = 30°, PDMS: Poly(dimethysiloxane)] [18]. (d) Voltage responses to the 
flow of DI water over graphene/Si Schottky diode in the dark and under room light illumination [18].  
(e) Voltage responses to the flow of DI water toward different directions [18].
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highest position, the maximum peak electricity signal is obtained. In this work, 
CQDs are used for visible light absorption in the range of 330–490 nm. Then more 
electrons can be excited, the surface electron density increased as in Figure 11e. 
The authors lastly proposed a circuit design for scaling up the power output in 
large-scale networks (Figure 11f). However, a cost-effective, stable, and promising 
scalable approach for efficiently harvesting ocean wave energy is an open question.

5. Challenges and perspectives

As shown in Table 1, the performance of reported HV devices based on the car-
bon materials is summarized. Even though the great progress has been achieved in 
recent years, there are several challenges to overcome in the future. The challenges 

Figure 11. 
(a) When the ocean wave meets with the PU/GO-CB-MWCNT/CQDs film, an EDL is generated due to the 
formation of Na+ cation layer and electron layer [25]. (b) When the ocean wave reaches the top of the film, a 
highest voltage can be observed due to the charge of EDL [25]. (c) When the ocean wave is falling downward, 
a decreasing voltage is obtained because of the discharging of EDL [25]. (d) the voltage and current change of 
HV cell in one cycle of ocean wave change [25]. (e) under illumination, the electron density is enhanced with 
CQDs through light excitation [25]. (f) Illustration of the HV networks assembled with HV cells in series and/
or parallel. This network can float on the ocean and harvest wave energy and solar energy [25].
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include the following: (i) the power is far from the need of practical applications. 
(ii) The stability and durability in real environment is not clear. (iii) It is difficult 
to achieve large-scale integrated applications. (iv) More advanced experimental 
technologies should be developed to reveal the unclear mechanism. (v) Non-carbon 
hydrovoltaic materials should be synthesized or constructed.

Nowadays, the research of hydrovoltaic materials and technologies is still in its 
infancy. To solve the above issues, we may try to follow the following approaches. 
(i) Understand the interaction mechanism between water and carbon for the fur-
ther improvement of hydrovoltaic device performance. This requires to controllably 
modify the electronic structure of carbon and manipulate the molecules/ions in 
flows. For example, heteroatom doping can be adopted to tune the electric proper-
ties. (ii) The composition and nanostructure of carbon materials can significantly 
affect the capability of electricity generation. Therefore the nanostructure should 
be optimized to enhance the effective surface area. Moreover, the composition 
tailoring can enhance the conductivity, reducing the loss during charge transport. 
(iii) To improve the output of hydrovoltaic devices, the carbon materials can be 
combined with other functional materials, such as photovoltaic materials, fer-
roelectric material, and piezoelectric materials. This route can additionally convert 
the solar energy and mechanical energy for higher voltage and current outputs. (iv) 
Develop new nanomaterials with hydrovoltaic properties. For example, graphdiyne 
as a new 2D carbon material has unique sp. and sp2 hybridized electronic structure, 
high theoretical conductivity, good chemical activity, good physical stability, and 
the intrinsic bandgap of ~0.5 eV. Moreover, the synthesis temperature is usually 
below 100°C. We believe this new carbon material will exhibit unique hydrovoltaic 
properties. (v) Some in situ and in operando technologies should be used to char-
acterize the interface between water and solid at atom/nano level, such as atomic 
force microscopy, infrared/Raman spectroscopy, AC impedance spectroscopy, and 
so on. Nevertheless, hydrovoltaic materials and technologies are very promising for 
harvesting energy in water. More research efforts should be devoted to realize the 
practical applications in the near future. In hydrovoltaic field, China stands in the 
forefront of the world. To realize the practical applications, the multidisciplinary 
collaboration in research, the government support, and the market promotion are 
urgent needed in the following decade years.

6. Conclusions

In summary, we introduced the water-carbon interactions and the popular 
mechanisms of hydrovoltaic effects and reviewed the recent progress of hydrovol-
taic devices. This field is in its infancy but is a promising direction in the future. 
Great achievements in moisture, droplet, flow, and evaporation-induced electricity 
generation have been gained. Since water evaporation is uninterrupted and avail-
able under any conditions, the hydrovoltaic devices have great advantages over 
other energy conversion devices if the power could meet the daily usage. As in 
Table 1, it is exciting that the optimized hydrovoltaic devices now can generate volt-
age of 3 V. We believe that the rapid growth will bring this emerging hydrovoltaic 
device into a viable and broad industry technology.

In China, the water resource is around 6% of the Earth’s water resource. 
However, 80% of the water resource is distributed in the South of China. Therefore 
the energy harvested from water through hydrovoltaic effect, not the conventional 
hydropower station, is an attracting and alternative approach in China because 
the hydrovoltaic effect can generate electricity from not only the water flow, but 
also the water moisture, droplet, and evaporation. This future technology is a very 
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highest voltage can be observed due to the charge of EDL [25]. (c) When the ocean wave is falling downward, 
a decreasing voltage is obtained because of the discharging of EDL [25]. (d) the voltage and current change of 
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CQDs through light excitation [25]. (f) Illustration of the HV networks assembled with HV cells in series and/
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include the following: (i) the power is far from the need of practical applications. 
(ii) The stability and durability in real environment is not clear. (iii) It is difficult 
to achieve large-scale integrated applications. (iv) More advanced experimental 
technologies should be developed to reveal the unclear mechanism. (v) Non-carbon 
hydrovoltaic materials should be synthesized or constructed.

Nowadays, the research of hydrovoltaic materials and technologies is still in its 
infancy. To solve the above issues, we may try to follow the following approaches. 
(i) Understand the interaction mechanism between water and carbon for the fur-
ther improvement of hydrovoltaic device performance. This requires to controllably 
modify the electronic structure of carbon and manipulate the molecules/ions in 
flows. For example, heteroatom doping can be adopted to tune the electric proper-
ties. (ii) The composition and nanostructure of carbon materials can significantly 
affect the capability of electricity generation. Therefore the nanostructure should 
be optimized to enhance the effective surface area. Moreover, the composition 
tailoring can enhance the conductivity, reducing the loss during charge transport. 
(iii) To improve the output of hydrovoltaic devices, the carbon materials can be 
combined with other functional materials, such as photovoltaic materials, fer-
roelectric material, and piezoelectric materials. This route can additionally convert 
the solar energy and mechanical energy for higher voltage and current outputs. (iv) 
Develop new nanomaterials with hydrovoltaic properties. For example, graphdiyne 
as a new 2D carbon material has unique sp. and sp2 hybridized electronic structure, 
high theoretical conductivity, good chemical activity, good physical stability, and 
the intrinsic bandgap of ~0.5 eV. Moreover, the synthesis temperature is usually 
below 100°C. We believe this new carbon material will exhibit unique hydrovoltaic 
properties. (v) Some in situ and in operando technologies should be used to char-
acterize the interface between water and solid at atom/nano level, such as atomic 
force microscopy, infrared/Raman spectroscopy, AC impedance spectroscopy, and 
so on. Nevertheless, hydrovoltaic materials and technologies are very promising for 
harvesting energy in water. More research efforts should be devoted to realize the 
practical applications in the near future. In hydrovoltaic field, China stands in the 
forefront of the world. To realize the practical applications, the multidisciplinary 
collaboration in research, the government support, and the market promotion are 
urgent needed in the following decade years.

6. Conclusions

In summary, we introduced the water-carbon interactions and the popular 
mechanisms of hydrovoltaic effects and reviewed the recent progress of hydrovol-
taic devices. This field is in its infancy but is a promising direction in the future. 
Great achievements in moisture, droplet, flow, and evaporation-induced electricity 
generation have been gained. Since water evaporation is uninterrupted and avail-
able under any conditions, the hydrovoltaic devices have great advantages over 
other energy conversion devices if the power could meet the daily usage. As in 
Table 1, it is exciting that the optimized hydrovoltaic devices now can generate volt-
age of 3 V. We believe that the rapid growth will bring this emerging hydrovoltaic 
device into a viable and broad industry technology.

In China, the water resource is around 6% of the Earth’s water resource. 
However, 80% of the water resource is distributed in the South of China. Therefore 
the energy harvested from water through hydrovoltaic effect, not the conventional 
hydropower station, is an attracting and alternative approach in China because 
the hydrovoltaic effect can generate electricity from not only the water flow, but 
also the water moisture, droplet, and evaporation. This future technology is a very 
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Materials Substrate Solution Flow type Potential 
(mV)

Current 
(μA)

Refs.

GO film / DI water Moisture 700 25 [42]

GO framework / DI water Moisture 260 / [16]

GO film / DI water Moisture 1500 136 [43]

GO film / DI water Moisture 700 0.2 [44]

GO / DI water Moisture 340 ~1 [45]

GO nanoribbon / DI water Moisture 40 300 [46]

GQDs PET DI water Moisture 270 / [14]

Wrinkled graphene SiO2/Si NaCl Moisture 20 0.045 [17]

Monolayer reduced GO ITO/PET Simulated 
raindrops

Droplet 0.1 0.49 [38]

Graphene/carbon 
black/PTFE

ITO/FTO Simulated 
raindrops

Droplet 0.228 5.97 [18]

Monolayer graphene SiO2/Si DI water Droplet 28.14 1800 [39]

Monolayer graphene PVDF DI water Droplet 100 / [47]

Monolayer graphene SiO2/Si DI water Droplet 10 0.5 [48]

Nitrogen-doped 
graphene

SiO2/Si DI water Droplet 380 / [49]

Graphene grid PDMS NaCl Droplet 0.1 / [50]

Monolayer graphene SiO2/Si NaCl Droplet 0.15 / [11]

Monolayer graphene PET etc. NaCl Droplet 500 / [51]

Graphene foam / DI water Flow 0.001 100 [52]

Reduced GO Paper-pencil DI water/MgCl2 Flow 280 812.5 [53]

Graphene/carbon black Glass, etc. Simulated 
waving

Flow 11.14 3 [25]

Monolayer graphene PET NaCl Flow 100 11 [10]

Carbon black Quartz DI water Flow 1000 0.15 [29]

Graphene hydrogel 
membrane

/ NaCl Flow / 0.002 [54]

Few-layer graphene SiO2/Si HCl Flow 25 340 [55]

Few-layer graphene SiO2/Si HCl Flow 120 / [56]

Pair of graphene sheets / NaCl Flow 1000 2 [24]

Aligned CNT fiber / NaCl Flow 341 / [22]

Carbon black film DI water Evaporation 1000 / [29]

Carbon Film Al2O3 DI water Evaporation 1000 0.6 [57]

Graphene/carbon cloth / NaCl Evaporation 370 / [58]

Carbon black-glass 
fiber hybrid film

/ DI water Evaporation 3000 / [30]

Partially reduced GO 
sponge

/ DI water Evaporation 630 ~100 [59]

PMMA, polymethyl methacrylate; PVDF, polyvinylidene fluoride; ITO, indium tin oxide; FTO, fluorine-doped tin 
oxide; PDMS, polydimethylsiloxane.

Table 1. 
Performance summary of reported hydrovoltaic devices based on the carbon materials.
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promising solution in the North of China. More importantly, this future technology 
can harvest ocean wave energy for island power supply in Chinese waters.
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Abstract

Humanity is facing a gloomy scenario due to global warming, which is increasing
at unprecedented rates. Energy generation with renewable sources and electric
mobility (EM) are considered two of the main strategies to cut down emissions of
greenhouse gasses. These paradigm shifts will only be possible with efficient energy
storage systems such as Li-ion batteries (LIBs). However, among other factors,
some raw materials used on LIB production, such as cobalt and lithium, have
geopolitical and environmental issues. Thus, in a context of a circular economy, the
reuse of LIBs from EM for other applications (i.e., second-life batteries, SLBs) could
be a way to overcome this problem, considering that they reach their end of life
(EoL) when they get to a state of health (SOH) of 70–80% and still have energy
storage capabilities that could last several years. The aim of this chapter is to make
a review of the estimation methods employed in the diagnosis of LIB, such as SOH
and remaining useful life (RUL). The correct characterization of these variables is
crucial for the reassembly of SLBs and to extend the LIBs operational lifetime.

Keywords: second-life batteries, RUL/SOH estimation, circular economy,
energy storage, Li-ion battery

1. Introduction

The Sustainable Development Goals (SDGs) are a call to action against global
issues in the twenty-first century [1] such as climate change, geopolitical topics,
overgrowing population, increasing energy demand, and resource scarcity, among
others [2]. According to the International Energy Agency (IEA) statistics, the elec-
tricity and heat producers and transport sector are the largest greenhouse gas
emitters, with at least 90% of the total CO2 emissions [3, 4]. In 2018, above 26% of
electric energy was generated from renewable sources (RSs) [5]. However, this
percentage is still low in order to maintain global warming below the 2°C increment
threshold stated in the 2015 Paris Agreement [6]. Taking this into account, its clear
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that humanity must implement disruptive strategies to tackle these challenges. In
this regard, electricity generation with RSs and electric mobility (EM) have become
two of the main mechanisms for the decarbonization of the power and mobility
sectors. In this context, electrochemical energy storage (EES) is a fundamental
technology to realize these energy transitions by coupling both sectors in this time
in history and transforming RSs from an alternative to a reliable source.

The most familiar EES devices are batteries. Compared to other energy storage
mechanisms, the energy capacity of batteries is relatively low, but its efficiency is high
(>95%) [7]. This makes batteries an ideal energy storage system for small- and large-
scale applications [8]. According to Garcia-Tamayo [9], the convenience of batteries
lies in the wide range of sizes in which they may be manufactured or assembled into
packs, their ability to supply electrical power instantly, their portability (for smaller
sizes), and the option of single-use or multiple-use units. TheWorld Economic Forum
reported that batteries could enable 30% of the required CO2 reductions in the trans-
port and power sectors, provide access to electricity for 600 million people who
currently lacking access, and create 10 million safe and sustainable jobs around the
world [10]. Also, since the use of internal combustion engine (ICE) vehicles accounts
for a large portion of the daily energy consumption, a continuous increase of batteries
through electric vehicle (EV) adoption might lead to improve grid stabilization.

Li-ion batteries (LIBs) are the most common batteries available at present
and are found in almost all commercial EVs today. The battery packs inside
a vehicle are composed of modules connected in series or parallel to reach the
energy output and power required. Each module, on its turn, is also composed of
Li-ion cells connected in series or parallel. Thus, a Li-ion cell acts as a fundamental
brick of today’s battery systems. A schematic illustration can be found in Figure 1.
When an electrical load (i.e., electric vehicle, solar panel/electrical grid) is plugged
and the circuit closed, during discharge, electrons (green circles) flow from the
anode to cathode creating an electronic current. Likewise, Li-ions (yellow
circles) are flowing in the same direction (from anode to cathode), thus converting
chemical energy into electrical energy. Ions move between the electrodes by means
of an electrolyte which has the property to be a good electronic insulator and good
ionic conductor. As a liquid electrolyte is used in most of the cases, a separator is
placed in the middle in order to maintain an even spacing between both electrodes.
This separator must provide blocking of electronic current and permeation of its
ionic analogue. The process shown in the schematic occurs during cell discharge.
During charge, an external voltage is applied to the circuit, forcing electrons and

Figure 1.
Schematic of a Li-ion cell during discharge.
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ions to flow from the cathode to anode. This process is performed to convert
electrical energy back to chemical energy.

In general, commercial LIBs have highly pure graphite as active material for
anode and different transition metal oxide lithium compounds as active material for
cathode, such as LiNi0.33Mn0.33Co0.33O2 (NMC 111), LiFePO4 (LFP), and LiCoO2

(LCO), among others. All these cathode materials are found in commercial batteries
and are referred to in the literature as battery or cathode chemistries. However, it
is important to clarify that all of them are LIB technologies.

Despite the positive attributes previously described for LIB systems, there are
also a set of critical characteristics that affect the battery behavior with time and as
a result of their usage. The sum of these effects is a process commonly referred in
literature as battery degradation or aging, which affects the cells’ ability to store
energy and meet power demands and, ultimately, leads to their end of life (EoL).
LIBs are sensitive to the way they are charged and discharged, especially in extreme
conditions such as overcharge and deep discharge as they increase the aging effect.
Thus, it is of outmost importance for any device powered by LIBs to be informed of
the amount of energy that can be stored and the power that can be provided by the
battery at any point in time. However, the rates at which these variables degrade
over time cannot be directly measured in real applications, so they must be inferred
indirectly using methods and models that use input data that can be measured
during charge or discharge operations.

Degradation in Li-ion cells is caused by a large number of physical and chemical
mechanisms, such as active material particle cracking during Li-ion insertion and
de-insertion, formation of a passivating layer on the anode/electrolyte interphase
during the first cycles (solid electrolyte interphase, SEI), SEI decomposition and
precipitation in the electrolyte, lithium plating and dendrite formation that could
cause internal short circuit, and dissolution of transition metals from the cathode in
the electrolyte, among multiple others. Multiple reviews can be found in the litera-
ture summarizing and describing in detail these aging mechanisms [11–13].

Fabrication of LIBs uses key and critical raw materials, whose exploitation and
market are associated to unequal distribution of the mineral resources in the world
[14]. Although lithium is a key ingredient in LIBs, manufacturers commonly use
lithium carbonate or lithium hydroxide in batteries rather than pure metallic lith-
ium. They also include other metals, such as cobalt, graphite, manganese, and
nickel. Among them, cobalt and lithium are the most constrained materials [15],
and nickel is important in recycling and is highly toxic to the environment.
According to the US Geological Survey, worldwide lithium supply had an increase
of around 23% from 2017 to 2018, coming in at 85,000 metric tons (MT) of lithium
content [16]. Harper et al. estimated that the 1 million EVs that were sold in 2017
together account for nearly 250,000 MT of batteries [17]. BloombergNEF recently
reported that 2 million EVs were sold in 2018, from just a few thousand in 2010, and
there is no sign of slowing down. Annual passenger EV sales are forecasted to rise
to 10 million in 2025, 28 million in 2030, and 56 million by 2040 [18].

In a rough approximation, if a full electric vehicle with a 33-kWh battery pack
requires ≈ 5.3 kg of Li, just the EVs sold in 2018 may have required ≈10,600 MT of
lithium content. If battery capacities will have an increase of at least 1.8 times by
2025 (i.e., in 6 years the capacity for the Ford Focus EV raised from 23 kWh in
2012 to 33.5 kWh in 2018, while the Renault Zoe changed from 22 kWh in 2012 to
51 kWh in 2019), the EV market will require ≈93,000 MT of lithium content
(assuming the design or battery chemistries will not change over time), exceeding
current world production. Therefore, there is still not a clear way to use less metal
without compromising life span or energy storage capacity.
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that humanity must implement disruptive strategies to tackle these challenges. In
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ionic analogue. The process shown in the schematic occurs during cell discharge.
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Figure 1.
Schematic of a Li-ion cell during discharge.
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ions to flow from the cathode to anode. This process is performed to convert
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At present, EV batteries, most of them based on Li-ion technology, have a useful
lifetime (defined by the loss of capacity due to degradation until they reach 80% of
their nominal capacity) of around 300–15,000 cycles, depending on the conditions
in which the battery is charged and discharged [19]. However, it is likely that they
will be changed before they reach the 80% threshold not because they do not work
properly but because there are other battery technologies and chemistries that will
get better in the near future. For example, a recent study by Professor Jeff Dahn’s
group at Dalhousie University and Tesla Canada presented a LIB testing benchmark
where they included a battery with a lifetime of around 4600 cycles (1.600,000 km
driving range), at extreme discharging conditions (i.e., bringing the battery to a full
discharge in each cycle), which could also be employed in energy storage for
20 years after reaching its EV end of life [20]. Still, even if novel batteries will get
more cost-effective and safer, the battery manufacturing processes remain energy-
intensive [21].

When EV batteries reach their end of life, i.e., when they reach the 80% thresh-
old, they can still store enough energy and can operate perfectly in other uses,
opening the possibility to extend their operational lifetime into a second one. Such
use has been recently termed as second-life batteries (SLBs). SLB management and
their possible applications are receiving a lot of attention because they could serve
as a tool against the issue of ‘waste’ batteries being stored before repurposing or
final disposal and could also save many tasks related with the managing, chemical
and mechanical dismantling, and separation processes that recycling entails. To put
it in perspective, the future 10 million EVs that will be sold in 2025 [18] account for
nearly ≈2,200,000 MT of batteries [22], which, in the absence of a second life,
would otherwise end up as waste. Moreover, in the waste management hierarchy,
reuse is considered preferable to recycling [17].

According to the Advanced Battery Consortium (USABC), and in most literature
related to electric mobility [23], the end of life for an EV battery is defined as a 20%
drop of cell capacity from the nominal value or a 20% drop from the rated power
density at 80% depth of discharge (DoD, defined as the fraction or percentage of
the capacity which has been removed from the fully charged battery). Nonetheless,
among other factors, from an electrical and electrochemical standpoint, in order to
classify the delivery of SLBs as a capable and efficient energy storage system, its
remaining capacity, power, and functionality must be properly identified.

A circular economy framework diagram for LIBs is shown in Figure 2: (i) Used
batteries from EVs that have reached their end of first life are collected. Usually
their state of health (SOH) is unknown but should be around 80%. (ii) SOH testing
of the battery pack/module/cell is needed to characterize its remaining capacity as
compared to its initial capacity. (iii.a) The battery is depleted if the SOH is less than
40%, (iii.b) It is still usable if SOH is greater than 40%. (iv) The battery is sent for
repurposing. If needed it might be broken down into its fundamental parts (cells) to
connect it in series or parallel to obtain the desired energy output power for each
specific application. (v) At this point, the repurposed system becomes a second-life
battery and is placed on the market as a new product to serve in a second-life
application. (vi) The SLB is collected after reaching its end of second life, and step
(ii) is repeated to check if a third-life application is possible. (vii) If not, the battery
is sent for recycling where the raw materials will be recovered and restored. Finally,
the recovered materials are sent for the remanufacture of new products such as the
production of new Li-ion batteries (where the whole cycle would start over).

It is important to remark that step (ii), i.e., SOH testing, is crucial to determine if
the battery is depleted and immediately goes to recycling or if it may be used as a
SLB for other applications. In this chapter, we will review the diagnostic and
prognostic methods needed to estimate the battery current storage capacity, the
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state of health, and the remaining useful life (RUL), which are key variables that
will provide the inputs needed to define possibilities for SLB applications.

2. Review methodology

A systematic review methodology was employed as a screening method to select
the information. Scopus was used as scientific database, using the following key-
words as query string: Li-ion-batteries AND soh OR rul AND estimation methods
AND electrochemical model OR second-life batteries. These keywords were chosen
to narrow the scope of this review chapter to those focusing only on estimation
methods that could be extended from SOH percentages below the 70–80% electric
mobility threshold to scenarios for stationary energy storage applications that use
SOH percentages that can go as low as 40%. This screening method resulted in 152
articles. A further selection was done after analyzing the title, abstract, keywords,
and paper content. We identified and analyzed 15 papers which included journals
and conference proceedings. The selected 15 references were studied in detail to
extract useful information such as type of estimation method, estimated variables
(SOH/RUL), experimental conditions, minimum SOH reached, and reported error.

3. Estimation methods

Before reviewing and establishing a classification of the estimation methods, it is
important to provide definitions of the main variables found in the literature.

State of health is a percentage that measures the remaining capacity of an aged
battery compared to the capacity when it was fresh. It is defined by Eq. (1).

SOH ¼ Q actual

Q nominal
� 100% (1)

where Q actual and Q nominal represent the actual capacity and the nominal
capacity, respectively.

Figure 2.
Li-ion battery circular economy framework diagram.
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Remaining useful life is an estimation of the remaining time or number of cycles
until the SOH of a battery reaches a specific threshold usually defined by an appli-
cation. For example, in electric mobility, it is calculated until the SOH reaches 80%.
Although in the literature some authors define the RUL as the time in which the
SOH of the batteries reaches 0% [24], there are few articles in which the SOH is
estimated below the 80% threshold.

One of the main aspects for RUL estimation is to have an accurate knowledge of
the current battery state of health [25]. In the case of RUL for SLBs, it is crucial to
know the minimum SOH requirements for each application in order to estimate the
number of cycles or the remaining time that the batteries will last [26, 27].

In general, estimation methods for SOH and RUL are described separately in the
literature [28–30]. Some authors have classified battery models for SOH diagnosis
as electrochemical, electrical, and mathematical models [31], while others have
grouped them as direct measurements, model-based, and adaptive techniques [32].
Similar categorizations can be found in the literature for RUL estimation methods
and have been organized as adaptive filter, intelligent, and stochastic techniques [28].
Particularly, the classifications made by Saidani et al. [33] and Liao et al. [34] are
interesting as they introduce a comprehensible way to group both SOH and RUL
estimation methods in three categories, based on system theory concepts: white-box,
black-box, and gray-box methods (see Figure 3). In general, these concepts refer to
the level of theoretical or experimental knowledge needed to describe or model a
process. Each set will be discussed in detail, but in summary white-box methods try
to elucidate what happens inside a battery in terms of aging and degradation, while
black-box methods employ mathematical and stochastic equations to establish cor-
relations between intrinsic electrochemical mechanisms and external variables that
can be easily measured. Gray-box methods are hybrid prognostics between white-
and black-box methods where both internal mechanisms of batteries and data-
driven models are integrated.

3.1 White-box methods

White-box models refer to methods that consider internal reactions and aging
mechanisms of the batteries, which include physicochemical, electrochemical, and
thermodynamic theories [35]. For instance, Fu et al. [36] developed a degradation
model based on partial differential equations (PDEs) that estimate the capacity

Figure 3.
Classification of SOH and RUL estimation methods.
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fade using three key parameters: (i) the volume fraction of accessible material in
the anode, (ii) ionic and electronic resistance of the solid electrolyte interphase
and deposited layers on the electrode surfaces, and (iii) diffusion coefficient of
the electrolyte. These parameters must be estimated through experimental tests
and validated by characterization techniques such as scanning electron micros-
copy, X-ray diffraction, or X-ray photoelectron spectroscopy for each battery
chemistry. This model exemplifies two of the main disadvantages of white-box
methods: the need to estimate a lot of parameters and the solution of complex PDE
systems. Most of the times, white-box methods derive results that are not cost-
effective [33, 37].

Similarly, Gao et al. [38] proposed an electrochemical aging model that estimates
the capacity fade considering the change of the open-circuit voltage (OCV) over the
life span of a Li-ion battery. They reported a maximum error of about 2% for
different batteries charged and discharged at different current rates (C-rates),
namely, 1C, 2C, and 3C. However, this error tends to increase at the final phase of
the cycling test. Likewise, with the purpose of reducing the complexity of electro-
chemical models, there are other methods such as single-particle models (SPMs),
which assume each electrode as a single particle in order to obtain an ordinary
differential equation system that models the Li-ion battery behavior [39–41]. SPMs
have been integrated with a capacity degradation model coupled to a chemical/
mechanical degradation mechanism that allows the prediction of the capacity fade
as a function of battery temperature and cycling. The root mean squared errors
(RMSEs) in these estimation methods were 7:21� 10�3, 7:43� 10�3, and
10:3� 10�3 for LiFePO4 (cathode)/graphite (anode) batteries tested at 15, 45, and
60°C, respectively [42].

On the other hand, white-box methods have not been used for RUL estimation
due to the reasons mentioned above, i.e., because of the complexity of the models
and the fact that cycles are not explicit on most of this type of methods. Thus, it is
difficult to obtain parameters for SLBs’ RUL because the information of the batte-
ries on their fresh state is normally unknown [43]. However, some authors have
used empirical approximations, such as Arrhenius equation (takes temperature as
an accelerated aging factor) and power law (takes mechanical/electrical stress as
an accelerated aging factor), to model capacity loss on batteries as a function of
cycle number [30, 44].

As a result, the implementation of these methods on SLBs has been relegated
since most of them do not consider the C-rate as an explicit parameter on their
aging models. SOH and RUL estimation for SLBs should consider the load profile of
each future application in terms of the current (amperes) needed [26, 45]. These
methods have been developed for automotive applications where batteries reach
their EoL when they get to a state of health of 70–80% [46] and where the capacity
degradation is approximately linear until this SOH threshold, as shown in Figure 4.
After this point, the aging behavior changes and nonlinearities start to
appear [47, 48].

3.2 Black-box methods

Black-box methods take advantage of data-driven models that establish rela-
tionships between unknown intrinsic electrochemical mechanisms and external
measurable variables of a Li-ion battery (e.g., voltage, current, temperature, capac-
ity) [23]. These methods extract relevant aging features and construct degradation
models based on mathematical and stochastic equations to estimate the SOH and
thus predict the RUL [49]. Indeed, aging feature extraction is crucial to obtain
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fade using three key parameters: (i) the volume fraction of accessible material in
the anode, (ii) ionic and electronic resistance of the solid electrolyte interphase
and deposited layers on the electrode surfaces, and (iii) diffusion coefficient of
the electrolyte. These parameters must be estimated through experimental tests
and validated by characterization techniques such as scanning electron micros-
copy, X-ray diffraction, or X-ray photoelectron spectroscopy for each battery
chemistry. This model exemplifies two of the main disadvantages of white-box
methods: the need to estimate a lot of parameters and the solution of complex PDE
systems. Most of the times, white-box methods derive results that are not cost-
effective [33, 37].

Similarly, Gao et al. [38] proposed an electrochemical aging model that estimates
the capacity fade considering the change of the open-circuit voltage (OCV) over the
life span of a Li-ion battery. They reported a maximum error of about 2% for
different batteries charged and discharged at different current rates (C-rates),
namely, 1C, 2C, and 3C. However, this error tends to increase at the final phase of
the cycling test. Likewise, with the purpose of reducing the complexity of electro-
chemical models, there are other methods such as single-particle models (SPMs),
which assume each electrode as a single particle in order to obtain an ordinary
differential equation system that models the Li-ion battery behavior [39–41]. SPMs
have been integrated with a capacity degradation model coupled to a chemical/
mechanical degradation mechanism that allows the prediction of the capacity fade
as a function of battery temperature and cycling. The root mean squared errors
(RMSEs) in these estimation methods were 7:21� 10�3, 7:43� 10�3, and
10:3� 10�3 for LiFePO4 (cathode)/graphite (anode) batteries tested at 15, 45, and
60°C, respectively [42].

On the other hand, white-box methods have not been used for RUL estimation
due to the reasons mentioned above, i.e., because of the complexity of the models
and the fact that cycles are not explicit on most of this type of methods. Thus, it is
difficult to obtain parameters for SLBs’ RUL because the information of the batte-
ries on their fresh state is normally unknown [43]. However, some authors have
used empirical approximations, such as Arrhenius equation (takes temperature as
an accelerated aging factor) and power law (takes mechanical/electrical stress as
an accelerated aging factor), to model capacity loss on batteries as a function of
cycle number [30, 44].

As a result, the implementation of these methods on SLBs has been relegated
since most of them do not consider the C-rate as an explicit parameter on their
aging models. SOH and RUL estimation for SLBs should consider the load profile of
each future application in terms of the current (amperes) needed [26, 45]. These
methods have been developed for automotive applications where batteries reach
their EoL when they get to a state of health of 70–80% [46] and where the capacity
degradation is approximately linear until this SOH threshold, as shown in Figure 4.
After this point, the aging behavior changes and nonlinearities start to
appear [47, 48].

3.2 Black-box methods

Black-box methods take advantage of data-driven models that establish rela-
tionships between unknown intrinsic electrochemical mechanisms and external
measurable variables of a Li-ion battery (e.g., voltage, current, temperature, capac-
ity) [23]. These methods extract relevant aging features and construct degradation
models based on mathematical and stochastic equations to estimate the SOH and
thus predict the RUL [49]. Indeed, aging feature extraction is crucial to obtain
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accuracy estimations with these kinds of methods [50]. Jiang et al. [51] tested six
LiFePO4 batteries, scrapped from a retired battery pack of an EV, with different
load profiles simulating frequency regulation and peak shaving applications. They
used the incremental capacity analysis (ICA) obtained from a curve of voltage (V)
vs. charge/discharge capacity (Q) using Eq. (2), to develop a linear regression,
constructed with the ordinary least squares (OLS) method, that could correlate
features from the IC curve and the battery SOH. They obtained a mean absolute
error and maximum error within 2%. Similarly, Quinard et al. [52] concluded that
the ICA technique, used for SOH estimation in SLBs, has a high dependence on
the C-rate (i.e., an inverse relationship between C-rate and accuracy). They
reported a maximum absolute error of 5%.

IC ¼ dQ
dV

(2)

Likewise, machine learning algorithms have been widely used in battery prog-
nostics as these techniques can extract patterns from battery datasets, such as those
from NASA [53] and University of Oxford [54], where batteries were tested at
different aging conditions (C-rates and temperature). Support vector machines
(SVM) [55], artificial neural networks [56, 57], and fuzzy logic [58] are some of the
strategies used for SOH estimation. Nevertheless, to guarantee low-error predic-
tions and robustness against noise, machine learning algorithms need an amount of
cycling data corresponding to at least 25% of the whole battery life span [59], which
could take months or years to be generated.

Taking this into account, Cai et al. [60] developed a novel method based on a
combination of SVM for regression (SVR) and a genetic algorithm that employs
short-term features extracted from the voltage response under a current pulse test
that lasts just 18 seconds. Therefore, this process can be implemented in real SLB
applications. As a result, they obtained a minor RMSE of 19.12 � 10�3 for a battery
with a LiFePO4 chemistry compared to a RMSE of 24.8 � 10�3 obtained by a
traditional SVR-based model for a LiCoO2 chemistry [61].

Figure 4.
Illustrative capacity degradation curve for a common Li-ion battery at its first and second life.
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Another strategy that has been used to address the issues for these data-driven
methods was proposed by Tang et al. [62]. They developed a model migration-
based algorithm to predict the battery aging trajectory and the RUL with a notable
reduction of experimental tests. This approach generates a well-known base model
with enough data that is then employed in an analogous process with less available
data. In this case, the base model takes advantage of accelerated aging tests, while
the analogous process uses normal aging tests. As a highlight, they reached a RMSE
of about 2% in RUL prediction making use of 15% of the aging data.

It is important to mention that some data-driven models extract multiple
features from LIBs that do not necessarily enhance the prediction due to an emer-
gence of redundant information [63], whereby a sliding window-based feature
extraction [63] and false nearest neighbor [64] algorithms have been implemented.

3.3 Gray-box methods

Gray-box methods are hybrid prognostics between white and black methods.
In other words, this category integrates both internal mechanisms of batteries and
data-driven models. Liao et al. [65] stipulated that including general aging progres-
sion (white-box methods) improves the prediction accuracy of black-box methods.
Equivalent circuit models (ECM) have been commonly used to simulate internal
parameters such as electrochemical systems in battery management systems (BMS)
[45, 66]. For instance, Wei et al. [61] modeled the capacity and impedance degra-
dation parameters using SVR and ECM, respectively. Also, they employed particle
filter (PF) to improve the SVR simulation. Tracking these aging characteristics, they
estimated SOH and RUL with a high accuracy compared to an artificial neural
network-based model. Likewise, references [67, 68] developed a promising modi-
fied PF algorithm that avoids particle degradation. For example, Shi et al. [68]
demonstrated that improved unscented PF (IUPF) had better accuracy than
unscented Kalman filter (UKF) and unscented particle filter (UPF) model predic-
tion of ohmic internal resistance (Ro) and SOH.

In the same way, Tian et al. [69] tested three commercial LiNi0.33Mn0.33Co0.33O2

(NMC) batteries, considering the effect of temperature and discharge rate on aging
cycle, to develop an on-board SOH estimation. Their model consisted in a fractional
order model (FOM) using Thevenin ECM with the forgetting factor recursive
expanded least square (FFRELS) method to estimate the open-circuit voltage which
was then correlated to the SOH using the ICA method. Their proposed method
obtained a capacity fade with an error of less than 3.1%, independent of the C-rate
aging cycles.

Similarly, Guo et al. [70] used an EDKF-based model and second-order RC
circuit model to estimate the SOH, obtaining a maximum error below 4%. Hu et al.
[71] achieved accurate results for SOH estimation with a relative error within 3%,
using a modified moving horizon estimation (mMHE) method integrated to
first-order RC ECM.

3.4 Estimation method summary

A comparative summary of the SOH and RUL estimation methods mentioned
above, which are included in the 15 references that resulted from the screening
method described in the review methodology, can be seen in Table 1. For each
method, it compares the employed aging feature and the reported error. Finally,
there is a column for the minimum SOH reached in order to identify promising
methods for SLB estimation.
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the analogous process uses normal aging tests. As a highlight, they reached a RMSE
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dation parameters using SVR and ECM, respectively. Also, they employed particle
filter (PF) to improve the SVR simulation. Tracking these aging characteristics, they
estimated SOH and RUL with a high accuracy compared to an artificial neural
network-based model. Likewise, references [67, 68] developed a promising modi-
fied PF algorithm that avoids particle degradation. For example, Shi et al. [68]
demonstrated that improved unscented PF (IUPF) had better accuracy than
unscented Kalman filter (UKF) and unscented particle filter (UPF) model predic-
tion of ohmic internal resistance (Ro) and SOH.

In the same way, Tian et al. [69] tested three commercial LiNi0.33Mn0.33Co0.33O2

(NMC) batteries, considering the effect of temperature and discharge rate on aging
cycle, to develop an on-board SOH estimation. Their model consisted in a fractional
order model (FOM) using Thevenin ECM with the forgetting factor recursive
expanded least square (FFRELS) method to estimate the open-circuit voltage which
was then correlated to the SOH using the ICA method. Their proposed method
obtained a capacity fade with an error of less than 3.1%, independent of the C-rate
aging cycles.

Similarly, Guo et al. [70] used an EDKF-based model and second-order RC
circuit model to estimate the SOH, obtaining a maximum error below 4%. Hu et al.
[71] achieved accurate results for SOH estimation with a relative error within 3%,
using a modified moving horizon estimation (mMHE) method integrated to
first-order RC ECM.

3.4 Estimation method summary

A comparative summary of the SOH and RUL estimation methods mentioned
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3.5 Brief discussion on the adaptability of EV estimation methods to SLBs
estimation methods

As it has been discussed throughout this chapter, there is a lack of literature for
SOH and RUL estimation methods validated for SLBs. In contrast, SOH and RUL
variables have been extensively studied for first-life applications for EVs. Although
some published works have developed approaches for diagnosis and prognostics of
SLBs applied to real second-life scenarios, such as [26, 51, 52, 56, 77], we wanted to
check if a SOH estimation method developed for EV application, designed for a
SOH value of 80%, could be extended to SOH values below this threshold. Hence,
the black-box method proposed by Zhou et al. [75] was used for this purpose. This
method calculates the integral under the constant current section of a current–
voltage curve, which was obtained using the constant current-constant voltage
(CCCV) charging protocol as an aging feature. Figure 5 shows the SOH estimation
for a battery with LiCoO2 chemistry until SOH values as low as 65%. An RMSE of
0.2140 was obtained. Therefore, the authors believe that SOH and RUL estimation
methods commonly employed for electric vehicle applications could be extended to
estimate these variables in SLBs. However, to guarantee a better accuracy, different
battery degradation behaviors must be considered depending on the load profile for
each future use.

4. Conclusions and final remarks

Electrochemical energy storage in the form of Li-ion batteries is proving to be a
fundamental technology to catalyze an energy transition towards renewables and
electric mobility. The EV worldwide fleet, and thus the amount of batteries, is
expected to grow considerably in the following years. When EV batteries reach

Figure 5.
SOH estimation results for battery #5 from NASA dataset [53]. Model constructed using data before battery
reach the 80% of its nominal capacity (authors’ results).
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3.5 Brief discussion on the adaptability of EV estimation methods to SLBs
estimation methods

As it has been discussed throughout this chapter, there is a lack of literature for
SOH and RUL estimation methods validated for SLBs. In contrast, SOH and RUL
variables have been extensively studied for first-life applications for EVs. Although
some published works have developed approaches for diagnosis and prognostics of
SLBs applied to real second-life scenarios, such as [26, 51, 52, 56, 77], we wanted to
check if a SOH estimation method developed for EV application, designed for a
SOH value of 80%, could be extended to SOH values below this threshold. Hence,
the black-box method proposed by Zhou et al. [75] was used for this purpose. This
method calculates the integral under the constant current section of a current–
voltage curve, which was obtained using the constant current-constant voltage
(CCCV) charging protocol as an aging feature. Figure 5 shows the SOH estimation
for a battery with LiCoO2 chemistry until SOH values as low as 65%. An RMSE of
0.2140 was obtained. Therefore, the authors believe that SOH and RUL estimation
methods commonly employed for electric vehicle applications could be extended to
estimate these variables in SLBs. However, to guarantee a better accuracy, different
battery degradation behaviors must be considered depending on the load profile for
each future use.

4. Conclusions and final remarks

Electrochemical energy storage in the form of Li-ion batteries is proving to be a
fundamental technology to catalyze an energy transition towards renewables and
electric mobility. The EV worldwide fleet, and thus the amount of batteries, is
expected to grow considerably in the following years. When EV batteries reach

Figure 5.
SOH estimation results for battery #5 from NASA dataset [53]. Model constructed using data before battery
reach the 80% of its nominal capacity (authors’ results).
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their end of life (SOH ≈ 80%), they can still store enough energy and can be used in
other applications as second-life batteries. Otherwise, they would end up as waste.
It is in this context, under a circular economy scenario, that retired EVs are
regarded as a primary source of SLBs. In order to do this, an accurate estimation of
the state of health and remaining useful life is crucial to determine if the battery is
depleted and goes to recycling or if it may be used as a SLB. Thus, sophisticated
SOH and RUL estimation methods are needed to guarantee the correct performance
of SLBs in different applications.

In this review chapter, we classified these methods in three categories, namely,
white-box, black-box, and gray-box, which refer to the level of theoretical or
experimental knowledge needed to describe the aging process in batteries. Each
category has its advantages and disadvantages, and its implementation will ulti-
mately depend on the context it will be applied. White-box methods, which are
usually employed in laboratory environments, are important because they elucidate
what happens inside a battery in terms of aging/degradation, and, usually, the
estimation errors are lower. However, they imply the use of complex physicochem-
ical and mathematical models and require a higher computational cost. Black-box
methods, commonly employed in commercial battery management systems, make
use of mathematical and stochastic equations to establish correlations between
intrinsic electrochemical mechanisms and external variables that can be easily mea-
sured. Although their computational cost is usually low, they need a high amount of
data to establish these correlations. Finally, gray-box methods, which are hybrid
prognostics between white- and black-box methods, are considered as a promising
alternative for more accurate SOH/RUL estimation as they take into account both
internal mechanisms of batteries and data-driven models.

In conclusion, although there is a lack of literature for SOH and RUL estimation
methods for SLBs, extensive diagnostic and prognostic approaches have been
developed for EV applications. The authors believe that some of these methods
could be extended to estimate these variables in SLBs. However, to guarantee a
better accuracy, different battery degradation behaviors must be considered
depending on the energy loads of each future use. Nevertheless, batteries intended
to be repurposed in second-life applications will have to compete, at the end of their
first life, with improved battery technologies and chemistries that will be likely
produced at lower costs in the near future.
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Chapter 5

Leveraging Integrated
Model-Based Approaches to
Unlock Bioenergy Potentials in
Enhancing Green Energy and
Environment
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Abstract

In the quest for a green economy, bioenergy has become a central component due
to its ability to minimize depletion of natural energy resources and enhance environ-
mental sustainability. However, the integration of bioenergy for a green economy has
often led to policy resistance, the tendency for solutions to cause disastrous side
effects on other aspects of the system that were not envisaged. The use of integrated
model-based approaches for selection, design, and analysis of technological alterna-
tives for bioenergy production would significantly enhance the systems’sustainability
by optimizing design and operation, improving growth and profitability, and
enabling a more synergistic interaction between the engineering and the macroeco-
nomic aspects of bioenergy production systems. This chapter is designed to develop
model-based methodological frameworks that will support sustainable decision mak-
ing by all stakeholders involved in the design, operation, and commercialization of
bioenergy production systems. Practical case studies are presented for bioethanol,
biomethane, and synthetic gas production.

Keywords: system thinking, model identification and analysis, bioreactor
synthesis, performance targeting, and economics

1. Introduction

1.1 Bioenergy as a source of sustainable energy

Increasing concerns about depletion of natural resources, precarious nature of
waste management and sanitation challenges, as well as environmental deterioration
and climate change, have led to a growing interest by many countries to switch to
renewable energy technologies. Consequently, the last two decades have seen a rapid
implementation of new renewable energy systems, followed by integration of renew-
able energy into plants where fossil fuels exist. Amongst the existing renewable energy
technologies, bioenergy systems are of special significance, because in addition to
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being able to generate renewable energy, these systems also breakdown pollutants as
well as recycle valuable nutrients found in organic waste [1]. Recent studies have
confirmed that the bioenergy technology is robust and offers a great potential not only
to reduce energy poverty through the provision of green energy but also enhance a
green environment by reducing emissions associated with poor waste management
[2–4]. According to one estimate on a bioenergy system, the anaerobic digestion
technology, co-digestion of wastewater in a decentralized treatment plant with food
wastes could allow the generation of 0.9 kWh electricity per person per day, leaving
the nutrients as part of organic matter intact for agricultural use [5]. The recognition
of the advantages of bioenergy systems in complying with the progressively more
restrictive environmental requirements has led to an increased development and use
of new bioenergy technologies, some of which include: sugar fermentation for
bioethanol production, anaerobic digestion for biogas generation, pyrolysis for bio-oil
production, microbial fuels cells for electricity generation, transesterification for bio-
diesel production, gasification for syngas production, etc. [6, 7].

Special challenges arise when attempting to implement a bioenergy technology
for renewable energy generation in a given community. Firstly, assessing and
selecting the optimal technological alternatives that meet social, economic, and
environmental sustainability standards is a challenging task. This is because the
successful operation of bioenergy systems depends on the availability of a sustain-
able supply of feedstock, requiring tradeoffs to be made, on whether to use feed-
stocks and other utilities for bioenergy generation or to channel theses inputs to
other industrial sectors requiring the same feedstocks and utility. In addition,
bioenergy systems have specific characteristics, making them more adapted to
specific feedstocks than others. Secondly, after knowing the technology to imple-
ment, challenges often arise from deciding on an optimal spatio-temporal strategy
to implement the technology. A long-term perspective is needed to account for the
spatio-temporal impact of the bioenergy system on the community to ensure that
the system does on result in disastrous side-effects. Some systems might be reliable
over the short term or in a given location but pose significant negative effects in the
long-term or other locations. It is highly important to use systematic model-based
techniques to understand the possible impacts of a given bioenergy system over
time horizons that span from months to years, and determine the optimal imple-
mentation strategies, which maximize the positive effects and minimize the
unwanted side-effects. Thirdly, wouldn’t it be surprising if the authors state that
getting the right technology and the right implementation strategy doesn’t guaran-
tee successful operation? Optimal operation of bioenergy systems requires optimal
process configurations that ensure process stability, as well as maximize yield and
productivity to ensure economic sustainability of the plant. Systematic mathemati-
cal and computational techniques are required for process modelling and simulation
aimed at synthesizing optimal plant configurations well adapted to the specific
feedstock characteristics of interest. Finally, after obtaining optimal process config-
urations, it is important to now shift the focus away from the technological solution
and placing the focus on the practical considerations required for construction and
installation of the technology vis-à-vis the required performance or need. This is
highly important because the right technology, with optimal implementation
strategy and optimal process configurations, can fail because of wrong equipment
characteristics. For the same bioenergy technology, the choice of equipment com-
ponents required for a rural community in a developing country would not be the
same as that required in an urban setting. In addition, choice of equipment charac-
teristics plays a significant role in the cost of installation, and there have been cases
where projects have failed to get to completion due to high cost required for
implementation. Systematic model-based techniques are again required to
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understand how every specific component of the bioenergy system provides the
value with regards to meeting the overall needs of the community. The objective
here is to improve the economic value of the product by examining each component
to determine how many functions that component performs, and the cost contri-
butions of those functions. Systems components with high cost-function ratios are
identified as opportunities for further investigation and improvement. The authors
will like to mention here that a green economy cannot be achieved without chang-
ing the way we design and implement our solutions. However, international dis-
cussions on sustainable development have always focused on new technologies that
can guarantee sustainability and ignored strategies or tools that can be used to
design and implement technological solutions optimally. This chapter is therefore
designed to fill this gap and provide a series of model-inspired tools, which can be
used to enhance the successful implementation of bioenergy technologies.

1.2 Model-based techniques for sustainable bioenergy systems

When confronted by any complex system, with things about it that you’re
dissatisfied with (environmental pollution and climate change) and anxious to fix
(such as using bioenergy to enhance a green economy), you cannot just step in and
set about fixing with much hope of helping. This realization is one of the sore
discouragements of our century. You cannot meddle with one part of a complex
system from the outside without the almost certain risk of setting off disastrous
events that you hadn’t counted on in other, remote parts. If you want to fix some-
thing, you are first obliged to understand the underlying dynamics of the whole
system. Intervening is a way of causing trouble. This is because positively intended
solutions to real problems have often led to policy resistance, the tendency for
interventions to be delayed, diluted, or defeated by the response of the system to
the intervention itself. Considering the complex nature of the economy, model-
based techniques, which simultaneously considers all degrees of freedom (the effi-
ciency of the solution as well as the quantitative social economic and environmental
impact both in time and space) by employing mathematical models becomes
undoubtedly the strategy of choice. To understand the problems better and make
good decisions, appropriate analysis tools are required. Previous analysis has tended
to use ‘soft’ approaches, which do not require a knowledge of mathematical or
computational techniques. These approaches can often be complementary to the
techniques presented here. However, the use of mathematical and computational
methods can be advantageous, due to the complexity and interactive nature of
many of the problems involved and can, for instance, support decision making and
making trade-offs in complex problems. However, many researchers are unfamiliar
with the range of analytical, mathematical, and computational methods that could
be applied in this area. Therefore, they are not able to take advantage of the full
range of available methods in their research or analysis. This book chapter aims to
fill this gap by providing both a basic introduction and advanced technical details of
some of the available mathematical and computing methods, as well as illustrating
their use through case studies and examples.

The methods presented here are aimed specifically at sustainable deployment of
bioenergy technologies into production, and the case studies and examples are all in
this area, but they have a wide range of other application areas, including in
economics, medicine, and control systems. The techniques presented include:

• Systems theory and methodologies for structuring complex sustainable
development problems to make it easier to obtain a solution to them.

91

Leveraging Integrated Model-Based Approaches to Unlock Bioenergy Potentials in Enhancing…
DOI: http://dx.doi.org/10.5772/intechopen.91978



being able to generate renewable energy, these systems also breakdown pollutants as
well as recycle valuable nutrients found in organic waste [1]. Recent studies have
confirmed that the bioenergy technology is robust and offers a great potential not only
to reduce energy poverty through the provision of green energy but also enhance a
green environment by reducing emissions associated with poor waste management
[2–4]. According to one estimate on a bioenergy system, the anaerobic digestion
technology, co-digestion of wastewater in a decentralized treatment plant with food
wastes could allow the generation of 0.9 kWh electricity per person per day, leaving
the nutrients as part of organic matter intact for agricultural use [5]. The recognition
of the advantages of bioenergy systems in complying with the progressively more
restrictive environmental requirements has led to an increased development and use
of new bioenergy technologies, some of which include: sugar fermentation for
bioethanol production, anaerobic digestion for biogas generation, pyrolysis for bio-oil
production, microbial fuels cells for electricity generation, transesterification for bio-
diesel production, gasification for syngas production, etc. [6, 7].

Special challenges arise when attempting to implement a bioenergy technology
for renewable energy generation in a given community. Firstly, assessing and
selecting the optimal technological alternatives that meet social, economic, and
environmental sustainability standards is a challenging task. This is because the
successful operation of bioenergy systems depends on the availability of a sustain-
able supply of feedstock, requiring tradeoffs to be made, on whether to use feed-
stocks and other utilities for bioenergy generation or to channel theses inputs to
other industrial sectors requiring the same feedstocks and utility. In addition,
bioenergy systems have specific characteristics, making them more adapted to
specific feedstocks than others. Secondly, after knowing the technology to imple-
ment, challenges often arise from deciding on an optimal spatio-temporal strategy
to implement the technology. A long-term perspective is needed to account for the
spatio-temporal impact of the bioenergy system on the community to ensure that
the system does on result in disastrous side-effects. Some systems might be reliable
over the short term or in a given location but pose significant negative effects in the
long-term or other locations. It is highly important to use systematic model-based
techniques to understand the possible impacts of a given bioenergy system over
time horizons that span from months to years, and determine the optimal imple-
mentation strategies, which maximize the positive effects and minimize the
unwanted side-effects. Thirdly, wouldn’t it be surprising if the authors state that
getting the right technology and the right implementation strategy doesn’t guaran-
tee successful operation? Optimal operation of bioenergy systems requires optimal
process configurations that ensure process stability, as well as maximize yield and
productivity to ensure economic sustainability of the plant. Systematic mathemati-
cal and computational techniques are required for process modelling and simulation
aimed at synthesizing optimal plant configurations well adapted to the specific
feedstock characteristics of interest. Finally, after obtaining optimal process config-
urations, it is important to now shift the focus away from the technological solution
and placing the focus on the practical considerations required for construction and
installation of the technology vis-à-vis the required performance or need. This is
highly important because the right technology, with optimal implementation
strategy and optimal process configurations, can fail because of wrong equipment
characteristics. For the same bioenergy technology, the choice of equipment com-
ponents required for a rural community in a developing country would not be the
same as that required in an urban setting. In addition, choice of equipment charac-
teristics plays a significant role in the cost of installation, and there have been cases
where projects have failed to get to completion due to high cost required for
implementation. Systematic model-based techniques are again required to

90

Green Energy and Environment

understand how every specific component of the bioenergy system provides the
value with regards to meeting the overall needs of the community. The objective
here is to improve the economic value of the product by examining each component
to determine how many functions that component performs, and the cost contri-
butions of those functions. Systems components with high cost-function ratios are
identified as opportunities for further investigation and improvement. The authors
will like to mention here that a green economy cannot be achieved without chang-
ing the way we design and implement our solutions. However, international dis-
cussions on sustainable development have always focused on new technologies that
can guarantee sustainability and ignored strategies or tools that can be used to
design and implement technological solutions optimally. This chapter is therefore
designed to fill this gap and provide a series of model-inspired tools, which can be
used to enhance the successful implementation of bioenergy technologies.

1.2 Model-based techniques for sustainable bioenergy systems

When confronted by any complex system, with things about it that you’re
dissatisfied with (environmental pollution and climate change) and anxious to fix
(such as using bioenergy to enhance a green economy), you cannot just step in and
set about fixing with much hope of helping. This realization is one of the sore
discouragements of our century. You cannot meddle with one part of a complex
system from the outside without the almost certain risk of setting off disastrous
events that you hadn’t counted on in other, remote parts. If you want to fix some-
thing, you are first obliged to understand the underlying dynamics of the whole
system. Intervening is a way of causing trouble. This is because positively intended
solutions to real problems have often led to policy resistance, the tendency for
interventions to be delayed, diluted, or defeated by the response of the system to
the intervention itself. Considering the complex nature of the economy, model-
based techniques, which simultaneously considers all degrees of freedom (the effi-
ciency of the solution as well as the quantitative social economic and environmental
impact both in time and space) by employing mathematical models becomes
undoubtedly the strategy of choice. To understand the problems better and make
good decisions, appropriate analysis tools are required. Previous analysis has tended
to use ‘soft’ approaches, which do not require a knowledge of mathematical or
computational techniques. These approaches can often be complementary to the
techniques presented here. However, the use of mathematical and computational
methods can be advantageous, due to the complexity and interactive nature of
many of the problems involved and can, for instance, support decision making and
making trade-offs in complex problems. However, many researchers are unfamiliar
with the range of analytical, mathematical, and computational methods that could
be applied in this area. Therefore, they are not able to take advantage of the full
range of available methods in their research or analysis. This book chapter aims to
fill this gap by providing both a basic introduction and advanced technical details of
some of the available mathematical and computing methods, as well as illustrating
their use through case studies and examples.

The methods presented here are aimed specifically at sustainable deployment of
bioenergy technologies into production, and the case studies and examples are all in
this area, but they have a wide range of other application areas, including in
economics, medicine, and control systems. The techniques presented include:

• Systems theory and methodologies for structuring complex sustainable
development problems to make it easier to obtain a solution to them.

91

Leveraging Integrated Model-Based Approaches to Unlock Bioenergy Potentials in Enhancing…
DOI: http://dx.doi.org/10.5772/intechopen.91978



• Optimization and decision-making techniques to support policy formulation
and other decision applications.

• Attainable region technique for performance targeting, synthesis as well as
analysis of process configurations required to operate bioenergy systems

• Functional analysis system technique, use to ensure that the engineering
systems are designed and constructed with minimal cost, and strongly align the
needs of the community using the system.

2. Theoretical background

2.1 Conceptual framework of an integrated model-based approach

The conceptual model-based framework that can be used for the implementa-
tion of a given bioenergy technology in a community is illustrated in Figure 1,
consisting of five major stages. Stage one involves deciding on the type of bioenergy
to install. This decision making in energy supply is influenced by factors such as
social, economic, environmental, political, and technical impact, making it helpful
in developing a sustainable solution to the local community. Due to the difficulty in
complex interactions between the aforementioned factors, the Multicriteria Deci-
sion Method (MCDM) is employed. This provides an approach that eliminates the
challenges by developing evaluation criteria and methods that reliably measure
sustainability, leading to the selection of an appropriate bioenergy system for the
community. The next stage involves the use of system dynamic modelling to devise
an implementation strategy for the proposed bioenergy technology from stage one.
This stage involves the development of linear and non-linear mathematical models
for the underlying mechanism of the system and evaluating the dynamic behaviors
to identify policy resistance and any human decisions that can exacerbate pertur-
bations. The strength of the technique is that it helps to minimize unforeseen side
effects and generate a forecast to determine future side effects, aiding in the

Figure 1.
Model-based framework for bioenergy systems implementation in rural communities.
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selection of an optimal implementation strategy for the system. In stage three, the
concept of attainable regions is used for the design of optimal process configura-
tions. The AR technique is a systematic approach to process synthesis, which inte-
grates elements of geometry and mathematical optimization to understand how
systems can be designed and improve. The power of the AR technique is that all
possible states, for all possible bioreactor configurations, are first determined
[8–10]. The AR can be constructed after specifying the geometric space, kinetic
models, and the feed conditions; then, the appropriate objective functions can be
overlaid on the AR boundary to identify the optimal operating points and associated
process configurations [8]. Once the optimal process configuration has been identi-
fied, the next stage is to analyze the design process adequately. This is achieved by
employing the functional analysis method, a technique that provides technological
solutions and design specifications which permit the satisfaction of the principal
and constraint function. Interesting, the technique provides an effective method in
improving the quality and performance as well as minimizing the cost of the pro-
posed solution [11]. Finally, the proposed solution can be constructed. It is worth
noting that it is not the intention of the authors to discuss the construction phase,
although it is mentioned.

2.2 Modeling concepts

2.2.1 Multicriteria decision making

The implementation of successful sustainable energy solutions in local commu-
nities consist of a balance of social, economic, technical, and environmental aspects
[12]. In that, the energy generated should: (1) be within an environmental tolerance
limit, (2) generate employment opportunities for the locals, thereby improving
their income and contribute to the regional or national economy, (3) meet the
energy demand using available feedstock in the local community [13, 14]. These
factors cannot be achieved without a systematic methodological framework that
simultaneously considers all the degrees of freedom associated with the bioenergy
system. This is because complex interactions exist between these factors, making
the decision on the type of bioenergy system difficult. Therefore, sustainable deci-
sion making should integrate MCDM tool for successful bioenergy installation as
this would guarantee the potentials for an increased standard of living as well as
social and economic stability. The technique requires deciding on the type of deci-
sion model to employ and developing an evaluation criterion that reliably selects the
best bioenergy alternative based on the aforementioned factors. Table 1 illustrates
the different categories of classifying MCDM and their respective methodologies.

2.2.2 System dynamics modeling

A system is a set of interrelated elements, where any change in any element
affects the set as a whole. Only elements directly or indirectly related to the problem
form the system under study. To study a system, we must know the elements that
make it up and the relationships between them. A strong focus must be geared
towards understanding the characteristics of its constituents and the nature of the
relationship that exists between them. This is necessitated because, more often than
not, positively intended solutions to real-life problems have often led to unwanted
side effects that were not envisaged [16]. Therefore considering the complex nature
of systems, a system thinking approach that simultaneously considers all degrees of
freedom of the problem is undoubtedly the strategy of choice. System thinking, also
known as system dynamics modelling is a scientific framework for addressing
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complex, nonlinear feedback systems [17]. The strength of this technique is that it
provides an opportunity to understand the dynamic behavior of the system under
study and generate useful information that affects policy evaluations.

2.2.3 Attainable regions (performance targeting and equipment design)

Attainable region (AR) is an approach to graphical/geometric optimization of
bioreactor network synthesis. The technique originated from the work of Horn,
who defined the AR as the set of all possible values of the outlet stream variables,
which can be reached by any possible (physically realizable) steady-state reactor
system from a given feed stream using only the processes of reaction and mixing.
The technique has been used in the synthesis of isothermal reactor networks [18],
synthesis and design of biogas digester structures [19–22], classical variations and
dynamic problem synthesis, optimal batch distillation for reduced energy con-
sumption [23, 24], and in analysis to optimize particle breakage in ball mills [25].
Interestingly, in recent publications by Abunde et al., the concept of AR has been
extended to include Self-optimizing attainable regions for the design of anaerobic
digesters [21]. This is the first of its kind and saught to addresses the design of
anaerobic digesters in situations where reliable kinetic coefficients are unavailable.
The technique offers exciting possibilities for process synthesis seeing the countless
opportunities it holds to address reactor network synthesis problems. More impor-
tantly, there are speculations of an extension of the concept to the design of dryers
and distillation columns. Other future studies could look at how self-optimizing AR
for design could be integrated with self-optimizing controllers to achieve optimality
in processes. The strength of the AR approach is that it simultaneously considers all
possible outputs for all possible process configurations, by interpreting the process
as a geometric object that defines the limits of achievability without having to
enumerate all reactor configurations explicitly [8].

Categories Methodology

Multi-attribute utility and value theory AHP/ANP

Multi-objective mathematical programming • Constrain programming
• Linear programming
• Goal programming

Non-classical method Fuzzy set methodology

Elementary aggregation method • Weighted sum method
• Weighted product method

Complex aggregation method ASPID

Distance-to-target approach • TOPSIS
• Grey Relational Analysis
• Data Enveloping Analysis

Direct ranking (high dependence on decision-maker) • Stepwise expert judgment
• Delphi
• Scoring method

Outranking method • ELECTRE I, IS, II, III
• PROMETHEE I, II

Compiled from Refs. [13–15].

Table 1.
Categories for classifying MCDM methodologies.
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2.2.4 Functional analysis (need analysis and technological features, design specification)

Function analysis, a vital component of value analysis, is a technique employed
during the design and construction stage to assess a product's function to eliminate
components that neither contribute to the quality nor improve the efficiency prod-
uct. This technique provides an assessment of the proposed technology from dif-
ferent perspectives to adequately identify possible rooms of improvement [11]. The
advantage of the technique is that it allows a transition from a focus on the expected
solution to a problem to the appropriate and desired performance needs of the
product.

3. Workflow of concepts and integrated model-based methodology

3.1 Workflow of methodology

This section discusses in detail, a step by step approach to how the techniques
presented in the conceptual framework are deployed.

3.2 Overview of MCDM methodology

There are several MCDM tools to deploy in selecting an appropriate bioenergy
technology. The decision on the tool to employ at this stage is vital and requires
selecting the best alternative, which is a difficult decision since there exists charac-
teristics that are peculiar to each technology.

It is expedient for readers to note that not all MCDM methods presented in
Section 2.2.1 are same. This is because some methods incorporate more features
than others that are rather limited from different perspective [26]. Moreover, the
choice of method is usually dependent on the decision makers’ knowledge of the
techniques and the availability of software that support the method ([14, 27]). In
this regard, most multicriteria decision problems are adjusted to suite a particular
method. However, subjective and objective MCDM tools such as Analytical Hierar-
chy Process (AHP) and Technique for order preference by similarity to ideal solu-
tion (TOPSIS), respectively, are often used in sustainable energy decisions. AHP
provides a very simple and flexible model for a problem and is useful in achieving a
consensus in cases where there are multiple conflicting criteria. However, its
inability to capture uncertainties and determine alternative ratings in decision
making is complimented by TOPSIS, making the use of an integrated AHP-TOPSIS
technique a more robust approach to decision making.

It is interesting to note that there exist frameworks that aid the selection of a
decision-making tool as presented by Watróbski et al [27], that links a decision-
making situation to the most suitable multicriteria decision method. However, this
presents an inexhaustive, detailed and nearly impossible approach that takes into
consideration all decision dimension, not to mention the extensive number and
variety of methods available (in the reported presented by Watróbski et al, over 56
decision making tools exist). For this reason the authors focused on AHP and
TOPSIS which has been successfully deployed by Akash et al., for the successful
selection of an electric power plant [28] and Mohsen et al., in evaluation of an
electric heating system [29]. It is also worth noting that it is not the intention of the
authors to describe how to select a tool but rather to demonstrate how model-based
techniques can be used to select an optimal bioenergy for a community. Interested
readers can resort to the referenced material in this section.
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Non-classical method Fuzzy set methodology

Elementary aggregation method • Weighted sum method
• Weighted product method

Complex aggregation method ASPID
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Compiled from Refs. [13–15].

Table 1.
Categories for classifying MCDM methodologies.
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2.2.4 Functional analysis (need analysis and technological features, design specification)
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AHP is a multi-level structured technique that presents a comprehensive frame-
work for determining the different alternative solutions for a certain problem [30].
The technique was first introduced by Saaty in 1980 and is described in the following:

• The first step involves developing a hierarchy structure that describes the goal,
alternatives, criteria, and sub-criteria for evaluation.

• Pair-wise comparison for the criteria and alternatives with respect to the goal
(objective) is established to extract the decision matrices using a nine-point
scale. Comparing an attribute to itself is assigned a value of 1 so that if an n
given criteria matrix is constructed at any given level, the diagonal entries will
all be 1. The value 1 also signifies, equal relevance of attributes. The numbers 3,
5, 7, and 9 correspond to “moderate importance,” “strong importance,” “very
strong importance,” and “absolute importance”, respectively. It is important to
note that the length of the pair-wise matrix is equivalent to the number of
attributes.

• The pair-wise comparison procedure is repeated for each criterion, and then
the priority of alternatives is acquired by accumulating the weights. Statistical
techniques such as arithmetic mean method, characteristic root method, and
least square method can be employed to accumulate the weights. Adopting an
arithmetic sum approach, a vector W ¼ W1,W2, …WN½ � is constructed to
represents the weight of each criterion in a pair-wise comparison matrix A.
each element in column j of matrix A is divided by the sum of entries in the j
column. This step generates a new matrix called the normalized matrix (Anorm).

• The final step involves making a decision based on the priorities set, but before
that, the normalized matrix is subjected to a consistency check to evaluate
whether the comparison made was sound. The check involves determining the
maximum Eigen values and consistency index using Eqs. (1) and (2),
respectively. One advantage of the consistency ratio is that it eliminates the
problem of disagreements in individual judgments.

λmax ¼ 1=n
Xn
i¼1

ithentry in AWT

ith entry in WT (1)

where λmax, maximum Eigen value; n, number of attributes; A, pairwise
comparison matrix; W, the estimate of the decision-maker’s weight.

Nevertheless, the consistency is checked by comparing the consistency Index
(CI) to the Random Index (RI) for the appropriate value of n, used in decision-
making [30]. If (CI/RI) < 0.10, the degree of consistency is satisfactory, but if
(CI/RI) > 0.10, serious inconsistencies may exist, and the results produced by AHP
may not be meaningful.

CI ¼ λmax � n
n� 1

(2)

where the variables have their usual meaning.
TOPSIS selects the best alternative based on their geometric distance from the

positive or negative ideal solution. According to the technique, the best alternative
from the positive ideal solution has the shortest geometric distance, while the
negative ideal solution has the longest geometric distance. Assuming for the
bioenergy system understudy, we have m alternatives, n number of attributes, and
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the score of each alternative with respect to each criterion is known, the following
steps could be followed in order to rank each alternative.

Step 1: Construct the normalized decision matrix
In this step, the different attributes dimensions are transformed into non-
dimensional attribute, to allow comparison across the attributes. Using the
method represented in Eq. (3), the matrix xij

� �
m�n is normalized to R ¼

rij
� �

m�nwhich takes the form shown below:

rij ¼
xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1x

2
ij

q i ¼ 1, 2, … :,m; j ¼ 1, 2, … , n

R ¼
r11 ⋯ r1n

⋮ ⋱ ⋮

rm1 ⋯ rmn

0
BBB@

1
CCCA

(3)

Step 2: Construct the weighted normalized decision matrix
With the normalized decision matrix (R) computed from the previous step, the
weighted matrixW from the AHP method is integrated into the R. This results
in a matrix that is computed by multiplying each column of R with its
associated weighted matrix W as represented in Eq. (4).

Vij ¼ w j � rij where i ¼ 1, 2, … :, n (4)

This computation results in a new matrix V, which is represented below

V ¼
v11 ⋯ v1n
⋮ ⋱ ⋮
vm1 ⋯ vmn

2
64

3
75 ¼

w1r11 ⋯ wnr1n
⋮ ⋱ ⋮

w1rm1 ⋯ wnrmn

2
64

3
75

Step 3: Determine the ideal and negative ideal solutions
In this process, two artificial alternatives A ∗ (the ideal alternative) and A� (the
negative ideal alternative) are defined as:

A ∗ ¼ v ∗
1 , v

∗
2 , … ::, v ∗

n

� � ¼ max jvijji∈ I0
� �

, min jvijji∈ I00
� �� �

, i ¼ 1, 2, … ::,m; j
¼ 1, 2, … , n:

A� ¼ v�1 , v
�
2 , … ::, v�n

� � ¼ min jvijji∈ I0
� �

, max jvijji∈ I00
� �� �

, i ¼ 1, 2, … ::,m; j
¼ 1, 2, … , n:

where I0 is related to benefit attributes and I00 is related to cost attributes
Step 4: Achieve the remoteness of all choices from Aþ and A�

In the process, the separation measurement is done by calculating the distance
between each alternative in V and the ideal vector A ∗ using the Euclidean
distant which is given as Eqs. (5) and (6)

Dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
vij � vþj
� �2r

i ¼ 1, 2, … ::,m (5)

D�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
vij � v�j
� �2r

i ¼ 1, 2, … :,m (6)
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the score of each alternative with respect to each criterion is known, the following
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With the normalized decision matrix (R) computed from the previous step, the
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associated weighted matrix W as represented in Eq. (4).
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whereDþ
i andD�

i are the Euclidean distance from the ideal best and ideal worst,
respectively.

At the end of this, two quantities namely Di and S j for each alternative has been
counted, representing the distance between each alternative and both (the
ideal and the negative ideal).

Step 5: Determine the relative closeness to the ideal solution using Eq. (7).

CC ∗
i ¼ D�

i

D�
i þDþ

i
i ¼ 1, 2, … :,m (7)

where CC ∗
i is the performance score.

Step 6: Rank the alternatives according to relative closeness to ideal solution
The set of the alternative Ai can now be ranked according to the descending
order of CC ∗

i , the highest value, the better performance. Figure 2 represents
an integrated AHP-TOPSIS for multicriteria decision making.

From Figure 2, the AHP is used to determine the weight of each criterion, while
the TOPSIS is applied to achieve the final ranking of the alternative bioenergy
technology closest to the ideal solution.

3.3 Overview of system dynamics modeling methodology

System dynamics deals with feedback and delays that affect system behavior
over time. The power of the technique to capture the underlying dynamics of the
essential components of the systems allows it to generate links and interactions that
lead to a more accurate conclusion and a better understanding of a system. Figure 3
illustrates a schematic diagram for the different theoretical and quantitative steps
involved in system dynamic modelling.

Figure 2.
presents an integrated AHP-TOPSIS for multicriteria decision making.
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3.4 Overview of AR methodology

The AR is generated using two fundamental reactor types (CSTR and PFR) and
mixing. The AR construction involves four major steps which include:

i. Generating the PFR trajectory from the feed point.

The PFR Eq. (8) was solved using MATLAB ode45, the yield of each extract was
plotted as a function of PFR residence time τ using feed concentrations of C f ¼
X f ,P f , S f
� �

for each extract.

dC
dτ

¼ r Cð Þ (8)

r Cð Þ ¼ ryE
τ

� �
¼ f t, zð Þ

1

� �
(9)

where

f t, zð Þ ¼

μX

YPXμX

� 1
YXS

rX � 1
YPX

rP �MsX

2
6664

3
7775

z ¼ X,P, Sð Þ
ii. Plot the CSTR locus from the feed point.

Figure 3.
Schematic diagram showing the steps involved in system dynamic modeling.
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The CSTR locus from the feed point C f is found by solving the non-linear CSTR
equation using MATLAB fsolve over a range of residence time, and plotting the yield
in the (yE � τ) space. The data from the CSTR solution are presented as a collection
of points and not a line because each residence time corresponds to a different
operating scenario. The CSTR relation is represented in the relation below

C f þ τ1r Cð Þ � C ¼ 0 (10)

iii. Extend the AR boundary by running a series of PFR from each CSTR locus.

Solving the CSTR non-linear equation results in a series of points known as the
CSTR locus. These points for each residence time are used as initial feed conditions
to generate the PFR trajectory.

iv. Construct the convex hull. In broad reactor network synthesis terms,
convex hull can be defined as the smallest subset of a set of points that
encloses the original set of points [8]. The convex hull operation was
carried out using MATLAB convhull. Identifying the convex hull for the set
of points helps to identify unique points that can be used for mixing in
order to extend the limit of achievability for the system.

3.5 Overview of functional analysis

Figure 4 presents a graphical representation of FAST technique, showing the
different phases that will be used in the analysis.

Some of the terms employed in functional analysis are described below
Function: this defines the effect of the produced a product or one of its compo-

nents to satisfy a need.
Service function: it is the function realized by a product in response to the need

of a given user.
Technical function: an internal action of the product defined by the designer

within the framework of a solution to assure the service function;

Figure 4.
The different phases of the functional analysis method.
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Need: something that is necessary or desired by the customer
The different considerations concerning the functions of the bioenergy technol-

ogy were obtained by applying the tools of the functional analysis technique.

4. Application case studies

This section deals with how the conceptual framework present in Section 2.1 is
applied to a real-time bioenergy project. It’s based on the implementation of
bioenergy system in Kumasi, Ghana, a Sub-Saharan country in West Africa.

4.1 Deciding on the type of bioenergy system

This stage consists of using MCDM (AHP-TOPSIS) to decide on the type of
bioenergy system to install considering the environmental, social, technical, and
economic factors of the location.

Table 2 presents the Alternatives Bioenergy Technologies (ABT), which are
utilized as potential candidates for installation. The list presented in Table 2 is not
exhaustive but only used to illustrate how the framework can be applied.

The alternative strategies can be evaluated based on multiple attributes, which
can be benefit or cost, as shown in Table 3. To adhere to the objectives of affordable
and clean energy called for by the United Nations Sustainable Development Goal 7,
the criteria considered are those that are dominant in determining sustainability of
the energy system.

Figure 5 presents a hierarchical decomposition of the decision-making problem
summarizing the overall objective, the alternatives, as well as the criteria and sub-
criteria used to evaluate the alternatives. This is structured in a well-organized
manner such that it shows how each level depends on the upper level.

It is important to note that an initial assumption of equal weights for the major
criteria was made, that is economic, environmental, technical, and social factors.

Figure 6 represents the weights of relative importance of each criterion obtained
using the AHP method (see steps presented in Section 3.2).

The weights presented in Figure 6, implies that safety of the bioenergy technol-
ogy is more relevant compared to the other criteria. Moreover, the different weights
directly reflect the relative importance of environmental impact and safety criteria
in the decision making of an alternative energy system.

The next step requires inputting the weights obtained from the AHP into the
TOPSIS approach; this results in a ranking of the alternative source of bioenergy.

Symbol Alternative strategy Type of process

ABT1 Sugar fermentation to produce bioethanol Biochemical

ABT2 Anaerobic digestion to produce biogas Biochemical

ABT3 Transesterification of oils to produce biodiesel Chemical

ABT4 Biomass gasification to produce syngas Thermochemical

ABT5 Biomass carbonation to produce biochar Thermochemical

ABT6 Biomass compression to Briquette Thermochemical

ABT7 Using microbial fuel cells to generate electricity Bio-electrochemical

Table 2.
Matrix of bioenergy alternative.
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Figure 4.
The different phases of the functional analysis method.
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Need: something that is necessary or desired by the customer
The different considerations concerning the functions of the bioenergy technol-

ogy were obtained by applying the tools of the functional analysis technique.

4. Application case studies

This section deals with how the conceptual framework present in Section 2.1 is
applied to a real-time bioenergy project. It’s based on the implementation of
bioenergy system in Kumasi, Ghana, a Sub-Saharan country in West Africa.

4.1 Deciding on the type of bioenergy system

This stage consists of using MCDM (AHP-TOPSIS) to decide on the type of
bioenergy system to install considering the environmental, social, technical, and
economic factors of the location.

Table 2 presents the Alternatives Bioenergy Technologies (ABT), which are
utilized as potential candidates for installation. The list presented in Table 2 is not
exhaustive but only used to illustrate how the framework can be applied.

The alternative strategies can be evaluated based on multiple attributes, which
can be benefit or cost, as shown in Table 3. To adhere to the objectives of affordable
and clean energy called for by the United Nations Sustainable Development Goal 7,
the criteria considered are those that are dominant in determining sustainability of
the energy system.
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criteria used to evaluate the alternatives. This is structured in a well-organized
manner such that it shows how each level depends on the upper level.

It is important to note that an initial assumption of equal weights for the major
criteria was made, that is economic, environmental, technical, and social factors.

Figure 6 represents the weights of relative importance of each criterion obtained
using the AHP method (see steps presented in Section 3.2).
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The next step requires inputting the weights obtained from the AHP into the
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Symbol Alternative strategy Type of process

ABT1 Sugar fermentation to produce bioethanol Biochemical

ABT2 Anaerobic digestion to produce biogas Biochemical

ABT3 Transesterification of oils to produce biodiesel Chemical

ABT4 Biomass gasification to produce syngas Thermochemical

ABT5 Biomass carbonation to produce biochar Thermochemical

ABT6 Biomass compression to Briquette Thermochemical

ABT7 Using microbial fuel cells to generate electricity Bio-electrochemical

Table 2.
Matrix of bioenergy alternative.
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Based on the indicators used, lower-ranking of alternatives are more desirable and
demonstrate favorability towards sustainability.

From Figure 7, sugar fermentation to produce bioethanol is the most appropri-
ate technology for installation in the location of interest. So far, this section has
focused on how MCDM tool can be used in selecting an appropriate bioenergy

Symbol Name of criteria Objective Description

C1 Efficiency Maximize This measured quantity of bioenergy generated per
quantity of feed for the different technologies

C2 Safety Maximized This measure the treat the technology possess on the
employees and environment

C3 Investment cost Minimize This measure the capital required to establish the
bioenergy technology

C4 Service life Maximize This defines how long the technology can sustainable
run

C5 Environmental
impact (CO2

emissions)

Minimize This measures the environmental friendliness of each
technology

C6 Land use Minimize This describes the land space required to construct each
equipment

C7 Job creation Maximize This describes the degree of job opportunities
generated by each technology

C8 Cost of feedstock Minimize This measures the quantity of readily available
feedstock and their cost.

C9 Climate dependency Maximize Is the strategy optimal for different climatic and/or
geographical conditions?

Table 3.
Set of decision criteria to appropriate bioenergy technology selection.

Figure 5.
Hierarchical breakdown of selecting the bioenergy system problem.
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technology. However, before proceeding to the installation of the technology, the
next section will discuss how an optimal implementation strategy could be identi-
fied using system dynamic modelling.

4.2 Designing an optimal implementation strategy

With the appropriate technology selected, the next step involves the selection of
an optimal implementation strategy that requires the development of dynamic
models. It is relevant to note that the outcome of the proposed models from the
methodology can be used to identify places of management potential (bioenergy
policies) and future tipping points that can alleviate potential economic, environ-
mental, and social challenges. The description of the dynamic behavior for
bioethanol production was based on the underlying feedbacks and interactions
between selected indicators is illustrated through the integrated causal loop diagram
in Figure 1. The key relevant factors are investment, environmental impact,

Figure 6.
A spider web diagram that describes the weight of each criterion.

Figure 7.
Presents the ranking of alternative bioenergy technologies after an integrated AHP-TOPSIS approach.
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employment creation, cost of feedstock, and land space. The causal loop diagrams
(CLDs) presented in Figure 8 are flexible and useful tools for diagramming the
feedback structure of systems in any domain [16].

From Figure 8, interesting observations can be made considering the reinforce-
ment loop (R) and the balancing loop (B).

1.An increase in population leads to a greater demand for transport (private,
commercial, or public), increasing in fuel demand (bioethanol demand) (R1).
This will indirectly lead to an increase in fossil fuel and bioethanol demand and
consumption. This has the propensity to lead to a shortage in bioethanol,
which leads to an increase in prices, but an expansion of bioethanol capacity
will lead to an increase in bioethanol production, which in turn will lead to a
decrease in bioethanol shortage and price as well. Similarly, an increase in
fossil fuel demand will lead to shortage due to production and imports. This
can lead to an increase in price and the loop is closed by a decrease in demand
due to high prices (loop B4).

2.An increase in bioethanol production leads to an increase in feedstock, which
leads to an increase in the land space required (loop (R3)). More importantly,
it also leads to the creation of employment. With greater land space being used
for feedstock production, price of feedstock will reduce. It is interesting also to
notice how an increase in advance method of feedstock production can lead to
the use of fewer resources, which directly reduces price of feedstock.

3.An increase in biofuel production leads to an increase in employment and
GDP, which again increases the transport need, fuel demand, and biofuels
demand and consumption. This loop reverts to increase biofuel production
(loop R6). Moreover, an increase in GDP leads to capital available for

Figure 8.
Casual loop diagram (CLD) for bioethanol production.
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investment into a green economy. This has a direct positive influence on the
capacity of bioethanol plants.

While casual loop diagram emphasizes the feedbacks structures within the
bioenergy system, stocks and flows diagram amplifies the underlying physical
structures of the system. Figure 9 presents a stock-flow diagram for bioethanol
production.

Stocks for this case study include water, bioethanol, feedstock, atmosphere CO2,
populations, workforce, and GDP. These characterize the state of the bioenergy
system and generate useful information for policy development. For example, the
availability of feedstock for bioethanol has influenced the flow of CO2 uptake,
feedstock production rate, and bioethanol demand. Simulation of these factors was
conducted overtime period of 100 months. This indicated a strong correlation
between the aforementioned factors and bioethanol production.

Summarily, a hybrid system that works with the national grid is most preferable.
This is because such a system will: (1) reduce environmental impact, (2) reduce
pressure of land space for feedstock plantation and bioethanol plants, (3) ensure
available water for human consumption and (4) most importantly ensure that there
is a balance in the quantity of feedstock converted to fuel and consumed as food by
the population. Readers need to note that not all the elements of the system were
captured, rather key elements that significantly affect the behavior of the system.

4.3 AR construction

Once the optimal implementation strategy had been achieved, the next step is
obtaining an optimal fermenter configuration for engineering design and specifica-
tions. The technique employed, attainable regions analysis, which is based on the
interpretation of the fermentation process as a geometric object by defining a region
of achievability that can be attained by the fundamental processes occurring in the

Figure 9.
Stock flow diagram for bioethanol production.
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fermenter: mixing and bioreaction. The approach captures all possible bioreactor
structures and finds the bounds on the performance of the system.

Eqs. (12)–(14) describes the kinetic models that characterize the fermentation of
cassava supplemented by malt using Saccharomyces carlsbergensis. Cassava extract
was selected due to its relative abundance compared to other crops within the
region under study. Also, the monod model adopted to capture the substrate,
limiting bioreaction taking place, incorporates two-dimensional substrate-product
inhibition patterns.

dX
dt

¼ rX ¼ μX (11)

dP
dt

¼ rP ¼ YPXμX (12)

dS
dt

¼ rS ¼ � 1
YXS

rX � 1
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Eq. (15) is substituted into the dynamic relations (Eqs. (12)–(14)).
Before constructing the AR, it is expedient to determine the dimension in which

the AR will reside. The dimensions of the AR depend on the number of independent
reactions taking place. From Eq. (5), only one independent reaction involving three
components (X–S–P) is taking place; hence the AR constructed must reside in a
one-dimensional subspace of ℝ3 for all achievable set of points.

S1 þ S2 þ … þ Sn !X P1 þ P2 þ … þ Pm (15)

Since the dimension of the AR is one, we, therefore, need to select a variable which
contains the effect of all three states for which case the bioethanol yield (yp) has been
selected. To enable graphical visualization of the AR, another variable, residence time
(τp) will be added to the system such that it can be plotted in a two-dimensional
space. Amajor consideration when selecting variables for plotting attainable regions is
that the variables must follow the linear mixing law. It has been reported in literature
by Mings et al. and Abunde et al., how the residence time and yield follow the linear
mixing law [8, 20, 22]. This is represented by Eqs. (17) and (18).

τ ∗ ¼ λτ1 þ 1� λð Þτ2 (16)

y ∗E ¼ λy1E þ 1� λð Þy2E (17)

Where τ1 and τ2 are the residence time in two reactors and τ ∗ is the residence
time upon mixing. y1E and y2E are the yields of reactor 1 and reactor 2, respectively,
and y ∗E is the yield upon mixing.

With the kinetic model and initial conditions now known, we begin constructing
the AR by generating the PFR trajectory and then the CSTR locus, then generating
PFR trajectories using the CSTR locus, as illustrated in Figure 10.

From Figure 10, the boundary of the candidate AR can be defined by two main
reactor configurations: (1) A CSTR followed by a PFR and (2) A CSTR followed by a
PFR with a bypass from the feed to the effluent stream. This implies that all the
ethanol yield contained within the defined region can be achieved by the above
reactor types, with differences coming at the level of the residence time. Further-
more, the operating limits of the system (defined by the area of the convex hull) are
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1.762 (g/g hrs), which provides a geometric representation of all possible yields that
can be achieved by the aforementioned reactor structures. It can also be inferred
from the figure that using a fermenter structure (A CSTR followed by a PFR with a
bypass) as oppose to a single fermenter reduces the overall residence time of the
fermentation process. More interestingly, yields within the region of X, which were
initially not achievable, are now achievable by using a fermenter structure.

Once the candidate AR has been constructed for a given kinetic and feed con-
centration, the limits of achievability of the system are defined. The candidate AR
generated can, therefore, be used to answer design questions and determine per-
formance targets by developing appropriate objective functions, which can be
overlaid as contours on the AR boundaries. For illustration, an economic index such
Payback period, which is key to investors, is considered. Economic models were
then developed, incorporating the dimension of the AR and overlaid as contours on
the candidate AR.

Figure 11 illustrates the payback periods overlaid on the Candidate AR to obtain
optimal operating points and corresponding reactor structures by identifying the
points of intersection of the objective function on the AR boundary.

Interestingly, two major observations can be made from Figure 10: (1) The
range of payback periods considered intersect the AR at many points in the region,
indicating that there are multiple operating points (multiple optima) for this sys-
tem. Therefore the actual operating points to be selected vehemently depend on
other auxiliary factors such as the investor’s available capital. (2) Shorter PBP are
achievable for higher yields at lower reactor volumes. This is interesting because an
investment that involves smaller reactor volumes (lower investment cost) and
higher operating yields (higher annual benefits) should require a shorter to recover
investment. (3) Another interesting observation is that, as the payback period
increase, the influence of running cost (reactor volume) on the PBP decreases.

Figure 10.
Two-dimensional candidate attainable regions for Cassava extract using two-dimensional sudden stop substrate
and product inhibition patterns.
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This is observed from Figure 11a by the closeness of the contours from 1.5, 2, and
2.5 years. Therefore, it is sensible to construct a fermenter volume that is larger for
payback periods between 1.5 and 2.5 years, since the cost influence is minimal, and
that reactor volume can be used to achieve all desired payback periods.

In summary, the AR theory presents a geometric technique that can be used to
identify optimal process configuration. Therefore Figure 12 illustrates the optimal
continuous reactor and its corresponding batch fermenter for bioethanol production.

5. FAST analysis

5.1 Functional analysis of need

The Horned Beast diagram, illustrated in Figure 13, provides a visual tool that
seeks to answer three fundamental questions:

Figure 11.
Different contours of payback period overlaid onto the AR for cassava extract to determine the optimal
operational points ((b) is a closer zoom of (a), demonstrating how the contours of the PBP intersect the AR).

Figure 12.
Optimal continuous fermenter structure and its corresponding batch fermenters.
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1.Who will the product serve?

2.What does the product interact with?

3.What does the product do?

5.2 The octopus diagram

Figure 14 presents an Octopus diagram that comprises the product in question
to be designed and the different components of its external medium. The figure
further describes the elements associated with the bioreactor and its environment.

The above functions involved in Figure 14 are elucidated in Table 4. The
advantage of the octopus diagram is that it helps to visualize and validate the
elements of the technology.

Figure 15 shows a FAST diagram that presents the technological solutions which
permit the satisfaction of the principal and constraint functions.

Figure 13.
The horned beast diagram above is used to determine the needs to which the technology answers.

Figure 14.
The octopus diagram showing the relationship between the bioenergy system and its environment.
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Principal function

PF Conversion of starch to bioethanol in order to generate energy

Constraint functions

CF1 The biofuel should meet all required safety standards and minimize losses from accident

CF2 The technology should use a renewable energy source

CF3 The biofuel produced should meet international standards for fuels

CF4 The technology should have a less environmental impact

CF5 Material of construction should be available and less expensive

CF6 Maintenance should be simple and easily carried out routinely

Table 4.
Principal functions together with the constraints.

Figure 15.
FAST diagram showing functions and their corresponding technical solutions.
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Once the FAST diagram is constructed, the next step is to develop a Value
Analysis Matrix that examines the component costs of the equipment in relation to
the value perceived by the customer. Value Analysis Matrix, also known as
Functional-Cost Matrix, was derived from the Quality Functional Deployment
Methodology. The strength of this technique is that it associates the functions of a
product back to the customer's needs. It can also develop mechanisms that relate to
functions as either strongly, moderately, or weakly supporting the given function
and can also be used to calculate each mechanism’s relative weight in satisfying the
designated functions. This enables management to check whether the money spent
on function and component is worth it. For illustrations, the approach was not
exhausted in this work. Once exhausted, management can move further into the
equipment specification, then the installation of the equipment.

6. Conclusion

Returning to the challenges posed at the beginning of this chapter, it is now possible
to state that (1) MCDM provides an appropriate technique for selecting and assessing
an optimal bioenergy technology (bioethanol fermenter) that seeks to address the
social, economic, technical and environmental factors for sustainable development. (2)
A hybrid energy system that comprises of the bioethanol plant along with the national
grid proved at optimal implementation strategy as it ensured a balance in the bioenergy
system. It is quite interesting to notice how system dynamics modeling presents an
efficient tool to model and simulate energy systems and their interaction with other
systems, as demonstrated in this chapter. The tool was used to investigate the eco-
nomic, environmental and social impact of bioethanol production in view of respecting
sustainability criteria while striking a balance between the several subsystems involved
(3) the optimal fermenter structure required for the fermentation of the different
extracts includes a CSTR followed by a PFR as well as a CSTR followed by a PFR with
bypass from feed. And finally, a value analysis was conducted to identify the compo-
nents required for the technology to meet its functions. More importantly, the meth-
odological framework presented an exciting and thrilling route to how sustainable
technologies could be successfully installed. This chapter has gone some way towards
enhancing our understanding of how model-based approaches relative to conventional
implementation strategies ensure sustainable development. Amodel-based approach to
delivering sustainable solutions is gradually becoming an exhilarating area for sustain-
able systems engineers. Readers should expect electrifying exploits from the authors as
they seek to leverage on model-based techniques, Artificial Intelligence (AI), and
digital technology to unlock Africa’s potential in the food-water-energy-health nexus.
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Chapter 6

Energy Potential of Biomass 
Sources in Slovakia
Andrea Majlingová, Martin Lieskovský, Maroš Sedliak  
and Marián Slamka

Abstract

Renewable energy has provided many potential benefits, including a reduc-
tion in greenhouse gas (GHG) emissions, the diversification of energy supplies, 
and a reduced dependency on fossil fuel markets (oil and gas in particular). 
The growth of renewable energy sources (RES) may also have the potential to 
stimulate employment in the European Union (EU), through the creation of jobs 
in new green technologies. In this chapter, first, we introduce the information on 
renewable energy sources, their statistics, and legislation background in Slovakia. 
In more detail, we further introduce the information on forest and agricultural 
biomass as a renewable energy source. In the experimental part, we introduce 
two case studies—the assessment of the potential stock of woody biomass and 
the determination of energetic properties of woody biomass, i.e., selected fast-
growing tree species based on the implementation of laboratory fire tests and 
calorimetric analyses.

Keywords: woody biomass, energy potential, stock, renewable energy source

1.  General overview on renewable energy production in EU and in 
Slovakia

In general, renewable energy sources (RES) include wind power, solar power 
(thermal, photovoltaic, and concentrated), hydropower, tidal power, geothermal 
energy, ambient heat captured by heat pumps, biofuels, and the renewable part 
of waste.

Here we introduce the overview of statistics on renewable energy sources in the 
EU published by Eurostat [1].

The information presented here is based on data compiled in accordance with 
accounting rules set down in the Directive 2009/28/EC [2] on the promotion of 
the use of energy from renewable sources and calculated on the basis of energy 
statistics covered by Regulation 1099/2008 on energy statistics, most recently 
amended in November 2017 by Commission Regulation 2017/2010. The most recent 
data available on the share of energy from renewable sources are for the reference 
year 2017.

The primary production of renewable energy within the EU-28 in 2017 was 226.5 
million tons of oil equivalent (toe). The quantity of renewable energy produced 
within the EU-28 increased overall by 64.0% between 2007 and 2017, equivalent to 
an average increase of 5.1% per year [1].
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In general, renewable energy sources (RES) include wind power, solar power 
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million tons of oil equivalent (toe). The quantity of renewable energy produced 
within the EU-28 increased overall by 64.0% between 2007 and 2017, equivalent to 
an average increase of 5.1% per year [1].
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Among renewable energies, the most important source in the EU-28 was wood 
and other solid biofuels, accounting for 42.0% of primary renewable production in 
2017 (Figure 1).

Wind power was, for the first time, the second most important contributor to 
the renewable energy mix (13.8% of the total), followed by hydropower (11.4%). 
Although their levels of production remained relatively low, there was a particularly 
rapid expansion in the output of biogas, liquid biofuels, and solar energy, which 
accounted, respectively, for a 7.4, 6.7, and 6.4% share of the EU-28’s renewable 
energy produced in 2017. Ambient heat (captured by heat pumps) and geothermal 
energy accounted for 5.0 and 3.0% of the total, respectively, while renewable wastes 
increased to reach 4.4%. There are currently very low levels of tide, wave, and ocean 
energy production, with these technologies principally found in France and the 
United Kingdom [1].

In 2018, the share of energy from renewable sources in gross final energy consump-
tion reached 18.0% in the European Union (EU), up from 17.5% in 2017 and more than 
double the share in 2004 (8.5%), the first year for which the data are available.

Gross final consumption of energy is defined in the Renewable Energy Directive 
2009/28/EC [2] as the energy commodities delivered for energy purposes to 
industry, transport, households, services (including public services), agriculture, 
forestry, and fisheries, including the consumption of electricity and heat by the 
energy branch for electricity and heat production and including losses of electricity 
and heat in distribution and transmission [1].

The increase in the share of renewables is essential to reach the EU climate and 
energy goals. The EU’s target is to reach 20% of its energy from renewable sources 
by 2020 and at least 32% by 2030.

The European Council endorsed a 2030 Framework for Energy and Climate 
for the Union based on four key Union-level targets: a reduction of at least 40% in 
economy-wide greenhouse gas (GHG) emissions; an indicative target of improve-
ment in energy efficiency of at least 27%, to be reviewed by 2020 with a view to 
increasing the level to 30%; a share of renewable energy consumed in the Union 
of at least 27%; and electricity interconnection of at least 15%. It specified that the 
target for renewable energy is binding at Union level and that it will be fulfilled 
through Member States’ contributions guided by the need to deliver collectively the 
Union target [3].

Figure 1. 
Primary production of energy from renewable sources in EU-28 in period 1990–2017 (Source: Eurostat [1]).
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A recast of Directive 2009/28/EC [2] of the European Parliament and of the 
Council has introduced a new, binding, renewable energy target for the Union for 
2030 of at least 32%, including a provision for a review with a view to increas-
ing the Union-level target by 2023. Amendments to Directive 2012/27/EU [4] of 
the European Parliament and of the Council have set the Union-level target for 
improvements in energy efficiency in 2030 to at least 32.5%, including a provision 
for a review with a view to increasing the Union-level targets.

This target is distributed between the EU Member States with national action 
plans designed to plot a pathway for the development of renewable energies in each 
of the Member States [5].

Among the 28 EU Member States, 12 Member States have already reached a share 
equal to or above their national 2020 binding targets: Bulgaria, Czechia, Denmark, 
Estonia, Greece, Croatia, Italy, Latvia, Lithuania, Cyprus, Finland, and Sweden. 
Four Member States are close to meet their targets (i.e., less than 1 percentage point 
(pp) away), nine are between 1 and 4 pp. away, while three are 4 or more pp. away 
from their targets [1].

The share of renewable energy in gross final energy consumption is identified 
as a key indicator for measuring progress under the Europe 2020 strategy for smart, 
sustainable, and inclusive growth. This indicator may be considered as an estimate 
for the purpose of monitoring Directive 2009/28/EC [2] on the promotion of the 
use of energy from renewable sources—however, the statistical system in some 
countries for specific renewable energy technologies is not yet fully developed to 
meet the requirements of this Directive.

Figure 2 shows the latest data available for the share of renewable energies in 
gross final energy consumption and the targets that have been set for 2020. The 
share of renewables in gross final energy consumption stood at 18% in the EU-28 in 
2018, compared with 8.5% in 2004.

This positive development has been prompted by the legally binding targets 
for increasing the share of energy from renewable sources enacted by Directive 
2009/28/EC [2] on the promotion of the use of energy from renewable sources.

The share of energy from renewable sources is divided into three different com-
ponents: share in electricity, share in heating and cooling, and share in transport.

Figure 2. 
Share of energy from renewable sources in in EU-28 in % of gross final energy consumption in 2018 (Source: 
Eurostat [1]).
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In 2018, the share of energy from renewable sources in gross final energy consump-
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Gross final consumption of energy is defined in the Renewable Energy Directive 
2009/28/EC [2] as the energy commodities delivered for energy purposes to 
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The European Council endorsed a 2030 Framework for Energy and Climate 
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of at least 27%; and electricity interconnection of at least 15%. It specified that the 
target for renewable energy is binding at Union level and that it will be fulfilled 
through Member States’ contributions guided by the need to deliver collectively the 
Union target [3].

Figure 1. 
Primary production of energy from renewable sources in EU-28 in period 1990–2017 (Source: Eurostat [1]).
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A recast of Directive 2009/28/EC [2] of the European Parliament and of the 
Council has introduced a new, binding, renewable energy target for the Union for 
2030 of at least 32%, including a provision for a review with a view to increas-
ing the Union-level target by 2023. Amendments to Directive 2012/27/EU [4] of 
the European Parliament and of the Council have set the Union-level target for 
improvements in energy efficiency in 2030 to at least 32.5%, including a provision 
for a review with a view to increasing the Union-level targets.

This target is distributed between the EU Member States with national action 
plans designed to plot a pathway for the development of renewable energies in each 
of the Member States [5].

Among the 28 EU Member States, 12 Member States have already reached a share 
equal to or above their national 2020 binding targets: Bulgaria, Czechia, Denmark, 
Estonia, Greece, Croatia, Italy, Latvia, Lithuania, Cyprus, Finland, and Sweden. 
Four Member States are close to meet their targets (i.e., less than 1 percentage point 
(pp) away), nine are between 1 and 4 pp. away, while three are 4 or more pp. away 
from their targets [1].

The share of renewable energy in gross final energy consumption is identified 
as a key indicator for measuring progress under the Europe 2020 strategy for smart, 
sustainable, and inclusive growth. This indicator may be considered as an estimate 
for the purpose of monitoring Directive 2009/28/EC [2] on the promotion of the 
use of energy from renewable sources—however, the statistical system in some 
countries for specific renewable energy technologies is not yet fully developed to 
meet the requirements of this Directive.

Figure 2 shows the latest data available for the share of renewable energies in 
gross final energy consumption and the targets that have been set for 2020. The 
share of renewables in gross final energy consumption stood at 18% in the EU-28 in 
2018, compared with 8.5% in 2004.

This positive development has been prompted by the legally binding targets 
for increasing the share of energy from renewable sources enacted by Directive 
2009/28/EC [2] on the promotion of the use of energy from renewable sources.

The share of energy from renewable sources is divided into three different com-
ponents: share in electricity, share in heating and cooling, and share in transport.

Figure 2. 
Share of energy from renewable sources in in EU-28 in % of gross final energy consumption in 2018 (Source: 
Eurostat [1]).
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While the EU as a whole is on course to meet its 2020 targets, some Member 
States will need to make additional efforts to meet their obligations as regards the 
two main targets: the overall share of energy from renewable sources in the gross 
final energy consumption and the specific share of energy from renewable sources 
in transport [1].

In 2017, electricity generation from renewable sources contributed more 
than one quarter (30.7%) to total EU-28 gross electricity consumption. Wind 
power was for the first time the most important source, followed closely by 
hydropower.

Renewable energy accounted for 19.5% of total energy used for heating and 
cooling in 2017. This was a significant increase from 10.4% in 2004. Increases in 
industrial sectors, services, and households (building sector) contributed to this 
growth [1].

But the Slovak Republic (SR) is moving away from its target for the share of 
renewable energy sources. This is set at 14% for 2020.

In 2017, however, Slovakia reached only 11.5%, while the share decreased for 
the second consecutive year. In 2016, it was 12%. In 2015, it was 12.9%. Slovakia 
returned statistically before 2014, when the share was 11.7% [1].

The share of energy from renewable sources in final energy consumption in the 
Slovak Republic in period 2004–2016 is shown in Figure 3.

The decrease in the share of renewable energy sources was caused by lower 
growth in the use of renewable energy sources than the growth in final energy con-
sumption. The growth in electricity consumption and the significant increase in the 
use of motor fuels, which caused a dynamic increase in energy consumption, reflect 
the Slovak Republic’s economic growth. In the long term, the Slovak Republic’s 
priority is energy efficiency, which leads to a reduction in energy consumption and 
thus to savings in fossil fuels and greenhouse gas emissions.

At the same time, in 2017, the highest increase in energy consumption in Slovakia 
was recorded by 7% of all EU Member States. Slovak gross domestic product (GDP) 
increased this year by 3.2%. This means that the country is failing to separate energy 
consumption from economic growth and thus enhance energy efficiency.

Of all 28 EU Member States, in the share of renewable energy, the Slovak Republic 
ended in the ninth place backward.

Figure 3. 
Share of energy from renewable sources in final energy consumption in SR in period 2004–2016 (Source: 
Energie Portál [6]).
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According to the latest statistics of Eurostat [1], the Slovak Republic is the coun-
try with the highest year-on-year increase in final energy consumption—by 7%.

As energy consumption in the Slovak Republic is growing and renewable sources 
are not developing, their share inevitably decreases.

In the Slovak Republic, electricity from renewable sources is promoted through a 
fixed feed-in tariff. Energy companies are obliged to purchase and pay for electric-
ity exported to the grid.

Renewable energy biomass must be given priority connection, and electric-
ity from renewable sources must be given priority dispatch. The grid operator is 
obliged to extend the grid without discriminating against certain users.

Renewable energy sources are used in addition to electricity production also for 
heat production. URSO [7, 8] 2019 statistics show that in 2018 the most used fuel 
for heat production in Slovakia was natural gas. As can be seen from the data in 
Table 1, its use increased year-on-year most significantly from all fuels to around 
8640 GWh.

The total volume of heat supply from renewable energy sources in 2018 was less 
than 2000 GWh according to data from the URSO Annual Report [7, 8]. From the 
combined heat and power (CHP) came 6000 GWh. The distribution of heat supply 
volume is visualized in Figure 4.

The support of heat from renewable energy sources mainly takes the form of 
financial support for investments in the Slovak Republic.

Further, we are focusing more on the legislation governing the use of renewable 
energy sources in Slovakia.

2. Legislation governing the use of renewable energy sources in Slovakia

In Slovakia, the primary legislation consists of Act of the National Council of 
the Slovak Republic No. 656/2004 Coll. Energy Act [9]. This Act defines the basic 
processes related to electricity and RES, as well as basic concepts, and performance 

Year Natural gas (GWh) Biomass (Kt) Coal (Kt) Biogas (GWh) Fuel oil (Kt)

2016 8514 1113 571 275 96

2017 8141 845 577 326 128

2018 8637 877 586 326 128

Table 1. 
Renewable energy sources are used in addition to electricity production also for heat production (Source: URSO 
[7, 8]).

Figure 4. 
Heat supply in SR in 2018 (Source: URSO [7, 8]).
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of state administration. It also introduces conditions for issuing a license for 
electricity production from RES and conditions for the construction of energy 
facilities (including facilities for electricity production, when electricity is produced 
from RES). And also, the Act defines the rights and obligations of a producer of 
electricity from RES and rights and obligations of the transmission and distribution 
system operator to which the producer of the electricity from RES is connected 
and through which the transmission or distribution of electricity produced from 
RES is carried out to the final consumption point. Under this Act, support for RES 
is achieved through the priority access, connection, transmission, distribution, 
and supply of electricity produced from RES. However, the producer must respect 
the technical and commercial conditions of access and grid connection, which are 
specified in the tertiary legislation.

The secondary legislation consists of the Government Regulation No. 211/2010 
[10], laying down the rules for the functioning of the electricity market and the Act 
no. 309/2009 Coll. [11] on the Promotion of Renewable Energy Sources and High 
Efficiency Cogeneration and on Amendments to Certain Acts.

Government Regulation No. 211/2010 [10] (Electricity Market Rules), by its 
very nature, supplements the “Energy Act” and specifies some of its provisions. 
These market rules lay down the conditions for connection, access, transmission, 
and distribution of electricity. It defines the criteria to connect the producer to the 
system, criteria to carry out the distribution of electricity produced also from RES, 
and the necessary contractual relations necessary for connecting the production 
equipment. The contractual relations named in the Market Rules are further speci-
fied in tertiary legislation. The electricity market rules further define and develop 
functional processes related to market participant deviation, registration of daily 
supply diagrams, etc.

The Act no. 309/2009 Coll. [11] specifies the method of support and condi-
tions for the promotion of electricity production from renewable energy sources, 
electricity by high-efficiency cogeneration, and biomethane; rights and obligations 
of producers of electricity from renewable energy sources, electricity from cogen-
eration, electricity from high-efficiency cogeneration, and biomethane; the rights 
and obligations of other electricity and gas market participants; and the rights and 
obligations of the legal person or the natural person who places on the market fuels 
and other energy products used for transport purposes.

The tertiary legislation includes in particular rules of operation of the transmis-
sion system operator; operating rules of the distribution system operator; technical 
conditions of the transmission system operator; technical conditions of the dis-
tribution system operator; URSO decisions; and URSO Decree no. 2/2008 and its 
amendments[7, 8].

3. Biomass as a renewable source of energy

Biomass is one of the key renewable sources of energy that is produced from 
organic matter. It includes wood, agricultural crops and waste, and other “living” 
materials that can be used to produce heat and energy.

Dzurenda and Jandačka [12] define biomass as a matter of biological origin, 
which includes plant biomass grown in soil and water, animal biomass, production 
of animal origin, and organic waste.

Directive 2001/77/EC [13] defines the biomass as a biodegradable fraction of 
products, waste, and residues from agriculture (including vegetal and animal 
substances), forestry, and related industries, as well as the biodegradable fraction of 
industrial and municipal waste.
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Lieskovský and Gejdoš [14] understand the term biomass as all living and 
organic matter in each system that was originated and developed as a product of life 
processes (development, growth, and reproduction) of living organisms. According 
to this definition, it provides a very wide range of its possible systematic sorting and 
distribution.

In terms of its origin, we can talk about plant biomass (phytomass), animal 
biomass (zoomass), and municipal and industrial waste. Dendromass is an organic 
matter of woody and shrubby plants consisting of wood, bark, and green matter 
[12]. Phytomass is a biomass of plant origin [15].

Regardless of source, biomass materials can be divided into two broad categories: 
woody and non-woody. Forests provide only woody materials; agriculture sources 
provide both woody and non-woody biomass for bioenergy production [16].

The choice of biomass (i.e., woody or herbaceous species) for energy produc-
tion purposes depends upon the end-use, bio-conversion portion of interest, e.g., 
combustion, gasification, pyrolysis, fermentation, or mechanical extraction of oils.

Looking back at the recent past, also in the Slovak Republic, biomass for energy 
purposes was not an interesting topic until 2000. Traditionally, it was previously 
considered as an additional source of energy to meet local heating needs, mostly in 
areas without fossil fuel infrastructure. Until 1999, there was no domestic demand 
for forest fuel chips and their annual production ranged from 2000 to 3000 tons 
(i.e., 2–3 Kt) [17].

The pioneer in this area was Slovenské energetické strojárne (SES), a. s., 
Tlmače in Slovakia, which reconstructed the boiler room in 2001 and adapted 
the equipment for the combustion of chips. According to the TREND newspaper 
(published on April 11, 2003), at that time it was 20,000 tons of wood chips per 
year, covering the heating needs of buildings and part of the Lipník housing estate 
in Tlmače. The use of wood chips in SES Tlmače also solved to a large extent the 
problem of the Forest Enterprise Levice (LZ), who were looking for sales oppor-
tunities for not very attractive tree species such as Turkey oak (Quercus cerris) and 
black locust (Robinia pseudoacacia) at that time.

Since that time, much has changed in the timber market. The amount of logging 
in the Slovak forests has been increasing in the past 15 years. Planned and actual 
logging is increasing in Slovakia, particularly due to an increase in the share of 
stands of higher (ruby) age.

The unbalanced age structure in the forests of Slovakia causes cyclical changes 
also in the development of logging possibilities. It is anticipated that they will 
decline already around 2030 but depending on the extent of incidental felling [18].

In 2000, approximately 5.5 mil. m3 of timber was logged, while it was more than 
9.3 mil. m3 in 2017. The trend of the decreasing quality of timber on the market and 
an increase in the share, especially of the fifth-grade timber assortments, is visible. 
To a large extent, wood degradation is also due to a high proportion of incidental 
felling, which regularly exceeds 50% (57% in 2015), with a significant proportion of 
felling being found in coniferous forests [19].

According to the document “Utilization of wood for energy purposes,” the total 
consumption of solid wood fuel biomass (fuel wood, chips, fine-grained and lump 
residues after processing and handling of wood, briquettes, and pellets) amounted 
to 3.05 mil. tons (3.05 MMt) in 2017.

The key consumers of wood fuels, which are the dominant renewable energy 
source in Slovakia, are the wood processing and pulp and paper industry, the 
population, central heating sources, and the energy sector. The heat produced i 
s mainly used for heating and industrial purposes. The proportion of wood  
fuels in the total consumption of primary energy sources in the Slovak Republic 
was 1.9% [18].
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The heat producers associated in the Slovak Association of Heat Producers 
(SZVT) heat 38 places together, for which approximately 257,000 tons of timber 
are used annually (i.e., 2.14% of harvested wood). If the heat producers only used 
branches and wood waste for heating, it would still not be even 10% of the total 
harvested wood plant.

Other nine electricity producers from biomass, who are not associated with the 
SZVT, utilize approximately 530,000 tons (530 Kt) of wood annually, i.e., approxi-
mately 4.17% of total timber harvesting. Indication of how much wood is used for 
individual heating of households is not available [20].

The decisive legal document for forest management in the Slovak Republic is the 
Act no. 326/2005 Coll. [21] on forests, as amended. The Act defines the areas of for-
est land and forest protection, professional and differentiated forest management, 
forest use, and the requirement of sustainable forest management.

The current forestry and agriculture legislation also addresses land use issues 
related to the sustainability of forest biomass (also dendromass) production and has 
a direct impact on its energy use [22].

Table 2 presents data representing the development in the dendromass stock 
specified for energy use.

The expected significant increase in the proportion of renewable energy sources 
and the use of underproductive agricultural land for the cultivation of energy 
stands results also in a significant increase in the potential of energy-efficient 
biomass to produce heat and energy in Slovakia. At the same time, it is possible to 
support further development of the fuel dendromass market. The amendment to 
the Act on forests introduced concepts such as energy stands and forest plantations. 
Energy stands are purpose-built forests with the aim of maximizing biomass pro-
duction in the first 15 years, while also fulfilling other forest functions, especially 
soil conservation, erosion control, and partly landscape creation. Biomass produced 
in this way should be used mainly for energy production.

In energy stands and forest plantations, it is not possible to effectively use the 
management methods as in conventional forests. For example, it is unreasonable to 
require the provision of conventional management operations in such forest stand. 
For that reason, the application of the conventional stand management obligation 
is excluded in these cases. At the user’s request, the stands can be reclassified to 

Year Forest chips1 Wood fuel and other2 Total

(Kt) (TJ) (Kt) (TJ) (Kt) TJ

2017 580 5510 845 8028 1425 13,538

2016 610 5795 830 7885 1440 13,680

2015 615 5843 835 7933 1450 13,775

2013 620 5890 820 7790 1440 13,680

2010 250 2375 695 6602 945 8977

2005 120 1140 640 6080 760 7220

2000 5 48 471 4475 476 4522

1990 2 19 368 3496 370 3515
1Wood chips and wood to produce wood chips
2Fuel wood and wood used for energy from waste, harvest residues, and dead trees

Table 2. 
Development of the dendromass stock for energy use (Source: NLC 1991–2018).
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energy stands during the recovery of the Forest Management Program (PSL). In 
2006, almost 550 ha of forest were reclassified this way in the OZ Levice (manage-
ment unit of Forests Slovakia, S.E.). These were mostly the coppices of black locust 
(96.1%) and Turkey oak (1.2%). These coppices are restored by the clear cutting 
connected with the maximum utilization of the stump and root sprouting of the 
abovementioned tree species [23].

Current resources of wood on non-forest ground are mainly the tree stands on 
long-term unused agricultural land (so-called white areas), streamside stands, and 
trees in the open country, including linear planting vegetation, e.g., windbreaks and 
trees around roads.

Legislative conditions for planting fast-growing trees on agricultural land are 
determined directly by the Act no. 220/2004 Coll. [24] on the protection and use of 
agricultural land and by the amendment of Act no. 245/2003 Coll. on integrated pol-
lution prevention and control and on amendments and supplements to certain acts.

For the purposes of this Act, fast-growing trees on agricultural land shall mean 
the plantation of fast-growing trees to produce wood biomass, on an area with 
extent more than 1000 m2, for a maximum of 20 years.

The fast-growing tree species can be planted on agricultural land classified into 
the 5th to 9th quality group, according to the code of a certified soil-ecological unit 
used in Slovakia. Also they can be planted on agricultural land contaminated by 
dangerous substances, or on agricultural land classified into the 3rd or 4th quality 
group according to the code of a certified soil-ecological unit, or on agricultural 
land, which is located in a floodplain, that is wet or exposed to wind erosion. The 
plantations of fast-growing tree species cannot be established on areas situated in 
the 3rd to 5th degree of nature and landscape territorial preservation.

The tree stands on “white areas” formed mainly by succession of trees are 
located on an area of ca. 275,000 ha with a total wood supply of 36.6 MMm3 (timber 
stock without bark).

The current stock of coniferous trees is 12.7 MMm3, hard deciduous trees 9.1 
MMm3, and soft deciduous trees 14.8 MMm3. The assortment structure of stands 
on “white areas” is represented by a higher proportion of fiber wood and wood for 
energy use than the stands on forest land. Due to their localization, stands on “white 
areas” are easily accessible, and terrain conditions enable the use of efficient timber 
logging technologies [25].

Another possibility of increasing biomass production is the plantation of 
fast-growing trees. The establishment of fast-growing tree plantations supports 
other unique and important environmental and ecological benefits that can provide 
enough raw material for the energy industry. At the same time, if certain decisions 
are considered in addition to production when planning a fast-growing tree planta-
tion, they finally can have a positive impact on the landscape, biodiversity, soil, and 
water cycle in the ecosystem. The use of this method of targeted energy biomass 
extraction is a combination of forestry and agriculture and brings new opportuni-
ties supporting regional energy self-sufficiency.

With the increasing demands for biomass for energy purposes, the issues of 
production and targeted cultivation of fast-growing tree plantation (known also 
as short rotation coppice (SRC)) are becoming topical. In the future, demand 
for wood as a raw material for heating and electricity production is expected to 
increase. This increase will mainly be influenced by the situation on the fuel market 
and will be supported as a target of national and European energy policy. Energy 
chips from fast-growing tree species can thus make a significant contribution to 
the European targets related to increasing the proportion of renewable energy 
sources [23].
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The heat producers associated in the Slovak Association of Heat Producers 
(SZVT) heat 38 places together, for which approximately 257,000 tons of timber 
are used annually (i.e., 2.14% of harvested wood). If the heat producers only used 
branches and wood waste for heating, it would still not be even 10% of the total 
harvested wood plant.

Other nine electricity producers from biomass, who are not associated with the 
SZVT, utilize approximately 530,000 tons (530 Kt) of wood annually, i.e., approxi-
mately 4.17% of total timber harvesting. Indication of how much wood is used for 
individual heating of households is not available [20].

The decisive legal document for forest management in the Slovak Republic is the 
Act no. 326/2005 Coll. [21] on forests, as amended. The Act defines the areas of for-
est land and forest protection, professional and differentiated forest management, 
forest use, and the requirement of sustainable forest management.

The current forestry and agriculture legislation also addresses land use issues 
related to the sustainability of forest biomass (also dendromass) production and has 
a direct impact on its energy use [22].

Table 2 presents data representing the development in the dendromass stock 
specified for energy use.

The expected significant increase in the proportion of renewable energy sources 
and the use of underproductive agricultural land for the cultivation of energy 
stands results also in a significant increase in the potential of energy-efficient 
biomass to produce heat and energy in Slovakia. At the same time, it is possible to 
support further development of the fuel dendromass market. The amendment to 
the Act on forests introduced concepts such as energy stands and forest plantations. 
Energy stands are purpose-built forests with the aim of maximizing biomass pro-
duction in the first 15 years, while also fulfilling other forest functions, especially 
soil conservation, erosion control, and partly landscape creation. Biomass produced 
in this way should be used mainly for energy production.

In energy stands and forest plantations, it is not possible to effectively use the 
management methods as in conventional forests. For example, it is unreasonable to 
require the provision of conventional management operations in such forest stand. 
For that reason, the application of the conventional stand management obligation 
is excluded in these cases. At the user’s request, the stands can be reclassified to 

Year Forest chips1 Wood fuel and other2 Total

(Kt) (TJ) (Kt) (TJ) (Kt) TJ

2017 580 5510 845 8028 1425 13,538

2016 610 5795 830 7885 1440 13,680

2015 615 5843 835 7933 1450 13,775

2013 620 5890 820 7790 1440 13,680

2010 250 2375 695 6602 945 8977

2005 120 1140 640 6080 760 7220

2000 5 48 471 4475 476 4522

1990 2 19 368 3496 370 3515
1Wood chips and wood to produce wood chips
2Fuel wood and wood used for energy from waste, harvest residues, and dead trees

Table 2. 
Development of the dendromass stock for energy use (Source: NLC 1991–2018).
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For the purposes of this Act, fast-growing trees on agricultural land shall mean 
the plantation of fast-growing trees to produce wood biomass, on an area with 
extent more than 1000 m2, for a maximum of 20 years.

The fast-growing tree species can be planted on agricultural land classified into 
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areas” are easily accessible, and terrain conditions enable the use of efficient timber 
logging technologies [25].

Another possibility of increasing biomass production is the plantation of 
fast-growing trees. The establishment of fast-growing tree plantations supports 
other unique and important environmental and ecological benefits that can provide 
enough raw material for the energy industry. At the same time, if certain decisions 
are considered in addition to production when planning a fast-growing tree planta-
tion, they finally can have a positive impact on the landscape, biodiversity, soil, and 
water cycle in the ecosystem. The use of this method of targeted energy biomass 
extraction is a combination of forestry and agriculture and brings new opportuni-
ties supporting regional energy self-sufficiency.

With the increasing demands for biomass for energy purposes, the issues of 
production and targeted cultivation of fast-growing tree plantation (known also 
as short rotation coppice (SRC)) are becoming topical. In the future, demand 
for wood as a raw material for heating and electricity production is expected to 
increase. This increase will mainly be influenced by the situation on the fuel market 
and will be supported as a target of national and European energy policy. Energy 
chips from fast-growing tree species can thus make a significant contribution to 
the European targets related to increasing the proportion of renewable energy 
sources [23].
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The most frequently planted tree species on plantations are various clones and 
varieties of poplar (Populus sp.) and willow (Salix sp.). Current legislation does not 
directly limit plantation owners and users to the use of a clone or varieties, but the 
cultivation of non-origin tree species is in violation of the Act no. 543/2002 Coll. [26] 
on nature and landscape. Appropriate selection considering habitat conditions is a 
prerequisite for meeting production expectations.

An important factor that can influence the future plantation of fast-growing 
trees is enough potential area for their establishment. The potential of plantation 
establishment is both on the forest and in the agricultural ground fund.

In 2017, the area of utilized agricultural land was 1,910,654 ha. The Slovak 
Republic accounts for 38.8% of agricultural land in the total land area [18]. In 
addition, the distribution of agricultural land in the Slovak Republic is also charac-
terized by a high proportion of agricultural land in mountain and foothill areas with 
rugged terrain and unfavorable climatic conditions.

Under such conditions, intensive agricultural production is not efficient 
today. However, it creates the preconditions for the possibility of diversification 
of production, one alternative of which is the production of biomass for energy 
purposes.

In the medium-term horizon, energy stands is considered to be planted on an 
area of 30,000 ha. Their production of energy chips is accounted for 70% and fiber 
wood for 30 %, considering the 15-year-long rotation period (MP SR 2018) [18].

The possibilities of biomass to be used for energy purposes and its energy 
properties are studied by many experts worldwide. There is introduced brief review 
of the last research works in this field.

The worldwide research trends related to biomass as renewable energy derived 
from the analysis of the state of the research and trends in biomass for renew-
able energy from 1978 to 2018 were published by Perea-Moreno et al. [27]. Woch 
et al. [28] published a case study focusing evaluation of potential use of forest 
biomass for renewable energy based on systems approach. The ways to meet the 
future energy demands based on biotechnology and wood for energy purposes 
are described by Al-Ahmad [29]. Climate, economic, and environmental impacts 
of producing wood for bioenergy are introduced by Birdsey et al. [30]. Koponen 
et al. [31] published a study in which they tried to quantify the climate effects of 
bioenergy. Cordiner et al. [32] introduced results of biomass pyrolysis modeling at 
laboratory scale, which were further completed with their experimental validation. 
Kluts et al. [33] dealt with agriculture biomass sources. There are also several stud-
ies focusing on the determination of energetic parameters of biomass, e.g., [34–37].

4. Assessment of woody biomass stock in Slovak forests: case study 1

The geodatabase containing the data from the territory of the Slovak Republic 
(digital terrain model (DTM), settlements, district borders—producer and pro-
vider is the Topography Institute of the col. Jan Lipsky in Banska Bystrica) was 
added and preprocessed in ArcGIS for Desktop ver. 10.2. together with geodata 
on forest stand outlines and forest inventory database produced and provided by 
the Department of Forest Resources and Informatics of the National Forest Centre 
in Zvolen and containing the detailed description of the stands which is updated 
every 10 years.

For the needs of further analyses of the database, all the forest stands existing in 
the territory of the Slovak Republic were selected. Totally, there were 211,968 forest 
stands included in the analysis.
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From the digital terrain model, and using the surface analyses tools in ArcGIS, 
a raster of terrain slopes in the ArcGIS environment, which was later used in the 
process of identifying available sources of woody biomass (dendromass) for energy 
use in forests of the Slovak Republic, was derived.

As the primary source of data for calculating the amount of dendromass is avail-
able, we used the data concerning the description of the basic parameters of forest 
stands, which are introduced in the database, which is used as the primary source of 
data for providing the spatial analyses in GIS environment. These data are the result 
of detailed surveys on forest which are provided for purposes of forest management 
plan elaboration.

As the basic parameters for the derivation of the total available dendromass 
stock, we used the data on the extent of area of forest land, timber stock, and the 
planned annual cutting. In addition, we also analyzed the age structure and forest 
category of the stands.

Not all dendromass is suitable for energy purposes. There were specified 
restriction criteria. The most restrictive criterion to identify the dendromass 
for energy purposes is terrain slope. Steep terrain is a limitation for deployment 
of majority of timber logging technologies used in Slovakia. That is the reason 
why the forest stands situated within terrain with slope of 50% and more were 
excluded.

There were also excluded forest stands classified as protection forests, where 
protection function is superior to productive function. There are also included 
stands assigned into the 5th degree (the highest) of nature preservation, which are 
mostly in the National Parks of the Slovak Republic.

The information on the category of forest and its nature protection level was 
obtained from a database containing basic parameters of forests, which we received 
from the Department of Forest Resources and Informatics, National Forest Centre. 
Those data were classified, and the unsuitable stands were excluded from further 
analyses.

Another criterion for excluding the stands unsuitable for energy purposes was 
the classification code of individual forest stands related to the “management set 
of forest types,” which is used in the Slovak Republic. The management sets of 
forest types [38] were identified, which are naturally very low in nutrients (espe-
cially calcium, magnesium and potassium) or habitats with extreme texture, 
skeleton, water regime, as well as sites with an excess of certain nutrients, but 
a great lack of potassium and phosphorus. The forest stands belonging to those 
management sets of forest types were classified as unsuitable and were excluded 
from the analysis.

The results of the analyses are introduced in Figure 5 and in Table 3. The infor-
mation on potential woody biomass stock was derived from eight existing district 
(region) units in Slovakia.

The graphical output of the analysis is introduced in Figure 5.
In Table 3, the potential stock of woody biomass to be used for energy purposes 

in Slovakia, derived from eight existing districts in Slovakia based on pre-defined 
criteria, is introduced.

According to the data introduced in Table 3, we can state that the highest 
stock of woody biomass to be potentially used for energy purposes is in Banská 
Bystrica (24%) and Prešov (24%) districts (together 48% of the overall woody 
biomass stock).

Further, we introduce the approaches used to determine the energetic properties 
of selected fast-growing tree species which have potential to be planted for energy 
purposes in Slovakia.
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5. Fire and energy properties of woody biomass: case study 2

To analyze the fire and energetic properties of selected species of woody biomass 
for energy production purposes, several standardized but also progressive analyti-
cal methods were used.

Three woody biomass species were tested: Populus x euroamericana clone MAX 4, 
Salix viminalis clone TORA, and Paulownia tomentosa.

To implement the laboratory fire tests, the samples of woody biomass species 
were represented by the blocks with dimensions of 50 × 40 × 20 mm in the case of 
mass loss testing and 20 × 20 × 10 mm in the case of spontaneous ignition tempera-
ture testing.

The samples of Salix viminalis clone TORA and Populus x euroamericana clone 
MAX 4 were taken from the existing plantations of the University Forest Enterprise 
of the Technical University in Zvolen territory.

Figure 5. 
Woody biomass stock in forests of the Slovak Republic (Source: Authors).

District Biomass stock (m3) Number of forest 
stands

Stand extent 
(km2)

District extent 
(km2)

Bratislava 10,782,036 9955 418.0 2059.5

Trnava 10,034,628 11,109 414.3 4143.0

Trenčín 37,080,538 32,030 1336.8 4501.3

Žilina 16,716,540 19,726 590.0 6789.2

Nitra 15,183,661 15,200 732.2 6338.7

Banská Bystrica 53,848,038 54,345 2292.3 9450.5

Košice 25,116,195 19,536 1041.3 6749.2

Prešov 53,896,725 46,659 2307.5 8988.2

Total 222,658,361 208,560 9132 49,020

Table 3. 
Woody biomass stock to be used for energy purposes in Slovakia.
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The samples of Paulownia tomentosa were taken from the plantations belonging 
to the Agricultural Co-operative Dolné Saliby.

The following analyses were implemented: analyses of spontaneous ignition 
temperature; analyses of mass loss during sample thermal loading with radiant heat 
source; and gross calorific value, heating value, and ash content analyses.

5.1  Analyses of spontaneous ignition temperature and induction period  
of samples

In the laboratory fire tests, samples of woody species, i.e., blocks with dimen-
sions of 50 × 40 × 20 mm for mass loss testing and 20 × 20 × 10 mm for spontaneous 
ignition temperature testing, were used.

Before the test, all the samples were conditioned according to the STN EN ISO 
291 standard requirements. Totally, three samples of each woody biomass and 
herbaceous energy crops undergone testing.

To determine the temperature of spontaneous ignition, the incendiary hot-air 
oven (Setchkin furnace) was used, and the methodology for testing the spontane-
ous ignition temperature, according to the STN ISO 871 standard, was applied.

Those analyses were performed in the laboratories and use the research infra-
structure of the Department of Fire Protection, Faculty of Wood Sciences and 
Technology, Technical University in Zvolen.

Table 4 shows an overview of the determined spontaneous ignition tempera-
tures and induction periods reached by Populus x euroamericana clone MAX 4.

The lowest mean spontaneous ignition temperature value was recorded by 
Salix viminalis clone TORA (419.46°C), which was reached in 328.87 s from the 
start of the test. The results also showed that with increasing thermal loading (and 
higher spontaneous ignition temperature value), the samples were resistant to fire 
for a shorter time.

5.2  Analysis of mass loss during sample thermal loading with radiant heat 
source

To understanding the thermal decomposition process of all the samples tested 
during their burning, implementing thermal analyses, and studying the mass loss 
of the sample are recommended.

To study the mass loss of the samples, the nonstandard method of solid thermal 
properties testing was applied.

The samples of woody biomass and energy crops undergone thermal loading by 
a radiant heater with the power of 1000 W for a specific time, i.e., 10 min. The mass 

Measurement 
no.

Spontaneous ignition 
temperature of Populus

t (°C)

Spontaneous ignition 
temperature of Salix

t (°C)

Spontaneous ignition 
temperature of Paulownia

t (°C)

1. 424.92 412.65 420.10

2. 417.14 426.63 410.98

3. 419.69 419.09 441.87

Mean 420.58 419.46 424.32

Table 4. 
Spontaneous ignition temperatures of woody biomass species.
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The following analyses were implemented: analyses of spontaneous ignition 
temperature; analyses of mass loss during sample thermal loading with radiant heat 
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ignition temperature testing, were used.

Before the test, all the samples were conditioned according to the STN EN ISO 
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herbaceous energy crops undergone testing.

To determine the temperature of spontaneous ignition, the incendiary hot-air 
oven (Setchkin furnace) was used, and the methodology for testing the spontane-
ous ignition temperature, according to the STN ISO 871 standard, was applied.

Those analyses were performed in the laboratories and use the research infra-
structure of the Department of Fire Protection, Faculty of Wood Sciences and 
Technology, Technical University in Zvolen.

Table 4 shows an overview of the determined spontaneous ignition tempera-
tures and induction periods reached by Populus x euroamericana clone MAX 4.

The lowest mean spontaneous ignition temperature value was recorded by 
Salix viminalis clone TORA (419.46°C), which was reached in 328.87 s from the 
start of the test. The results also showed that with increasing thermal loading (and 
higher spontaneous ignition temperature value), the samples were resistant to fire 
for a shorter time.

5.2  Analysis of mass loss during sample thermal loading with radiant heat 
source

To understanding the thermal decomposition process of all the samples tested 
during their burning, implementing thermal analyses, and studying the mass loss 
of the sample are recommended.

To study the mass loss of the samples, the nonstandard method of solid thermal 
properties testing was applied.

The samples of woody biomass and energy crops undergone thermal loading by 
a radiant heater with the power of 1000 W for a specific time, i.e., 10 min. The mass 

Measurement 
no.

Spontaneous ignition 
temperature of Populus

t (°C)

Spontaneous ignition 
temperature of Salix

t (°C)

Spontaneous ignition 
temperature of Paulownia

t (°C)

1. 424.92 412.65 420.10

2. 417.14 426.63 410.98

3. 419.69 419.09 441.87

Mean 420.58 419.46 424.32

Table 4. 
Spontaneous ignition temperatures of woody biomass species.
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loss of the samples (g) was measured for each 10-s interval. Totally, three samples of 
each woody biomass undergone testing.

Those analyses were performed in the laboratories and use the research infra-
structure of the Department of Fire Protection, Faculty of Wood Sciences and 
Technology, Technical University in Zvolen.

The resulting courses of mass loss of the tested woody biomass species are 
introduced in Figures 6–8.

5.3 Gross calorific value, heating value, and ash content analyses

To calculate the heating value, it was necessary to determine the gross caloric 
value of the samples. The IKA C200 calorimeter was used to determine it. The 
procedure was conducted in correspondence with the standard STN ISO 1928:2003-
07 Solid fuels. Determination of gross caloric value and calculation of heating value. 
In the test, the sample is burnt in a calorimetric bomb and filled with oxygen under 
the pressure of 3–5 MPa.

Based on the mathematical Eq. (1) introduced in the same standard, the heating 
values (KJ∙kg−1) of the samples were further calculated:

   q  v,net,m   =  [ q  v,gr,d   − 206.0 ∙ w   (H)   d  ]  ∙  (1 − 0.01 ∙  M  T  )  − 23.5 ∙  M  T     (1)

where qv,net,m—heating value at constant volume and containing with water 
(kJ∙kg−1); qv,gr,d—gross calorific value at constant volume without water content 
(kJ∙kg−1); w(H)d—percentage of hydrogen (%); MT—total water content of the fuel 
for which conversion is required - relative moisture (%).

In the calculations of heating value, the relative moisture content of 10% was 
used. Before the testing, the samples were dried at 103 ± 2°C to reach the mois-
ture content of 0% and further conditioned in a desiccator at the temperature of 
20 ± 1°C for 24 hrs. Three measurements were made for each sample. The results 
show the average value of those measurements.

The procedure for ash determination was based on the requirements of the 
standard STN ISO 1171:2003 (441378) Solid mineral fuels. Determination of ash. The 
principle of the method is the incineration of the sample, heated in air at a tempera-
ture of 815 °C ± 10 °C, for specified time interval and maintained at that above-
mentioned constant temperature. For this purpose, the muffle furnace was used. 
The ash content was calculated from the weight of the residue after incineration.

Those analyses were performed at laboratories and use the research infrastruc-
ture of the Department of Forest Harvesting, Logistics and Ameliorations, Faculty 
of Forestry, Technical University in Zvolen.

Figure 6. 
Mass loss course of Populus x euroamericana clone MAX 4 during the thermal loading.
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The highest energy potential expressed in terms of the highest gross calorific 
values (19.71 ± 0.18 MJ ∙ kg−1) as well as heating values was found in the case of 
Paulownia tomentosa.

The results of gross calorific value and heating value of all woody biomass spe-
cies are introduced in Table 5.

The ash content analyses results are introduced in Table 6.
The highest ash content was achieved in Populus x euroamericana clone MAX 4, 

followed by Salix viminalis clone Tora and Paulownia tomentosa which showed the 
lowest value of ash content in the analyses.

The highest energy potential expressed in terms of the highest gross calorific 
values as well as heating values (at 10% moisture content) was recorded in the case 
of Paulownia tomentosa (19.71 ± 0.18 MJ∙kg−1; 16.40 ± 0.18 MJ∙kg−1). The lowest val-
ues of gross calorific values and heating were recorded in Populus x euroamericana 
clone MAX 4 (19.47 ± 0.29 MJ∙kg−1; 16.18 ± 0.29 MJ∙kg−1). The differences in values 
recorded in the tested samples of fast-growing tree species were very low. According 

Figure 7. 
Mass loss course of Salix viminalis clone TORA during the thermal loading.

Figure 8 
Mass loss course of Paulownia tomentosa during the thermal loading.

Sample Gross calorific 
value (MJ ∙ kg−1)

Heating value 
(MJ ∙ kg−1)

Standard 
deviation

Populus x euroamericana clone MAX 4 19.47 16.18 0.29

Salix viminalis clone Tora 19.63 16.33 0.11

Paulownia tomentosa 19.71 16.40 0.18

Table 5. 
Gross calorific value and heating value of tested woody biomass samples.
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Sample Ash content (w%) Standard deviation

Populus x euroamericana clone MAX 4 2.58 0.24

Salix viminalis clone Tora 1.28 0.08

Paulownia tomentosa 0.75 0.05

Table 6. 
Ash content of the woody biomass species.

to these finding, all the tested biomass species were considered suitable to be used 
for further energy use. However, Paulownia tomentosa seems to be the most suitable 
from calorific value and heating value point of view.

Heating value should be tightly connected also with elemental composition 
and affected by the variation in cell wall composition and ash. This fact was 
confirmed also by ash content analysis using the muffle furnace for ashing. The 
ash content of tested woody biomass species was in the range of 0.75–2.58 w%. 
The lowest values of ash content were recorded right in Paulownia tomentosa 
(0.75 ± 0.05 w%).

Similar results were achieved also by Yavorov et al. [37], who were engaged 
in determining the potential of fast-growing hardwood species from Bulgaria 
(Paulownia elongata, Populus alba, and Salix viminalis RUBRA), and Martinka et al. 
[39] who studied the calorific value and fire risk of selected fast-growing hardwood 
species (Populus nigra x Populus maximowiczii, Salix alba L.).

6. Conclusions

Climate change caused by increasing greenhouse gas emissions is among the 
most serious global threats. Therefore, many experts have been looking for ways to 
solve this problem for more than 20 years.

In recent years, in the world, the importance of the energy sector has increased, 
particularly in terms of sustainable development. The direction of energy sector 
development is slowly changing toward the use of environmentally friendly fuels 
and energy from renewable sources.

Slovakia as a country that is more than 90% dependent on imports of primary 
energy sources should have a primary interest to use its own, renewable energy sources.

Biomass is the largest renewable energy source in Slovakia. It consists of veg-
etable and animal origin materials suitable for energy use. Biomass is considered in 
terms of CO2 biomass is a neutral fuel, because it shall release only as much of the 
CO2 when burning as the plant has taken during its growing.

The Energy Policy of the Slovak Republic aims in increasing the share of renew-
able and secondary energy sources, which constitutes a significant portion of 
woody biomass (dendromass) produced in forestry, wood industry, and pulp and 
paper industries.

To identify the available sources of woody biomass or any kind of biomass, as 
the first step of any analysis concerning the possible location of any power plant 
using biomass for energy and heat production, it is recommended to deploy those 
tools allow processing the existing data on forest and agricultural land and different 
kinds of spatial analyses to get the required information. An approach that is used 
in Slovakia for this purpose is introduced.

To study the important characteristics for the biomass combustion process is 
possible through deployment of standardized and progressive nonstandardized 
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laboratory fire tests and calorimetric and thermal analyses. Some of them were 
introduced in the framework of this chapter.
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