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    Abstract- This paper presents an optimal control strategy for a 

permanent-magnet synchronous hub motor (PMSHM) drive 

using the state feedback control method plus the grey wolf 

optimization (GWO) algorithm. First, the linearized PMSHM 

mathematical model is obtained by voltage feedforward 

compensation. Second, to acquire satisfactory dynamics of speed 

response and zero d-axis current, the discretized state space 

model of the PMSHM is augmented with the integral of rotor 

speed error and integral of d-axis current error. Then, the GWO 

algorithm is employed to acquire the weighting matrices Q and R 

in liner quadratic regulator optimization process. Moreover, a 

penalty term is introduced to the fitness index to suppress 

overshoots effectively. Finally, comparisons among the GWO-

based state feedback controller with and without the penalty 

term, the conventional state feedback controller, and the genetic 

algorithm enhanced PI controllers are conducted in both 

simulations and experiments. The comparison results show the 

superiority of the proposed state feedback controller with the 

penalty term in fast response. 

 

I. INTRODUCTION 

With the worldwide environment deterioration, the 

improvement of energy efficiency has become increasingly 

important. Compared to traditional internal combustion engine 

vehicles, electrical vehicles (EVs) have higher energy 

efficiency and lower emissions. With the advantages of short 

drive chain, high dynamic performance and high efficiency, 

the permanent-magnet synchronous hub motors (PMSHMs) 

are considered alternative to the traditional permanent-magnet 
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synchronous motor (PMSM) system with mechanical 

transmission for EVs [1]-[6]. 

The field-oriented control (FOC) system is the most 

commonly used control system for PMSHMs, and the cascade 

proportional-integral (PI) loop control structure is widely 

adopted. The PI controller has the advantages of simple 

algorithm, good robustness and high reliability. However, it 

needs to be tuned separately with a specified order, from the 
current to the speed control loops. This process can be based 

on analytical or experimental methods. Recently, some nature-

inspired algorithms, such as genetic algorithm (GA) and 

particle swarm optimization (PSO) have been applied to 

obtain the global optimum parameters of PI controllers. And 

these methods can improve the performance of PI controllers 

[7]-[11]. However, the drawbacks of cascade PI loops still 

exist, e.g. the controller structure will deteriorate the system 

dynamics and disturbance compensation [12].  

In order to improve the dynamic response and robustness of 

the PMSHM drive, an adaptive fuzzy neural network (AFNN) 
inverse control method was applied in [13]. This method 

contains two controllers, the AFNN controller and the inverse 

system controller. The PMSHM system is first decoupled by 

the inverse system controller, and then the AFNN controller is 

employed for high performance control of the pseudo-linear 

system. The effectiveness of this method has been proved by 

hardware-in-the-loop experiments. In [14], the sliding mode 

control method was employed to improve the robustness and 

static performance of hub motor drive. To suppress the fifth 

and seventh current harmonics, an adaptive notch filter was 

added to the scheme as well. However, the cascade PI loops 

still exist. In [15]-[17], the hub motor drive adopted direct 
torque control (DTC) control strategy. The DTC is well 

known for rapid torque response, simple structure, and less 

parameter dependence [15]. However, it has the shortcomings 

of poor low-speed performance and large torque ripple [17]. In 

[18], a GWO algorithm-based controller was designed for all 

variables, and this controller can minimize speed ripple at 

low-speed-high torque operations of PMSMs. It runs 

optimization algorithm in real time to explore the optimal 

control inputs that ensure satisfactory dynamics. In [19] and 

[20], the PSO algorithm was employed to handle nonlinear 

optimization in nonlinear model predictive control (NMPC-
PSO). Meanwhile, since the real time implementation of 

optimization algorithm requires a high-performance processor, 

this control strategy was applied in the paralleled field-

programmable gate array (FPGA) system and the satisfactory 

control performance can be achieved. 



 

 

The state feedback control method can be an alternative 

approach to combine PMSHM speed controller with 

intelligent algorithm. There is only one controller in this 

structure for all state-space variables of the PMSHM plant, 

and thus the drawback of the cascaded control structure can be 
overcome naturally. In [21], a better dynamical property, 

especially disturbance compensation was obtained by 

employing a state feedback controller (SFC). However, 

determining the SFC gain matrix may be a time consuming 

and relatively complex task. Traditionally, the SFC gain 

matrix is designed by using trial-and-error methods. In [22], 

an analytic method to determine Q and R matrices in linear 

quadratic regulator (LQR) was proposed to obtain the SFC 

gain matrix. This controller presents good performance in 

disturbance rejection. Furthermore, in [23]-[26], the 

differential evolution algorithm (DEA), GA and PSO 

algorithms were employed to acquire the SFC gain matrix. In 
[24], the comparison between GA-based LQR and 

conventional LQR control method in doubly-fed induction 

generator system was presented. The comparative results show 

that the GA-based LQR is more stable and robust than the 

conventional LQR. In [25], the PSO algorithm was 

successfully applied to obtain the best weighting factors in 

quadratic cost function for a voltage-source inverter with an 

LC output filter. Instead of weighting matrices, only one factor 

is required to be set manually during the design procedure. 

This factor can significantly affect the closed-loop dynamics 

of the system, so the system characteristics can be easily 
designed. 

In order to improve the system’s dynamical response and 

steady-state performance, some augment variables should be 

introduced to the PMSHM model. The linearized state space 

model of the PMSHM is a type-0 MIMO system without any 

integral variables. To ensure zero steady-state error, some 

integrators need to be added to the PMSHM system. In [27], 

tracking errors were introduced to the state space model of 

permanent magnet synchronous linear motor. Compared to an 

SVM based direct thrust force controller (DTFC), the 

proposed optimal LQR based DTFC shows excellent control 

of flux and thrust force with faster transient response and 
smaller steady-state oscillations. In [21], [28] and [29], the 

differences of state variables were taken as model states, so 

the added integral variables are equal to the system outputs, 

and a good disturbance rejection is observed in experimental 

results.  

However, in most of the above references with intelligent 

algorithms, the same fitness index (i.e., integral of speed error 

and d-axis current error) is employed. The fitness index is 

crucial to the iteration procedure and has a significant impact 

on the performance of the controller [30]. In some conditions, 

the SFC parameters obtained after multiple iterations may not 
be suitable for a particular situation (for example, in [24], [30] 

and [31], the peak overshoot occurs). In order to achieve a 

specific purpose (for example, no overshoots), the fitness 

index must be modified. Therefore, in this paper, a penalty 

term is added to the traditional fitness index. When overshoot 

occurs, it will be strictly punished by significantly increasing 

its fitness value. Thus, the weighting matrices that may 

produce overshoots will be removed in the subsequent 

iterations. Moreover, in this paper, the proposed SFC is based 

on the grey wolf optimization (GWO), which is a new member 

of swarm intelligence-based optimization algorithms, 
introduced in 2014 by Mirjalili [32]. The GWO presents the 

superiority in low computational complexity, high solution 

accuracy, convergence independence of being initial and good 

at dealing with local optimum, especially in latter iterations 

[33]-[36]. The properties mentioned above are particularly 

important in auto tuning procedure.  

The remainder of this paper is organized as follows. In 

Section II, descriptions of the PMSHM system and 

linearization of the model are presented. In Section III, the 

discrete speed controller for the linearized PMSHM model is 

proposed. Section IV discusses the GWO algorithm and 

Section V introduces the application of GWO to design SFC. 
Section VI presents simulation results, including evaluation of 

fitness index and evolution trend of PMSHM speed during 

auto-tuning procedure with different fitness indexes. Section 

VII presents experimental results and comparative discussion 

of the proposed control approach, followed by the conclusion. 

II. LINEARIZATION OF PMSHM MODEL 

The nonlinear mathematical model of the surface mounted 
PMSHM in dq-axis reference rotor frame can be expressed as 
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where Rs, Ls, and  are the resistance, inductance, and the 

magnetic flux of the PMSHM, respectively, usq and usd are the 
q-axis and d-axis voltages, respectively, ωm is the rotor speed, 

p is the number of pole pairs, and Bm is the viscous friction. 

In order to obtain a linearized PMSHM model, two variables 

are defined as 

ld sd m s qu u p L i                              (3) 

( )lq sq m s du u p L i                          (4) 

where uld and ulq are the compensated voltage components. By 

substituting (3) and (4) into (1), the following expression can 

be obtained. 
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Then the model of PMSHM given by (5) and (2) can be 

described in a standard form of a linear state equation as 

follows [37]: 
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III. SPEED CONTROLLER DESIGN 

In order to ensure null steady-state error, integrals need to 

be introduced to the model. Two terms are added into the state 

model to assure good speed tracking and zero d-axis current in 

various load conditions. 
T
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   x        (7) 

where eid and eω are integral errors in states of id and ωm, 

respectively. 
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The augmented state-space model with integrals can be 

expressed as  
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The control law of this continuous model can be expressed 

as 
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where Kc is the constant gain matrix  
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( )tx
 is the augmented state vector, and ( ) [ , ]T

e idt e ex  is 

the integral state vector. 

In order to implement this speed controller in dSPACE 

platform, a discrete form of control law is demanded, 
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The gain matrix Kde corresponds to the integral variables eid 

and eω. The discrete form of integrals can be obtained by using 

the back Euler integration algorithm: 
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where Ts is the sampling period, and n is discrete sample time 

index. The linear quadratic optimization method is used to 

choose the value of gain matrix. And the control law 

minimizes the following discrete performance index: 
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with  

1 2 3 4 5 1 2([ ]), ([ ])diag q q q q q diag r r Q R

 The weighting matrices Q and R are constant symmetric 

positive definite matrices, and their values have a great 

influence on the dynamic performance of the system. Usually, 

q1, q2 and q3 are set to 1 as proposed in [16], [38], and [39], 
which means that all the state variables are considered with 

equal importance. Matrix R is related with control signals, and 

in [16] and [38], it was set to relatively high values, which 

gives more attention on control signal. Therefore, the 

overshoots can be suppressed, and the amount of energy given 

to the system can be reduced. The determined Q and R here 

are similar to that in [38], and there are  

0 0([1 1 1 1 1]), 100 ([1 1])diag diag  Q R  

However, for PMSHM drives, the weight matrices 

determined above may not be optimal, e.g. the importance of 

all state variables may not be equal, as well as the control 

signals. 

 In order to obtain optimal matrices, the GWO algorithm is 

applied in this paper. 

 

IV. GREY WOLF ALGORITHM 

The GWO is a new member of swarm intelligence-based 

optimization algorithms with many merits, which make it 
suitable for SFC optimization. Inspired by wolves’ hunting, it 

mimics the process of tracking, encirclement, and targeting. 

The grey wolf society has a strict hierarchical system, from 

high to low, which can be divided into the leader wolf, alpha, 

the deputy wolf, beta, the subordinate wolf, delta, and the 

bottom wolf, theta. Their levels are based on their fitness 

values. 

α





  
Fig. 1. Social hierarchy of grey wolves. 

Fig. 1 shows the social hierarchy of grey wolves. Alpha (α) 

is the leader of the whole group, which gives orders to the 

following three levels of wolves. Beta (β) can offer advice to 

alpha and orders the lower ranked wolves. The responsibility 



 

 

of delta (δ) is to make decisions and implement strategies. 

Theta (θ) represents the rest of wolves, obey orders and take 

actions. The main phases of grey wolf hunting are as follows: 

1. Tracking and chasing the prey, 

2. Pursuing and encircling the prey, and 
3. Attacking the prey. 

Before attacking, the wolves will encircle the prey firstly. 

The equations are developed to describe this behavior. 
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where t stands for the current iteration number, C
v

 and H
v

 are 

the coefficient vectors, respectively,  pX
v

 stands for the 

position vector of the prey, and  X
v

 stands for the position 

vector of the grey wolf. The vectors C
v

 and H
v

 can be 

calculated as follows: 
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2=2C r
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                                        (19) 

where the value of  
v

 is linearly decreased from 2 to 0 over 

the course of iterations, and 1r
v

 and 2r
v

 are random vectors in [0, 

1]. 
Fig. 2 shows the grey wolf's location update. As shown, the 

three wolves closest to the target are named as alpha, beta and 

delta, respectively, and their positions need to be located 

firstly. The attack action is guided by them, and the other 

search agents are obliged to move according to their guidance. 
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Fig. 2. Grey wolf's location update. 

where D

v
, D

v
, and D

v
 are their distance vectors with θ, 

respectively. 
1X

v
, 2X

v
, and 3X

v
 are the movement instructions 

given by alpha, beta and delta, respectively. 

When the value of H
v

 is greater than 1 or less than -1, the 

other wolves will move away from the known prey to find a 

more suitable target (exploration), which can allow GWO 

algorithm to search globally. Moreover, the values of  C
v

 are 

randomly distributed between 0 and 2, which will enhance 

exploration throughout the whole process. It can effectively 

avoid local optimum stagnation, especially during the final 

iterations. 

V. APPLICATION OF GWO FOR AUTO-TUNING OF SFC 

To select weighting matrices automatically with the GWO, 

the objective function should firstly be determined. And the 

proposed function should be compatible with the control 

objectives. It can be divided into the major objective and the 

secondary objectives according to their priorities. The major 

objective is to achieve satisfactory dynamic of angular 
velocity in various load torque conditions, and the secondary 

control objectives are: 1) zero d-axis current and 2) zero 

overshoot. Based on the control objectives discussed above, 

the proposed objective function can be expressed as 
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Fig. 3. Flowchart of GWO algorithm. 
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Fig. 4. Fitness calculation block with F2. 
 



 

 

In order to suppress overshoot more efficiently, the penalty 

term is added to the function: 
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where ωref(n) is the speed reference and idref is the reference 

current in d-axis. The first part of the formula is related to the 

main control objective, and the rest of the formula is 

responsible for the secondary control objectives. To avoid 

overshoot, the penalty control is adopted. That is, if overshoot 

occurs, it is taken as the highest priority indicator. The 

coefficient  changes to 10 from 0, and this value is selected 

in Section Ⅵ. The effect of the added penalty coefficient will 

be explored in the following part. 

Fig. 3 shows the procedure of applying the GWO to find 

optimal controller parameters. Fig. 4 shows the procedures of 

fitness calculation in GWO iteration when using (24). There 

are four main steps. 

Step 1: Generate weighting matrices Q and R randomly.  

Step 2: Use the Matlab lqr function to obtain the gain 

matrices Kd. 

Step 3: Substitute the value of the gain matrix to Simulink 

model, and simulate the motor drive to gain data required for 

the evaluation of the objective function. 
Step 4: Calculate the fitness. 

VI. SIMULATION RESULTS 

In this section, in order to evaluate the performance of the 

proposed SFC, comparisons have been carried out by using 

the MATLAB/Simulink. To ensure the safe and proper 

operation of electrical drive, the q-axis current is constrained 

by |iq|<10 A. The PMSHM parameters are listed in Table I. 

 
TABLE I 

SELECTED PARAMETERS OF THE PMSHM DRIVE 

Parameter Symbol Value Unit 

Stator resistance Rs 0.8 Ω 

Stator inductance Ls 4.5 mh 

No. of pole pairs P 22  

Magnet flux Ψ 0.215 wb 

Inertia Im 0.03 kgm2 

Frictional coefficient Bm 0.0006 Nm/s 

Rated speed N 360 rpm 

Rated power PN 3000 w 

DC-link voltage Udc 420 v 

Sampling period Ts 1e-5 s 

Electrical time constant τe 5.625 ms 

Mechanical time constant τm 4.6 ms 

As the most widely used PMSHM control method, the 

conventional FOC method contains 3 PI controllers, one for 

speed loop and two for current loop. In order to make a fairly 

comparison between SFCs and the conventional FOC, the 

parameter determination of the PI controllers refers to the 

method of using genetic algorithm (GA) in [7]. And the same 

fitness index F1 is employed in PI controllers’ parameters 

tuning procedure. Table II lists the selected PI parameters. 

TABLE II 

PARAMETERS OF THE PI CONTROLLERS 

Controller P I 

Speed controller 0.13 6.31 

q-axis current controller 5.01 76.72 

d-axis current controller 4.34 83.57 

To test and verify the SFC on the dSPACE platform, the 

discrete mode is simulated. The block diagram of the proposed 

drive with SFC is shown in Fig. 5. Kd is the gain matrix of 

SFC. After the weighting matrices Q and R are selected, it can 

be calculated in MATLAB by using the following formula: 

[ ,~,~] ( , , , )d lqr A B Q RK                    (25) 

Control signal us =[usd usq]T can be calculated from (3) and (4) 
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Fig. 5. Block diagram of PMSHM drive with proposed SFC. 

 

Before starting the optimization procedure, some 

parameters of GWO should be selected firstly. The size of 

wolf population will influence the time and accuracy of the 

optimization directly. More wolves will consume more time, 

but too few wolves may cause failure in finding the optimal 

gain matrix. The number of wolves and maximum iterations 

are selected on the basis of information contained in [30] and 

[32] In order to ensure that the gain matrix Kd can be selected 
within a large range of values, the upper bounds ub and lower 

bounds lb are selected as 1×106  and 1×103, respectively.  

Multiple simulations with different λ values are performed 

to select an appropriate value for the penalty coefficient. In 

order to facilitate the comparison of the effects with different λ 

values on suppressing overshoot, the overshoot error 

cumulative value (OECV) after 40 iterations with GWO is 

defined as a comparison criterion. 
2

1

= ( )
n

n

OECV e n                                 (26) 

where n1 and n2 are the moment indexes when the overshoot 

starts and ends, respectively. 
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Fig. 6. OECV with different λ. 

 

The values of OECV with λ from 0 to 15 are shown in Fig.6. 
As can be observed, when λ is greater than 9, the speed 

overshoot can be effectively suppressed. Therefore, λ=10 is 

taken in this paper. Selected parameters of GWO are recorded 

in Table Ⅲ. 



 

 

TABLE Ⅲ 

SELECTED PARAMETERS OF GWO ALGORITHM 

Parameter Symbol Value 

Number of wolves n 30 

Maximum iterations M1 40 

Upper bounds ub 1x106 

Lower bounds lb
 1x10-3 

 

In order to highlight the advantages of GWO in 

computational efficiency and achieving a global optimum, two 

other evolutionary algorithms, PSO and GA are also adopted 

for parameter tuning process with objective function (23). 

These three evolutionary algorithms are examined in 

MATLAB R2016a environment, on a PC with i5-4200 CPU 

@ 2.5 GHz with 8GB RAM. The overall trends of F1 during 

parameter tuning process, as well as the total time needed to 

complete 40 iterations with PSO, GWO and GA, are shown in 
Figs.7 (a)-(c), respectively. The evolution of F2 with GWO is 

recorded in Fig.7 (d). 
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(c)                                          (d) 

Fig. 7. Evolution of fitness value during auto-tuning procedure: (a) PSO with 

F1, (b) GWO with F1, (c) GA with F1, and (d) GWO with F2. 

Comparing Fig.7 (b) with Fig.7 (a) and Fig.7 (c), it can be 

found that with the same objective function, GWO takes 25.3 

mins to complete 40 iterations while the PSO takes 30.1 mins 

and GA takes 32.3 mins. Considering that most of the time is 

spent on simulation performed in SIMULINK, GWO shows a 

much better computational efficiency compared to the other 

two. Moreover, as can be observed from Fig. 7, with the same 

objective function, the best F1 after 40 iterations with PSO is 

10.112, with GA is 12.794, while GWO finds the smallest F1 

5.534. This means that the parameter tuning procedure with 
PSO and GA are more likely trapped in a local optimum, but 

GWO has managed to avoid these traps and find the better 

results. These comparisons prove that the GWO is more 

suitable for parameter tuning of SFC. 
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Fig. 8. Evolution of speed during auto-tuning procedure with GWO and F1 
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Fig. 9. Evolution of speed during auto-tuning procedure with GWO and F2

 It should be noted that, due to the introduction of penalty 

term, the initial value of F2 is very large (as in Fig.7 (d)), but it 
decreases rapidly in following iterations. When it has iterated 

for 24 times, the difference between F2 and F1with GWO has 

become very small, and after 40 iterations, F2 and F1 are 

approximately the same. The best fitness indexes after 40 

iterations is F2=5.528. Figs. 8 and 9 show the evolution of 

speed during the auto tuning procedure with GWO (ωn
ref = 350 

rpm, Tl = 10 Nm at t = 0.2 s). 

Moreover, it is worthy to point out that the importance of 

state tracking error and control energy loss in PMSHM control 

process are represented by matrices Q and R, respectively. The 

main diagonal elements of the matrix Q represent the relative 
importance of each indicator error, and the importance of 

control signals are compared by r1 and r2. The controller will 

give more restraints on the important variables. The final 

values of weighting matrices obtained after 40 iterations are as 

follows 

1 1

2 2

103.8 0 0 0 0

0 2.08 0 0 0
1 3 0

,0 0 0.11 0 0
0 50.1

0 0 0 39.34 0

0 0 0 0 31.23

78.8 0 0 0 0

0 1.26 0 0 0
1 3 0

,0 0 0.09 0 0
0 48.43

0 0 0 62.56 0

0 0 0 0 10.11

 
 
   
    
   
 
  

 
 
   
    
   
 
  

e
Q R

e
Q R

 

The corresponding gain matrixes are:

  
1

322.1 0 0 0 176.72

0 1.49 0.0523 0.8861 0
K

 
  
  , 

2

280.64 0 0 0 100.55

0 1.46 0.05 1.14 0
K

 
  
    

The performances of the PMSHM drive are investigated at 

different operating conditions. The comparisons are made 

among the traditional SFC (SFC0), the SFC tuned by GWO 

with objective function F1 (SFC1), the SFC tuned by GWO 

with objective function F2 (SFC2), and the PI controller tuned 

by GA (GA-PI). Figs. 10-12 illustrate the dynamic behaviors 

of SFC0, SFC1, SFC2 and GA-PI at no load, constant load 

and variable load conditions, respectively. Since the high 



 

 

efficiency of the PMSHM happens during 300-400 rpm, we 

set ωn
ref = 350 rpm for all conditions. 

At no load condition 

When load torque is set to zero, all the motor drives can 

track reference speed without steady-state error. As shown in 

Fig. 10 (a), the drive with SFC0 has a relatively long rise time, 

while SFC1, SFC2 and GA-PI based drives can reduce it 

greatly, but fairly obvious overshoots can be observed in GA-

PI and SFC1 cases. As for the SFC2 based drive, thanks to the 

introduction of penalty term λ in (24), it allows tracking 

reference speed almost at the same efficiency as SFC1 but 
without any overshoots. Fig. 10 (b) shows the measured id for 

SFC0, SFC1, SFC2 and GA-PI. The reference value of id is set 

to zero in this test. Helped by the second part in fitness index, 

SFC1 and SFC2 have smaller oscillation in id than SFC0. iq of 

the controllers is recorded in Fig.10 (c). As can be seen that, iq 

reaches its upper limit both in SFC1 and GA-PI, while in 

SFC0 and SFC2, the peak values of iq are smaller.  
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(b)                                                      (c) 

Fig. 10. Simulation responses of PMSHM drive at no load conditions: (a) 

speed, (b) d-axis current, and (c) q-axis current. 

At constant load condition 

In this condition, the load torque is set to 10 Nm in the 

whole period of simulation. The responses of the speed and 

current are recorded in Fig. 11. Compared to the no load 

condition, the rise time with SFC0 and GA-PI become 

obviously longer, and it seems very hard for the SF0 to reach 

the reference speed. This condition may be caused by a 
relatively small value of q4 in Q0. As mentioned above, larger 

value in weighting matrix means more restraints on the 

corresponding variable, and q4 is related to speed error integral. 

In Q1, q4 = 39.34, and in Q2, q4 = 62.56, but in Q0, q4 = 1. That 

means that SFC1 and SFC2 give much more attention on 

speed reference tracking than SFC0. Thus, the superiority of 

SFC1 and SFC2 in steady state error elimination is obvious. 

Compared to SFC0, SFC1, SFC2 and GA-PI have reduced the 

rise time of PMSHM speed by 82.4%, 79.4% and 54.1%, 

respectively. As recorded in Fig. 11(c), iq becomes larger in 

this condition to overcome the constant load torque. This 
causes a more serious integral windup condition in SFC1 and 

GA-PI. Thus, the duration of speed overshoot with GA-PI and 

SFC1 has increased by 20.5% and 39.8%, respectively. Also, 

the amplitude of speed overshoot with GA-PI and SFC1 are 

3.4% and 15.5%, while it is 0 for SFC2. 
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(b)                                                  (c) 

Fig. 11. Simulation responses of PMSHM drive at constant load conditions: (a) 

speed, (b) d-axis current, and (c) q-axis current. 
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Fig. 12. Load torque profile. 

At variable load condition 

In this condition, the load torque is initially set to zero. 

When the PMSHM operates stably at speed of 350 rpm, the 

load torque used for simulations is applied to test the 

disturbance rejection property, as shown in Fig. 12. The 
responses of the speed and current are shown in Fig. 13.  

As shown in Fig.13, when the load torque is applied, the 

three SFC drives have experienced almost the same speed 

drop, and their amplitudes are smaller than that of GA-PI. 

However, the times they spend to regain stability are quite 

different. It takes only a very short period for SFC1 and SFC2 



 

 

to resettle down, but SFC0 does not make its speed back to the 

reference value until the load is removed. Similarly, when the 

load is removed, the three SFC drives produce the similar 

speed overshoot, but both SFC1 and SFC2 recover much more 

quickly than SFC0 does. This may be mainly explained by 
their difference in R, the weighting matrix related with control 

signals. Elements in R0 are all greater than those in R1 and R2. 

Therefore, SFC0 will give more constraints on the control 

signal, e.g. the amount of energy given to the system will be 

more limited. Thus, the SFC1 and SFC2 have a better 

disturbance rejection property than GA-PI, while this capacity 

of SFC0 is unsatisfactory. Moreover, when compared with 

SFC1, the advantage of SFC2 in suppressing overshoots and 

disturbance rejection is exhibited. 
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(b)                                         (c) 

Fig. 13. Simulation responses of PMSHM drive at variable load conditions: 

(a) speed, (b) d-axis current, and (c) q-axis current. 

In the above simulation cases, the proposed SFC2 performs 

the best in terms of reference speed tracking, load 

compensation and disturbance rejection. 

VII. EXPERIMENTAL RESULTS 

To validate the system performance with the proposed 
controller, several experiments have been carried out. The 

experimental setup is shown in Fig. 14. The test bench 

consists of a PMSHM, a torque sensor, and a magnetic powder 

brake.  

The proposed control scheme is implemented in a dSPACE 

DS1401 PPC. For comparative purposes, the experiments use 

the same values of reference speed and load torque as the 

simulations. 

The experimental responses of the PMSHM with different 

controllers under no load, constant load and variable load 

conditions are presented in Figs.15-17, respectively. It should 

be noted that the speed responses of the PMSHM coincide 
well with the simulation results shown in Figs. 11-13. As 

shown in Figs. 15-17, steady-state error-free operation can be 

obtained with SFC1, SFC2 and GA-PI in all conditions. While 

for SFC0, due to the improper selection of weighting matrices, 

it shows unsatisfactory reference tracking performance in 

some cases. Moreover, with SFC1 and SFC2 controllers, 
better compensation of external load torque is observed. d-axis 

current is kept to zero at steady state with all controllers, but 

the noises of SFC0, SFC1, SFC2 and GA-PI controllers are 

different. The SFC1 and SFC2 controllers have obvious 

advantages in reducing current oscillation. In addition, for 

SFC1 and SFC2 controllers, the noise in d-axis current is 

mainly affected by the value of q1 obtained from auto-tuning 

process, and greater q1 means more emphasis imposed on id by 

the controller. Compared with q1=1 in SFC0 case, the q1 

selected after 40 GWO iterations with F1 and F2 are 103.8 and 

78.8 respectively. Moreover, compared with SFC1 controller, 

the speed drop and overshoot with SFC2 controller, are 
slightly smaller when the load is imposed and removed, owing 

to the added penalty term in fitness index. Also, compared 

with GA-PI, the oscillation amplitude and saturation time of iq 

are obviously smaller in SFC1 and SFC2.  
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Fig. 14. Experimental setup. 
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(b)                                                  (c) 

Fig. 15. Experimental responses of PMSHM drive at no load conditions: (a) 

speed, (b) d-axis current, and (c) q-axis current. 
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(b)                                                     (c) 

Fig. 16. Experimental responses of PMSHM drive at constant load conditions: 

(a) speed, (b) d-axis current, and (c) q-axis current. 
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(b)                                                     (c) 

Fig. 17. Experimental responses of PMSHM drive at variable load conditions: 

(a) speed, (b) d-axis current, and (c) q-axis current. 

 

In addition, in Table Ⅳ, different indicators, including rise 

time, peak overshoot, peak time and settling time, are reported 

for no load and constant load conditions. In Table Ⅴ, different 

indicators such as speed drop, peak overshoot and transient 

time are shown in variable load condition. As it can be 

appreciated, these indicators highlight the superiority of the 

proposed controller. 
 

 

TABLE IV  
DYNAMIC RESPONSE OF PMSHM AT NO LOAD AND CONSTANT LOAD 

CONDITIONS 

Controller 
Load 

conditions 

Rise time 

(ms) 

Peak 

overshoot 

(%) 

Peak 

time 

(s) 

Settling 

Time (s) 

SFC0 

No load 55 - - 0.115 

Constant 

load 
85.2 - - >0.4 

SFC1 

No load 7.2 4 0.012 0.018 

Constant 

load 
18 3.6 0.022 0.03 

SFC2 

No load 7.9 - - 0.02 

Constant 

load 
20 - - 0.032 

GA-PI 

No load 8.2 19.8 0.014 0.085 

Constant 

load 
22 16.5 0.032 0.14 

 
TABLE V 

DYNAMIC RESPONSE OF PMSHM AT VARIABLE LOAD CONDITIONS  

Load conditions 
Motor 

Characteristic 
SFC0 SFC1 SFC2 GA-PI 

Load applied 
Speed drop (%) 6.6 6.4 4.3 12.3 

Transient time (ms) >200 19 12 53 

Load removed 
Peak overshoot (%) 5.2 6.7 4 10.6 

Transient time (ms) >100 18.8 12.5 60 

 
VIII. CONCLUSION 

This paper proposed a GWO-based state feedback 

controller for high performance control of PMSHM drives. 

The proposed controller aims to ensure satisfactory dynamics 

of angular velocity under varying load conditions. Values of 

weighting matrices needed for calculation of discrete state 

feedback speed controllers were obtained by using GWO 

algorithm. Compared with GA and PSO, GWO shows obvious 

advantages in terms of computational efficiency and avoiding 

local optimization in this test. To suppress overshoot 

efficiently, a penalty term was introduced to the fitness index 
to filter out weighting matrices that will produce overshoot. 

Meanwhile, to validate the effectiveness of the penalty term, 

to check the superiority of automatic parameter selection with 

GWO and to make comparison with the most widely 

employed scheme, SFC1, SFC0 and GA-PI were selected as 

control groups. Tests were implemented under dSPACE 1401 

control board, and the obtained results underlined the 

improvement of the proposed speed controller. 
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