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Abstract

IoT is a revolutionary technology in the digital world, with a diverse range of services

being created and deployed. One of the major challenges involved in efficiently imple-

menting IoT is the management and transportation of large volumes of data that this

solution generates. Modern approaches for IoT completely rely on cellular networks.

As the demand for such networks is massively growing, in this thesis, we explore other

communication methods as alternatives for management and delivery of IoT data in rail

networks. Particularly, the focus will be on developing strategies that utilize existing

trains and the rail network as a mode of data transportation. Furthermore, the thesis

will combine physical delivery of IoT data by trains to strategic collection points in

rail networks with cellular infrastructure to minimize costs and increase communication

scalability and efficiency. Therefore, in this thesis, we introduce a new framework into

future data-driven rail networks. For this purpose, we propose an edge processing unit

that includes two main parts. The first part is a data classification model that classi-

fies IoT data into maintenance-critical data (MCD) and maintenance-non-critical data

(MnCD). The second part is a data transmission unit that based on the class of data,

employs appropriate communication methods to transmit data to strategic collection

points. The MCD is immediately forwarded through real-time communication methods

such as cellular networks. However, for the transmission of MnCD, we propose three

travel pattern methods including train-to-station (T2S), train-to-train (T2T) and train-

to-wayside (T2W) communications that employ trains as data carriers. We validate the

ii



classification model and all the transmission methods through extensive experiments.

The simulation results show the effectiveness of our models as follows. The data classifi-

cation model was validated under different operating conditions with over 98% accuracy.

For the T2S model, we showed that over 5 GB data can be offloaded through T2S com-

munications. Additionally, our proposed mobility model for T2T communications was

tested with real GPS data and showed over 98% accuracy. Furthermore, for the T2W

communications, we showed that the proposed AP placement approach could improve

the efficiency of data offloading up to 165%. Finally, we proved that we can offload over

250 Gigabits through T2W communications over WiFi networks.
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1 Introduction

1.1 Background

In a data-driven based rail network, data is collected from IoT devices placed in all parts

of the network [3]. Such data needs to be transmitted to the centers where the data

is used for real-time monitoring (during operation) or long-term analysis (e.g. mainte-

nance scheduling and future extension planning) [4] and [5]. As the amount of data is

massively growing, finding appropriate transmission methods is essential. In the current

rail system, cellular-based networks dedicated for rail applications such as GSM-R and

LTE-R (Long Term Evolution-Railway) are used for data transportation [6]. However,

as the public demand for cellular networks is rapidly growing, finding other communi-

cation methods as appropriate alternatives specially during peak-times can be highly

beneficial even after the availability of 5G [7].

As mentioned above, part of the collected data is used for real-time monitoring. There-

fore, this part must be immediately sent to control centers. However, the other part that

is used for long-term analysis can be transferred in a non real-time manner. This moti-

vated me to develop a classification model that can distinguish the critical data from the

rest of it. Then, the critical data, which compromises a small portion of the total data,

can be directly transmitted through cellular networks. However, for the delay-tolerant

1



1 Introduction

part of data, we can use other communication methods through wireless local area net-

works (WLANs) currently existing in the rail networks. This will have many benefits,

some of which are discussed in the following.

1. This will provide more a reliable communication method for the situation where

the cellular network service is poor or unavailable, e.g. congested urban areas

during peak hours or remote rural areas.

2. Only a tiny portion of cellular bandwidth needs to be allocated for transmission

of critical data and a large amount of data will be transferred through other com-

munication methods.

3. As the data traffic in WLANs has a very low cost, the cost of transmission can be

significantly reduced. Additionally, the infrastructure cost to run a small WLAN

will be almost zero when comparing with the massive infrastructure costs in cellular

or sattellite networks.

4. The collected data is effectively categorized as critical and non-critical data en-

abling multi-modal communication.

Therefore, we firstly develop a classification model that can classify the collected data

into maintenance-critical data (MCD) and maintenance-non-critical data (MnCD) in an

online manner [8]. Then, for transmission of MnCD, which is delay-tolerant, we develop

three models using train-to-station (T2S) [9], train-to-train (T2T) [10] and train-to-

wayside (T2W) [11] communication methods. Figure 1.1 shows those different kinds of

communication methods in a rail network. All the proposed models were tested through

extensive simulations that showed their effectiveness with high accuracy compared with

real experiments.

2



1 Introduction

Figure 1.1: Different kinds of communications used in the thesis

1.2 Research Questions

� Is it possible to develop a model that can classifiy critial and non-critical IoT data

in a rail network?

� Except cellular communcations, what are other communication methods to trans-

mit large amount of IoT data to data centres?

1.3 Research Objectives and Contributions

� A comprehensive architecture that is appropriate for data transportation and clas-

sification in rail networks. The classification model can effectively prioritize the

collected IoT data in an online manner. Additionally, as the classification model

can be trained while running a train service, it is adaptable to any kind of rolling

stock.

� An analytical T2S communication model that can estimate the amount of offloaded

data between train and stations when trains are running within the communication

zone of stations.

� A T2T communication model that determines the capacity of data transmission

between two trains during contacts. As the T2T model has an in-built mobility

3
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model, it can estimate the contact specification of trains in every rail line without

requiring any GPS signal.

� A T2W communication model that can enable data transmission not only close to

stations but also within the entire length of rail tracks. As we use an optimization

function in this model, it can provide an energy-efficient data transmission and in

a continuous manner.

1.4 Thesis Structure

For easy understanding of the thesis structure, we illustrated the area of every contri-

bution chapter in Figure 1.2. On this basis, the outlines of all chapters are explained as

follows. Introduction and Literature Review are provided in Chapters 1 and 2, respec-

tively. Chapters 3 to 6 are devoted to the main contributions of this thesis. In Chapter

3, we present a comprehensive architecture for data classification and transportation

in rail networks. The three communication methods include T2S, T2T and T2W are

discussed in chapters 4-6, respectively. Finally, the conclusion and the potential future

works are provided in the last chapter.

1.5 List of Publications

� M. Saki, M. Abolhasan and J. Lipman, "A Novel Approach for Big Data Classifi-

cation and Transportation in Rail Networks," in IEEE Transactions on Intelligent

Transportation Systems, vol. 21, no. 3, pp. 1239-1249, March 2020.

� M. Saki, M. Abolhasan and J. Lipman, "A Big Sensor Data Offloading Scheme

in Rail Networks," 2019 IEEE 89th Vehicular Technology Conference (VTC2019-

Spring), Kuala Lumpur, Malaysia, 2019, pp. 1-6.
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Figure 1.2: Thesis technical overview

� M. Saki, M. Abolhasan, J. Lipman, A. Jamalipour, “Mobility Model for Contact-

Aware Data Offloading Through Train-to-Train Communications in Rail Net-

works”, Submitted to IEEE Transactions on Intelligent Transportation Systems,

pp. 1-13, 2020.

� M. Saki, M. Abolhasan, J. Lipman, A. Jamalipour, “A Comprehensive Access

Point Placement for IoT Data Transmission Through Train-Wayside Communica-

tions in Multi-Scenario Based Rail Networks”, Submitted to IEEE Transactions

on Vehicular Technology, vol. 69, no. 10, pp. 11937-11949, 2020.
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2 Literature Review

In this chapter, we provide a literature review in four areas based on the main contri-

butions of the thesis, including a comprehensive architecture for data classification, and

T2S, T2T and T2W communication methods in rail networks.

2.1 Data Classification and Transportation in Rail Networks

Intelligent transportation systems (ITSs) are expected to provide massive amounts of

data [12]. Such a level of data is related to various areas such as: maintenance [5] and

[13], operation [14] and [15], and safety [16] and [17]. Among these three areas, the appli-

cation of Big Data Analytics (BDA) in data-driven CBM (condition-based monitoring)

systems for railway transportation system has recently received significant attention in

the literature [18]. According to the formal definition of Big Data, it is referred to the

data that has 3 main features include hoigh volume, velocity and variety [19].As an

example to have a picture of CBM data size, [5] provided an estimation showed that

the data size for a train bearning sensor can be over 1 terabyte per hour (volume fea-

ture). Addtionally, new trains can have various kinds of sensors and IoT devices such

as accelerometers, gyroscopes and magnetometers that are rapidly generating different

types of data (velocity and variety features) [3]. These shows the need to use Big Data

approaches in railway CBM systems.
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In this section, we discuss the relevant approaches in the area of railway Big Data in

two fields: data analysis and data transmission that are two main parts of our proposed

data management architecture.

For the data analysis in railway applications, we have chosen the two approaches of [5]

and [13] that are the most relevant works in this field. Fumeo et. al. in [5] have used

a machine learning technique to estimate the useful life of train axle bearings based

on the big data that comes from several on-board sensors. Hongfei et. al. in [13]

have employed a combination of analytical techniques to build a prediction model using

historical maintenance and failure data. These assume that a large amount of data has

been collected before and is available to perform some offline analysis or build a static

prediction model. However, condition monitoring data may differ from train to train.

Therefore, if we use a static model for different situations, the model can give us wrong

results. Hence, we need to build a dynamic model which can be matched with different

rolling stocks. Therefore, we need a classification method that can be trained by small

amount of data in the case of using in a different rolling stcok. Addtionally, as the

proposed model is used for classification of critical data from non-critical data, such

method should be reliable too. Support Vector Machine (SVM) is such classification

method that requires small data size for training [20]. Furthermore, SVM provides high

reliability by seperating the classes with wide margines [20].

For data transmission in railway condition monitoring (RCM) systems, there are several

approaches in the literature [21]-[25]. The authors in [24], [26] and [27] have proposed

new architectures for just short-term data transmission between sensor nodes in regular

cabins and a sink node in the driver cabin. They employed 2.4 GHz ISM (Industrial,

Scientific, and Medical) band radios for communications between IoT sensors and an on-

board gateway. Tolani et al. in [25] have used a two-layered ZigBee-WiFi communication

module for the mentioned internal data exchange. However, the authors in [28]-[30] have
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presented more extended architecture by adding the ability of long-range transmission

(as well as short-range communication). The authors in [28] and [23] have proposed

an architecture using ZigBee for on-board data communication among wagons and the

cabin driver and cellular communication for remote data transmission. Macucci et al.

in [21] and Chiocchio et al. in [29] have developed a data acquisition and transmission

system based on ISM band radios for internal (on-board) and cellular technologies for

external (long-range) communications. Gruden et al. in [30] built a prototype which

uses 2.45 GHz network for on-board communication and RFID technology for external

data transmission. The existing literature has only proposed methods to deal with small

volumes of data and is not suitable for the transmission of the large volumes of data

generated.

Assuming a three-step data management scheme (that includes data collection from IoT

devices to a sink node, edge processing and data transmission between the sink node

and a remote center), the abovementioned approaches each worked in one step only.

In this approach, we aim to cover 2 out of those 3 steps include edge processing and

transmission of IoT data. Therefore, we conclude the existing gaps as follows:

� lack of an onboard data management scheme that can handle data from edge

processing to transmission.

� lack of an online classification model that can be trained for any kind of rolling

stock during operation.

2.2 Train-to-Station Communication Method

There are several appraoaches in the area of vehicular or railway data offloading in the

literature [31]-[34]. Generally, there are two strategies for mobile data offloading via

8



2 Literature Review

WLANs including opportunistic and delayed offloading [35]. Opportunistic offloading

is applied when a vehicle or a user passes an offloading spot in an opportunistic man-

ner. However, the delayed strategy is for the cases that the data transmission can be

delayed until it meets a WLAN access point (AP). In this section, we review the delayed

offloading strategy that is used in T2S communication method.

The authors in [36] developed an analytical model for offloading of delay-tolerant data

between mobile users via an available WiFi network aiming to maximize the offloading

capacity. However, they assumed a fixed data rate for the required WLAN and have not

considered the variations of wireless channel states due to user mobility.

Kashihara in [37] has employed a high speed short range communication such as Transfer

Jet to collect data from users at bus stops and then offloaded the stored data via fiber

optic at terminals. Therefore, the whole collected data must be delayed until a bus

reaches a terminal and the author has not provided any solution for data offloading at

bus stops. Furthermore, the paper only discussed “stopping” bus stops and has not

considered “passing” bus stops as extra potential spots for data exchange.

Huang et. al. in [38] have proposed IEEE802.11p WiFi networks as an alternative

communication method to cellular network for data offloading. This approach is suitable

for small-scale data offloading and is not suitable for offloading of large amount of data

due to low throughput of IEEE802.11p standard.

Due to the above issues include considering fixed-data rate WLAN, ignoring data of-

floading at passing stations and being non-scalable to large data offloading, we proposed

an analytical model that not only employ stopping stations for data offloading in rail

networks, but it will also consider the passing stations to maximize the data offloading

capacity. This will also restrict the offloading delays to the short trip time between two

consecutive stations rather than long-time travels between terminals. Additionally, our
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proposed model will utilize a dynamic data rate scheme vs. fixed data rate for data

offloading using an appropriate MAC layer rate control algorithm such as RABR and

AARF that enables the offloading task to be feasible even with poor WiFi signals. Our

approach will also use IEEE802.11ac-based WiFi networks that: 1) are currently avail-

able at train stations and there is no need to install any extra infrastructure, 2) can

theoretically provide high throughput up to 2.34 Gbps, and 3) has the potential to be

upgraded to new rapid offloading technologies such as IEEE802.11ay.

2.3 Train-to-Train Data Communication Method

There are several approaches in the area of vehicular data offloading in the literature

[39] and [40]. Baron et al. in [40] proposed an software defined network (SDN)-based

scheme to transfer massive delay-tolerant data between two remote data centers using

private cars at parking spots for data offloading. In this scheme, the SDN controller

allocates appropriate cars as data carriers based on data demand specifications including

destination, volume and flows of cars and deadline. They showed that by using their

proposed scheme, several petabytes of data can be offloaded by employing only 10%

of vehicles equipped with a single terabyte storage device. Zhu et al. used multi-

hop data transmission through vehicular opportunistic networks during vehicles contact

[41]. They considered both Poisson and exponential distributions to model contact

rate and duration, respectively. The authors in [42] developed an adaptive routing

algorithm to offload sensor data from on-board units to RSUs through V2V, V2R and V2I

communications. Their simulation results showed that 70% of generated vehicular sensor

data can be offloaded via their algorithm. Zhu et al. in [1] used T2T communication

to improve handoff latency when a train is moving from communication range of one

base station (BS) to another one. They developed an algorithm to choose an optimum

communication method between T2T and train-to-infrastructure (T2I) communications
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aiming to the minimum handoff latency. To achive this, they used optimal guidance

trajectory combined with cooperative relaying using T2T communications to increase

network reliability and reduce handoff latency. Similarly, [43] and [44] proposed a free-

space optics based method to reduce the handoff for train-to-ground communications.

In the above works, they all used stochastic approaches such as Poisson distribution to

model the contacts between vehicles.

For T2T communications [45]-[47], which is a kind of V2V communications, IEEE802.11p

is the state-of-the-art protocol for transmission of safety-critical data among vehicles [48]-

[? ]. There is also a specific version of LTE, called LTE-V2V dedicated for vehicular

communications released in 2016 [51]. Bazzi et al. in [51], through comparative simu-

lations showed that LTE-V2V has better performance for moderate vehicle density and

higher communication ranges (over 300m). However, IEEE802.11p (WAVE) shows bet-

ter performance in high vehicle density and lower communication ranges (up to 300m).

The main objective of data offloading through T2T communications is to reduce traffic

from infrastructure-based networks e.g. cellular networks. Additionally, in Chapter 5,

we aim to use T2T communications for data offloading during train contacts when the

trains are running very close to each other on parallel tracks. Therefore, we choose

IEEE802.11p as the transmission protocol for data offloading that is a global standard

for short-range vehicular communications. Since the scope of this approach is just trans-

mission of non-critical data, we will also try IEEE802.11g-based regular WiFi as another

communication protocol with higher data rate, to show a higher offloading capacity in

comparison with IEEE802.11p. This will be described with more detail in Chapter 5.
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2.4 Train-to-Wayside Communication Method

The optimal placement of APs (OPAP) in a wireless network has been addressed in

several works in the literature [52]-[60]. He et al. in [52] used DIviding RECTangles

(DIRECT) as optimization technique and 3D-ray tracing as propagation model for find-

ing the best locations of transmitters in an indoor design space. They also developed

functions for estimation of the system performance. Their criteria for optimization were

bit error rate and coverage. They showed that their algorithm can improve the coverage

of a given space at least around 10%. Jing et al. in [53] proposed a heuristic algorithm

for OPAP so that the total throughput for a given WLAN is maximized. They parti-

tioned the design space into several defined grids and used Two-Ray-Ground model to

predict the signal strength of each grid. They showed that their algorithm can provide

near-optimal throughput for a given indoor space. However, the algorithms proposed

in [52] and [53] cannot determine the required number of APs for a network. The al-

gorithm proposed by Ting et al. in [54] can find both the optimal number and places

of APs. They used free space for propagation model and genetic algorithm for solv-

ing the optimization problem. They showed that their algorithm can achieve over 98%

coverage with optimal number of APs for their six given benchmarks. Liang et al. in

[55] proposed two heuristic algorithms to determine the optimal number and places of

APs aimed at maximizing the coverage ratio. They also used a specific distance-based

logarithmic equation for propagation model that needed to be calibrated by site mea-

surements. Similar to [54], they also showed that their algorithms can provide over 98%

coverage with minimum number of APs for 9 different case studies. The algorithms

developed in [52]-[55] were proposed for indoor environments such as commercial offices

and therefore, were not appropriate for outdoor applications like ITS.

On the contrary, [56]-[60] all provided solutions for OPAP in outdoor environments suit-

able for ITS. [56]-[58] proposed algorithms for OPAP in vehicular networks (VNs). So
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et al. in [56] proposed an algorithm for optimal placement of extension points (EPs)

assumed that places of APs were already fixed and defined. Their goal for optimization

was to minimize the packet transmission time in a given VN. To model the communica-

tion channel, they used IEEE 802.11g as wireless standard and log-normal propagation

with zero shadowing effect (i.e. σ = 0) as PL model. They showed the efficiency of their

algorithm for different transmission powers, packet size and various environments. Li

et al. in [57] proposed algorithms for optimal placement of gateways (OPoG) for the

scenarios of single and multiple gateways in one-dimensional (1-D) and two-dimensional

(2-D) VNs. Their objective of OPoG was to minimize the number of hops between APs

and gateways. Then, they proposed another optimization function aimed at minimiz-

ing power consumption of APs based on OPoG. They showed that with minimizing the

average number of hops between APs and gateways, the average power consumption

would be also minimized. Zhang et al. in [58] proposed an analytical model for OPAP

for a 1-D uni-directional vehicular ad hoc network (VANET). They divided the desired

road into clusters with one AP in the middle point of every cluster. Then, they used a

binary-search-based algorithm to find the maximum coverage distance of every AP in a

cluster aimed at minimizing the number of APs. They showed that their algorithm was

appropriate for transmission of both types of real-time and delay-tolerant data.

The authors in [59] and [60] proposed algorithms for OPAP specifically in rail networks.

WEN et al. in [59] proposed an algorithm for AP deployment in small-scale rail networks.

They divided the design space to several sections based on a pre-defined distance. Then,

to find the optimal section for AP placement, they defined a cost function aimed at

minimizing outage probability of wireless link between train and APs. To solve the

optimization, they used brute force search method that was not appropriate for large-

scale rail networks. They showed that the placement of three APs at second, third and

fifth sections of a short track (about 300 meter length), which is divided to five sections,

will result in the minimum outage probability. Therefore, they did not provided a general
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and appropriate solution that can be applied to any large rail network.

Zhang et al. in [60] used vector parabolic equation (VPE) method appropriate for

modeling the PL inside of tunnels. They also applied Hooke and Jeeves method for

solving the optimization problem aimed at maximizing the system coverage. Their

criteria for the optimization function was to minimize the average PL of the network.

They also defined another optimization function with the purpose of minimizing the

maximum PL at every point of tunnels. They showed that their proposed algorithm can

improve the average PL for a given tunnel in a rail network. To estimate the amount of

such improvement, they compared the PL between optimal and initial network. However,

the initial network used for comparison had not been appropriately selected as they did

not divide the rail track into equal sections. Additionally, as the authors mentioned,

their VPE-based PL model is appropriate only for tunnels and could not be applied

for other scenarios in rail networks. However, there are several other scenarios besides

tunnels such as cuttings and viaducts in rail networks.

Therefore, the issues currently existing in the literature are as follows:

� There is no comprehensive approach for OPAPs that is appropriate for any large

rail network with any length, different geometric paths and different scenarios.

� While trains may experience a combination of several environments even during

one trip, up to our knowledge there is no approach that can work for a complex

environment including multiple environments. We will show that this will have a

significant impact on the number and placement of APs.

� There is no approach that provides solutions for different cases of AP placement

in a rail network. We consider three examples of such cases areas follows:

Case 1: Assuming a simple equally distributed placement (EDP) method for placement
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of APs, we need to know the minimum required number of APs so that the average

PL of the network does not exceed a defined threshold.

Case 2: A limited number of APs is available and we seek the optimal places to install

those APs in the network.

Case 3: There is no preliminary constrain for the number and placement of APs and

we need an algorithm to provide a total solution.

We address the above issues in Chapter 6.

2.5 Conclusion

In this chapter, we reviewed different areas of data transportation in rail networks in-

cluded data classification and various train communications i.e. T2S, T2T and T2W

methods. For the data classification, we realized that there is no appropriate approach

to train the model in an online manner. This can cause high errors when the model is

used in different trains. Regarding T2S communications, the existing works only used

models that can only offload data during dwelling at stopping-station. This means that

there is no approach for data offloading during movement e.g. at passing-stations.

For T2T communications, we found that there is a lack of a realistic model to determine

the contact specifications between trains. This can cause unrealistic results that cannot

actually work. Finally, for T2W communications, to the best of our knowledge, there

is no single model for communication channel that condsiders all different environments

existing in rail networks. This means, with the current models in the literature, we

cannot find one model that can be used for all parts of a rail network and every part

needs a different model.

15



2 Literature Review

We address the above gaps and propose appropriate solutions for every part through

chapters 3-6 corresponding to data classification, T2S, T2T and T2W communication

methods, respectively.
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3 A Comprehensive Scheme for Data

Classification and Transportation in Rail

Networks

3.1 INTRODUCTION

The development of condition-based monitoring (CBM) systems in the Australian rail-

way industry with over 33 thousand kilometers operational rail track has received the

highest investment priority till 2040 [61], [62]. As will be described in the following,

railway condition monitoring (RCM) systems will deal with of Big Data problem in the

future because these systems meet the three aspects of variety, velocity and volume [63].

Future data-driven RCM systems will be strongly reliant on the huge amount of data re-

ceived from heterogeneous IoT devices (variety) that are widely distributed throughout

the rail network [4]-[65]. In order to have a sense of the volume of available data that

needs to be processed, the authors in [5] have presented an example showing that the

volume of collected data from only one vibration sensor of a train bearing with sampling

rate of 25.6 KHz (velocity) will be as big as 10 Terabytes only for one train per eight

hours of its operation. Consequently, the amount of gathered raw data from all sensors

distributed throughout a long moving train can be as huge as several hundreds of Ter-
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abytes (volume). Therefore, finding appropriate solutions for storage or transmission of

such massive data will be necessary.

Currently, there are no cost-effective communication network to handle such massive

data traffic [66]. Irrespective of future high capacity data transport methods such as

5G, we will still have the challenge of network coverage as railway networks are widely

distributed all around the country and providing full network coverage for all areas

especially for remote areas will be very costly and difficult [67]. Furthermore, assuming

that a high capacity data transmission network is available to send all data to data

centers, real-time processing of such huge unclassified data sent from all trains will not

be efficient [68]. On the other hand, long-term storage of large scale data on-board with

current storage technologies will be costly and affected by limitation in storage space

[69].

In this chapter, we will propose a new framework for classification of Big IoT Data in

rail networks. The proposed framework, which can be implemented in an on-board IoT

gateway, will consist of two main parts: data analysis and data transmission. In data

analysis part, raw data collected from heterogeneous on-board sensors will be analyzed

and classified. Then, based on the classification of data, appropriate transmission so-

lutions including real-time or delayed protocols will be applied for the transportation

of collected data to control centers. In fact, the reality of having different transmis-

sion methods is one of the advantages of data classification prior to its transportation

(edge processing). Performing data classification before its transmission will allow data

centers to receive data in a classified manner instead of having a huge amount of unclas-

sified raw data which will be extremely computationally expensive to process. This also

causes a significant reduction in the capacity and bandwidth of real-time communication

networks with railway centers as only critical data needs to be transmitted in real-time.

The main contributions of this chapter are as follows:
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� We propose an on-board edge processing scheme that will handle the whole data

management process including pre-processing, classification and multi-mode trans-

mission of data in one integrated unit. This means that the proposed scheme will

not only be able to classify the sensor data, but it will also provide the method of

data transmission based on the classification of data.

� We develop a classification model that can be quickly re-trained in an online man-

ner. Due to this ability, the developed classification algorithm can be quickly

implemented in any train with different specifications.

� We propose a travel-pattern method for transmission of massive amount of non-

critical data via existing WLAN at stations. This enables us to employ several

existing rapid offloading technologies that approximately has no operational costs.

Additionally, we will not need to install any road side unit (RSU) such as conven-

tional V2I communications. This will also reduce the traffic of public communica-

tion networks such as cellular networks.

The rest of the chapter is organized as follows. In Section 3.2, we present an overview of

our proposed architecture for on-board data management system. Then, we provide more

detail for data classification as a main part of the proposed architecture and describe the

related algorithm in Section 3.3. Issues about data transmission part and our proposed

methodology to deal with those issues are discussed in Section 3.4. Then, in Section 3.5,

we verify our developed classification algorithm through computer simulations . The

conclusion is presented in Section 3.6.

3.2 PROPOSED ARCHITECTURE

Figure 3.1 shows our proposed architecture for classified transportation of large scale

sensor data in rail networks.
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Figure 3.1: Proposed architecture

As illustrated in Figure 3.1, the proposed architecture is composed of two main parts

including data analysis and data transmission. Continuously, heterogeneous streaming

sensor data indicating several parameters of train equipment is received by an IoT data

management module (iDMM). In on-board iDMM, firstly, all received data is processed

and classified into two categories: MCD and MNCD respectively. Then, MCD (that

can be a warning message with a few bytes length informing the faulty bearing) is sent

immediately to the railway control center for fast decision making. While, MNCD, which

contains the main volume of sensors data, is logged first and then offloaded at specific

points such as train stations to be delivered later to data centers. Hence, based on the

location of trains, we consider two functional modes in the proposed approach, as shown

in Figure 3.2: Mode 1 is related to when trains are moving between stations and Mode

2 is pertinent to the time when trains are passing or stopping at stations. Classification

and real-time transmission of critical data as well as logging of non-critical data are

performed in Mode 1. While, rapid offloading of logged data is done in Mode 2. Detail

about each part is described in the following sections.
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Figure 3.2: Functional modes of data management for trains

3.3 DATA CLASSIFICATION

Future trains will have many IoT devices to sense and send the conditions of different

parts and equipment. In this section, we aim to recognize the parts and equipment with

higher maintenance priorities, i.e. MCD, based on their transmitted sensors data. To do

this, we need to find a data analysis method to enable efficient classification of data into

MCD and MNCD. Generally, there are two main ways to perform classification on given

data: signal analysis (SA)-based methods and machine learning (ML)-based approaches.

SA approaches include different strategies such as time-domain analysis, frequency-

domain analysis or combination of both. A significant part of prior research has applied

time and frequency domain analysis to extract some meaningful information from a set

of collected data [70]. SA techniques are appropriate choices when we are looking for

online analysis rather than offline analysis of data in batch mode because these meth-

ods do not need to be trained in essence. Real-time damage detection is an example

of such methods [71]. However, for trains that are operated in variable conditions such

as different speeds, environments or loads, pure SA methods cannot autonomously fol-

low the changes and may need to be manually reconfigured after a condition change

(non-adaptive methods) [72]. Otherwise, SA-based models may give false results after
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a condition change. This is because SA-based approaches use pre-defined and fixed set-

tings to detect faults [73]. Additionally, these methods are very sensitive to noise and

unwanted samples and may be triggered with some unfiltered spikes [74] and [72].

ML-based approaches have two main methods including supervised and unsupervised

methods. In supervised methods (classification), we must know different characteristics

(labels) of a given system in various conditions (e.g. healthy or faulty conditions). How-

ever, in unsupervised techniques (clustering), our goal is actually to realize the different

labels of a given dataset collected from a desired system based on the distribution or

shape of data. The weakness of ML methods is to require extra time for training prior

to be ready for predcition. However, ML methods unlike SA techniques are robust and

autonomously adaptive and can be appropriate solutions for predictive fault detection

applications. Given ML’s strengths and robustness, we employ such methods for failure

prediction of wheel bearings, which is one of the most important parts of a train. This

will be explained in the following sections.

3.3.1 Feature Extraction

As discussed, we employ a ML algorithm for data classification. Generally, in ML meth-

ods regardless of supervised or unsupervised approaches, the first step is to perform

techniques to extract meaningful features from sensor data. The selection of feature

extraction (FE) technique is highly dependent on the type and distribution of data. For

condition monitoring of a system or equipment, various types of signals or sensor data

are used. Some examples of these signals can be vibration data, acoustic data, electrical

data, visual data or environmental data [3]. To select the FE method, it is necessary to

firstly know the types of signals or data that are available for our monitoring application

as each data type requires a different FE method. In the current approach, our purpose

is to monitor wheel bearings conditions as one of the most critical elements of a train
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Figure 3.3: 0.1 second snapshot of a raw vibration signal in time-domain

where its failure can cause huge financial and human losses. To predict bearings condi-

tions, there are several techniques [75]. Vibration analysis is one of the most common

method that has received significant attention [75]-[77]. As an example, Figure 3.3 shows

100ms snapshot of a bearing vibration signal that has been sampled by a 25.6 kHz data

acquisition system [78].

As Figure 3.3 shows, the raw vibration signal of a bearing in time-domain with much

noise and spikes is not a proper signal to analyze and thus, the vibration signal is mostly

considered in frequency-domain [70]. To convert a signal from time-domain to frequency-

domain, Fourier Transform (FT) for continuous signals and Discrete Fourier Transform

(DFT) for sampled data are mainly used [77] and [79]. As the vibration signals of

current approach is sampled sensor data, we choose DFT for time-frequency conversion.

For given data samples of xn with N samples, DFT, is defined as follows:
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Xk =
N−1∑
n=0

xn.e
− j2π

N kn , nεZ (3.1)

The one thing that can be directly found from (3.1) is that DFT generates complex

numbers and needs to extract the related absolute values for analysis purposes. Another

useful transform for time-frequency conversion is Power Spectral Density (PSD). PSD

unlike DFT, directly produces absolute values based on the following definition:

Yk =

N−1
1

N

∑
n=0

|yn|2 , nεZ (3.2)

Furthermore, PSD gives more smooth features [80] (because PSD calculates the energy

of signal) that can be easily seen in Figure 3.4. Additionally, compared to DFT, PSD

features result in higher accuracy when used as inputs of classification models (which is

the next step of our algorithm after FE) [81]. Hence, we choose PSD for FE.

After FE, we need a technique to find the most effective features. In this way, we

can reduce the number of features by removing the redundant features that have very

little effect on training of our desired classification model. For this purpose, we employ

Principle Component Analysis (PCA) as one of the most common and powerful method

[82]. Figure 3.5 illustrates how a few number of features (but the most effective ones)

can approximate a whole set of data features. As can be seen from Figure 3.5, the first

three number of principle components can cover around 98 percent of the whole data set

that has 513 features in total. It means that for analysis of this data set, it is reasonably

enough to consider only the first three components instead of the whole number.
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Figure 3.4: PSD vs. FFT

Figure 3.5: Number of features for approximation of the whole data set
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3.3.2 Classification Algorithm

After feature extraction, we need to employ an ML method to train a classification model

based on the most effective features that have been extracted in Section 3.1. To do so,

we should select an appropriate algorithm for the desired classifier. As we do not have

enough information about all failure types, we need a ML method that can be trained

data during routine operations to detect anomalies. Therefore, we choose One-Class

Support Vector Machine (SVM) that is one of the best solution for anomaly detection

[83].

As long as the operating conditions of a train (e.g. its load or moving speed) does

not experience a major change, the SVM algorithm will function effectively. Otherwise,

the algorithm needs to be re-trained because the features of acceleration will change

[84] and thus this will result in wrong predictions. Therefore, a pure SVM algorithm

cannot cover all working conditions. Furthermore, SVM algorithm can only recognize

the failures overall and is not able to realize the faulty part of a system. Given these

issues, we developed an algorithm which can be autonomously re-trained upon change

of operating conditions.

3.3.2.1 SVM Theory

Assuming X is a data vector with n number of samples, where i = 1, 2, ..., n. For a

binary classification, we have two classes called positive and negative lebeled by yi = 1

and yi = −1, respectively. For a linear data, we can define a hyperplane f(x) to seperate

the given data as follows [85]:

f(X) = W TX + b =

n∑
wjxj + b = 0

j=1

(3.3)
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yif(X) = yi(W
TX + b)� 1 for i = 1, 2, .., n (3.4)

In (3.3), W is an n-dimensional vector and b is a scalar and are used to determine the

coordinates of the hyperplane. (3.4) is the constraint of the equation (3.3) and means

f(X) = 1 if yi = 1 and f(X) = −1 if yi = −1.

Among several possible options, the hyperplane with the maximum margin is selected

by the algorithm as the optimal hyperplane.

3.3.2.2 Algorithm Explanation

Assuming a given train with n bearings and m sensors per bearing, we apply FE for each

sensor independently. Generally, for a set of n bearings and m sensors per bearing, a

matrix of X(m.n).w can be formed as shown in (3.5). w is a selective quantity that shows

the number of segments (or window length) to be chosen (we discuss the selection criteria

of w in Section 3.5). In this expression, each xcij is a time segment so that i, j and c

indicate bearing number, segment number and channel (or sensor) number respectively.

In (3.5), i ∈ 1, ..., n, c ∈ 1, ...,m and j ∈ 1, ..., w.

Raw Data Matrix:
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X =



x111 ... x11w
...

...

xm11
. . . xm1w

...
...

xci1 ... xcij ... xcnw
...

...

x1n1
. . . x1nw

...
...

xmn1 ... xmnw



(3.5)

Figure 3.6 shows the flowchart of our proposed algorithm for data classification. As

illustrated in the Figure 3.6, raw sensor data is entered to the iDMM as inputs and

matrix of raw data set is formed in Data Acquisition block. Then, features of each

data set are extracted using PSD. If we had multiple channels per sensor, e.g. for

measuring acceleration in different axes, then feature extraction would be performed on

each channel of the sensors separately. (3.6) shows the feature matrices of a monitoring

system with n sensors, where each sensor has m channels.

Feature Matrix for channel c:

F c =


f c11 ... f c1k

...
. . .

...

f cnw1 ... f cnwk

 (3.6)

After feature extraction, the algorithm determines the most effective features using PCA.

For a multi-channel system, the algorithm applies PCA for each channel separately and

then, re-applies PCA on the obtained matrices and forms a single matrix containing
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Figure 3.6: Classification algorithm flowchart
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the most effective features among all channels. In this way, regardless of the number of

sensors or channels in the system, the final result will be only a single matrix containing

the most effective features. This makes the learning phase independent of the number of

channels and the classifier will be trained or tested by only one matrix. The final matrix

of the most effective features for the above mentioned system is shown in (3.7).

Matrix of effective features:

ˆF =


ˆf11 ... f̂1l
...

. . .
...

ˆfnw1 ... ˆfnwl

 (3.7)

where f̂ij indicates the most effective features. l is the number of the most effective

features for all bearings.

This provides us with appropriate data for the training or testing of classifier model. For

this purpose, we have defined a binary setting named Training Mode in the algorithm.

For training the classifier model, this setting must be logically set ’1’ i.e. ’Training Mode

= 1’. Otherwise, its default setting is zero, which means the algorithm is in Test Mode.

Actually, for a given train which is operating in its nominal conditions (i.e. speed and

load), the classifier model needs to be trained once only. There are some transients

until a train reaches its nominal speed. To prevent the classifier from being trained

within transient times, the algorithm can use train speed as an input signal to block the

training process during accelerating or braking times. This input blocks the training

process until train reaches its nominal speed. Then, the classifier is trained by coming

sensor samples during a short time period (e.g. 200 seconds in our experiments). After

training process, the mode of algorithm is changed to Test Mode and will be ready to

predict the labels of new coming sensor data.
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From the obtained labels, we can realize the anomalies or MCD of each group of samples

(i.e. segments). It is also possible to extract some statistics for each data set (such as

the percentage of anomalies relating to each bearing). This can be a very useful criteria

to realize which bearing is not in normal condition and should be serviced soon.

3.4 DATA TRANSPORTATION

3.4.1 STORAGE AND OFFLOADING

The proposed on-board data classifier enables us to determine the non-critical portion

of data stream (i.e. MNCD, which is not used to make any immediate operational

decisions). Therefore, it is not necessary to employ a costly form of long-range commu-

nication for transmission of MNCD from moving trains to grounded centers. Instead, it

can be temporarily stored in some on-board storage units and be delivered via a delayed

offloading process. Our proposed locations of data offloading are train stations, as they

are currently existing infrastructure and available all around the train’s paths (except

regional and country services that can also be quickly implemented with a few cost)

and thus there is no need to construct any new dedicated platforms. Additionally, the

challenge of transmission of big data will be technically more feasible as it will change

the infrastructure-based methods of long-term mobile communications (which have very

high costs as well as low QoS specially for rural areas). This is due to recent advances

in technologies that can be used for rapid offloading, the possibility of substitution of

long-range communications with short-range wireless standards such as IEEE 802.11ay.

This new communication standard that will support data rates of up to 100 GB/s, can

be an effective solution for our proposed offloading scheme [86].

In our proposed offloading scheme, the incoming IoT data of a train will be temporarily

stored in an on-board storage unit (OSU) on the train. Then the stored data will be
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delivered to the next reaching stations. As stopping times of trains at stations and also

data offloading rates are both limited, the offloading process may not be completed in

one station. In this case, the rest of stored data will be offloaded in the next reaching

station(s). As a matter of solution, we can divide the OSU into smaller units (SU) as

follows:

V0 = R× T0 (3.8)

where V0 is the volume of one SU and R is the data rate of the available transmis-

sion protocol at the offloading station. As trains stop more at main stations, different

stopping times are expected in a rail network. Of these, T0 is selected as the minimum

stopping time in a given rail network. This guarantees the full offload of at least one SU

onto every station.

For example, in a rail network with minimum stopping time of T0 = 10s, if we use a

wireless protocol (like WiFi) with a given data rate of R = 500Mbps for example, the

volume of each SU, V0, will be 625 MB. In this case, to store 750 MB for example, we will

need two SU’s (including one full SU and one with 125 MB stored data). This means that

only one SU with 625MB can be offloaded in the stations with 10s stopping times and the

next SU containing 125MB can be exchanged in the next reaching station(s). The more

data is stored in an OSU, the offloading process will need more stations to be completed.

However, with the advent of new coming ultra wide-band (UWB) technologies like IEEE

802.11ay, more and more data with shorter delays can be offloaded onto every station

[86].
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3.4.2 REAL-TIME TRANSMISSION

As a benefit of using on-board data classification, it is no longer needed to send the

whole data in real-time and therefore, current cellular networks can be used for real-time

transmission of critical data (which has small size) without experiencing high traffic..

The most recent communication protocol developed for railway applications is LTE-R

(Long Term Evolution-Railway), which is the alternative option for the current GSM-

R [6]. 5G(which is expected to be available after 2020) can be also the next possible

solution for railway communication networks [6]. However, the cost of communication

will be significant when we want to apply it for transmission of large scale data. To

have an estimation of such huge data, authors in paper [5] have presented an example

as follows.

With a wireless sensor network which sends measured data with sampling rate of 25.2

ksamples/sec and 12 B per sample (just for axle bearing vibrations), the amount of data

collected in a train working 8 hours a day, is around 9 Terabytes:

25200 (samples/sec)× 12(B/sample)× 8hours× 3600sec ≈ 9TB (3.9)

Regardless of the feasibility of transmission of such amount of data in real-time (even

if with the advent of new technologies such as 5G, high volume data transmission will

be possible), the transmission cost will be huge [87]. However, by applying our pro-

posed data classification, we can significantly reduce the amount of data that must be

transmitted in real-time (or near real-time).
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Table 3.1: Specifications of selected data sets

Data Set Specifications

1 IMS Data Sets:

� Sampling frequency: 20KHZ

� Time segments: one-second snapshot

� Number of time samples per segment:
20,480

� At the end of the run-to-failure
experiment, inner race defect occurred in
bearing 3 and roller element defect in
bearing 4.

2 IMS Data Sets:

� Sampling frequency: 20KHZ

� Time segments: one-second snapshot

� Number of time samples per segment:
20,480

� At the end of the run-to-failure
experiment, outer race failure occurred in
bearing 1.

3 FEMTO Data Sets:

� Sampling frequency: 25.6 kHz

� Time segments: 0.1-second snapshots

� Time samples per segment: 2560

� At the end of the run-to-failure
experiment, an unknown failure occurred
in bearing 2.
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Figure 3.7: A single wagon with four bearings for our experiments

Figure 3.8: Run-to-failure data
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Table 3.2: The results obtained from our data classifier algorithm. The numbers in red
color and bold format are related to the faulty bearings.

Data Set
Selected Windows
(Segments)

Anomalies (%) Training
Time (s)

Testing
Time (s)b1 b2 b3 b4

DS1
windows selected long
time prior to failure of
bearings.

0 0 1.5 1
36.725 36.987

windows selected close
to bearings failure.

0 1 6 16.5

DS2
windows selected long
time prior to failure of
bearings.

0 0 1 0
37.227 36.680

windows selected close
to bearings failure.

7 0.5 0.5 0

DS3
windows selected long
time prior to failure of
bearings.

0 3 0.5 0.5
11.671 11.491

windows selected close
to bearings failure.

0 45 1.5 1

Figure 3.9: Data transmission costs with and without classification algorithm

36



3 A Comprehensive Scheme for Data Classification and Transportation in Rail Networks

3.5 EXPERIMENTAL VERIFICATION

In this section, we evaluate the performance of our designed classifier with some sets of

real experimental data. We used three different datasets to show the functionality of the

algorithm in various conditions. The Data Sets 1 (DS1) and 2 are from [88] and DS3 is

from [78]. Table 3.1 shows the specifications of each DS. Each data set contains run-to-

failure acceleration samples coming from 4 sensors relating to four bearings. We choose

a single wagon with four bearings for our experiments (Figure 3.7). However, it does not

matter how many bearings we have for a real train and our algorithm can be applied to

a whole train with several wagons. The sensors of DS1 and DS2 are both single-channel

but the sensors of DS3 is dual-channel to measure acceleration in two different axes of x

and y. Data sets 1 and 2 are selected to verify that our algorithm is independent of the

types of bearings failures. As Table 3.1 describes in DS1, we have inner race and roller

element defects for bearings 3 and 4 receptively. However, in DS2, there is different type

of outer race failure. Additionally, DS3 has been chosen to show that our algorithm is

independent of types of bearing failure. As well as the mentioned differences between

selected data sets, the specifications of sensor network in DS3 (i.e. types of sensors

and sampling frequency) are also different from DS1 and DS2 as described in Table 3.1.

Figure 3.8 shows the raw signals of run-to-failure acceleration for the above mentioned

data sets.

Feature Extraction: As Table 3.1 shows, number of samples per each time segment is

20480 and 2560 for DS1(2) and DS3, respectively. By applying PSD with similar settings

for each data set, we will obtain the same number of 513 features in frequency domain for

all three data sets. Then, by separately applying PCA for each DS, different results are

obtained as illustrated in Figure 3.10 where DS3x and DS3y are related to the channels

x and y of DS3, respectively. According to this, while for DS1 and DS3y, we need

only three principle components to cover over 98 percent of data, for DS2 and DS3x,
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Figure 3.10: Results of PCA for each dataset

we have to use four and nine principle components to achieve the same data coverage,

respectively.

In order to know how principle components (PC) changes during a run-to-failure ex-

periment, we have illustrated the scatter diagram of DS1 in Figure 3.11. DS1 is an

appropriate choice for graphical representation of PCA results because with requiring

only three effective PCs for data coverage, it can be easily illustrated in a 3-dimensional

(3D) diagram (in comparison with the two other DSs that needs more than three PCs

for representation). Additionally, DS1 as a dataset that is related to the worst case

experiment with two faulty bearings (compared with two other experiments with only

one bearing failure), can give more information about PCs changes. As illustrated in

Figure 3.11, the scatter diagram shows four separated clusters that are related to the

four bearings in the experiment. Two clusters show more anomalies addressing the faulty

bearings that are b3 and b4 based on Table 3.1. Between these two latter clusters, the

one with more variations is related to b4 that compared to b3, its failure starts earlier
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(as can be seen in Figure 3.8) and with different type of defect (as mentioned in Table

3.1). These results are also matched with the percentage of anomalies shown in Table

3.2 (that will be described in detail in the following paragraphs).

Figure 3.11: Scatter diagram of the obtained principle components for DS1

Window Length Selection: According to our window-based algorithm described in Sec-

tion 3.3, we need to select an appropriate window length. The selected window length

will determine the delay of our classification algorithm. Compared to the long degra-

dation time of bearings that is actually around several hundreds of hours [88], having a

delay around a few minutes, e.g. less than 5 minutes, are reasonable for our near-real-
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time algorithm. To guaranty a delay of less than 5 minutes, we choose a maximum delay

of 4 minutes, for example, for our proposed algorithm. This 4-minutes delay will result

in a window length of w = 200sec for DS1 and DS2:

the total delay for DS1 and DS2,

dtot−D1&2 = dcol−D1&2 + dalg−D1&2 ≤ 240s (3.10)

where dcol is the data collection time and dalg is the training/testing time that algo-

rithm needs for model training or label predicting and is mentioned in Table 3.2. As

dalg−D1&2 < 40s for DS1 and DS2 based on Table 3.2,

dcol−D1&2 ≤ 240s− 40s = 200s (3.11)

As time segments are one-second snapshots in DS1 and DS2, the obtained collection

delay will cause window length of 200. Similarly, we can choose a window length of 200

for DS3 provided that the total resulted delay will not exceed 4 minutes. By applying

similar calculations for DS3 with w = 200 and 0.1-second snapshots, the total delay will

be less than 40 seconds that will strongly confirm the condition of dtot < 4minutes:

dtot−D3 = dcol−D3 + dalg−D3 ≤ 40s (3.12)

Table 3.2 shows the simulation results for each DS, assuming that we have implemented

our developed classification algorithm in an on-board gateway of a train. As each train

has differences in bearing types, sensor network specifications (e.g. sampling frequencies

and data acquisition intervals) and operating conditions (such as speeds and loads),
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the bearing vibration profiles are different for each train [78] and [89]. Hence, the

classification algorithm must be trained when used for the first time in a train to make a

model specific to that train. After the learning process is over for a train, the algorithm is

automatically changed from training mode to test mode. To recognize the time duration

of mode conversion from training to test, we use a timer set by dtot that can be obtained

from (3.10) and (3.12).

As can be seen in Table 3.2, we have presented the percentages of anomalies in two

different time windows of bearings vibration samples for each DS. Since all the data sets

are samples of run-to-failure experiments, we have selected a window from the initial

samples of each DS as the samples related to the bearings in normal conditions. This

can also be found from the time diagrams illustrated in Figure 3.8. Similarly, we have

chosen another window from the samples close to the failure of a bearing based on the

time diagrams of bearings vibration as the samples of failing bearing (Figure 3.8). As

can be seen, the percentages of anomalies relating to failing bearings (numbers with

red colors) have tangibly increased in comparison with the other bearings with no fault.

Since these samples are all related to the time before bearing failures occurred, we can

predict the bearings that are close to fail from the increase of these percentages.

Comparing the results of the Table 3.2 with the time curves of Figure 3.8 also confirms the

correctness of the classification algorithm in the early detection of the failing bearings.

For example, the time diagram of DS1 in Figure 3.8 shows that firstly, bearing 4 (diagram

with purple color) and then bearing 3 (diagram with yellow color) will start to be failed

and bearings 1 and 2 remain safe. If we check the obtained anomalies for DS1 in Table

3.2, the percentages of anomalies for bearings 3 and 4 have experienced big increases.

As the samples have been chosen from the same time periods when the bearing 4 is in

its worst situation of failure, the change of anomalies in bearing 4 is bigger than bearing

3. This shows the failure of bearing 4 has been started earlier than bearing 3 which
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Figure 3.12: Classifier confusion matrix

is matched with the mentioned time diagrams. Additionally, Figure 3.12 shows the

confusion matrix of the classifier for DS1. As illustrated, the error of the classification

model is 9 out of 2400, which is less than 1%.

There are also two time delays for each experiment in Table 3.2 including times of training

and testing; the training time is the time that algorithm needs to build a classification

model appropriate for a given DS; and the testing time is the time that algorithm requires

to classify and determine the labels of new coming samples. These time delays are based

on the specifications of the computer system that we used for our simulations and are

shown in Table 3.3.

In addition to the advantage of early failure prediction, our proposed algorithm will also

have a significant reduction in cost of real-time communications, as previously discussed

in Section 2.3. Figure 3.9 shows the transmission cost with and without classification for

different numbers of sensors. As illustrated in Figure 3.9, e.g. for a given train with a
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Table 3.3: System specifications for simulation process

Operating System Hardware

Red Hat Enterprise
Linux Workstation,
Release 6.7 Kernel
Linux 2.6.32-
573.12.1.el6.x86 64

Memory: 32 GB
CPU: Intel(R) Xeon(R)
CPU E5-2690 0 @ 2.90
GHz

hundred sensors, the transmission cost is around ten thousand dollar a day for a system

with no classification. However, by using the proposed classification algorithm, the cost

will be significantly reduced by 99 percent to less than a hundred dollar.

The prices of Figure 3.9 are according to Telstra’s (a leading telecommunications com-

pany in Australia) data rates for 4G networks [90] and the related data amounts are

calculated based on (3.9). The differences transmission costs between systems with and

without classification arise from this principle that in a system with classification, we

only need to transmit the percentage of anomalies per each selected window instead of

sending all data.

3.6 CONCLUSION

In this chapter, we proposed an on-board data classifier using a mixture of signal pro-

cessing coupled with ML techniques in order to limit the transmission bandwidth on

public mobile network (where it is uneconomical to transmit huge amount of data). We

also suggested transmission management plan where data classified as non-critical are

logged and then offloaded at specific points (such as train stations). The application

was designed for railway condition monitoring and results were presented. The results

showed that our algorithm can correctly classify data samples from three various data

sets with different specifications.
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4.1 Introduction

Future trains will be equipped with many sensors that continuously sense and generate

massive IoT (internet of things) data [5]. According to [5], the amount of sensor data

produced by only one sensor for sensing the vibration of just one wheel bearing in a train

will be as huge as 10 TB during eight operating hours. Thus, for a train with many

parts that will be sensed by wide variety of sensors [3], the created data amount will be

extremely massive and transmission of such data into data centers will be a challenge.

Based on the risks for passengers and rail equipment, the collected sensor data is classified

into two classes comprising of critical data and non-critical data. The critical data

can cause serious damages for both people or rolling stocks and should be declared

immediately. However, the non-critical data is used for long time analysis and can be

evaluated by delay. As trains operate in normal conditions for most of the time, the

amount of critical data is tiny and the main part of sensor data is composed of non-

critical data. Therefore, if we could classify the sensor data through an appropriate

edge processing task [8], we will be able to employ different communication strategies to

transfer critical and non-critical data to railway data centers. In this case, it is feasible

to send critical data (which contains a small portion of data) in a real-time manner (e.g.

via cellular networks) while temporarily store the non-critical data and deliver it later
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via an appropriate offloading strategy [91]. In this way, we will significantly reduce the

data traffic over expensive and infrastructure-based communication networks (such as

cellular or satellite networks) by offloading the massive part of data through an available

cheap WLAN’s channel such as WiFi1 networks at stations.

This is the idea behind this chapter which based on that, we propose train stations

as potential spots to offload the delay-tolerant non-critical sensor data. In this way,

stations has the feasibility to provide more powerful computation and communication

capabilities for our offloading task. Additionally, if we employ the available channels

of WLAN in stations, this will cause large cost saving because we will no longer need

to install any extra infrastructure. The proposed offloading method will be a train-to-

station (T2S) communication between on-board units (OBU) in trains and a data sink

system in stations.

Therefore, the main contributions of this chapter is:

� we propose a novel scheme for offloading of delay-tolerant part of IoT data in rail

networks,

� we develop an analytical model for the proposed offloading scheme that can model

the data offloading task for passing stations as well as stopping stations,

� we provide an integrated equation that can estimate the total offloading capacity

for a given train during its trip between two terminals including stopping and

passing stations

� we embedded used a rate control algorithm that enables the data to be offloaded

even with the minimum WiFi signal power. This makes a significant increase in

1Since, in this chapter, we use IEEE802.11-based networks as the required WLAN, we sometimes use
the term “WiFi” instead of “WLAN”.
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Figure 4.1: Overall diagram of the proposed station-based offloading scenario

the size of data offloading (which equals to the size of data can be offloaded at

passing-stations).

The rest of the chapter is organized as follows. We explain our proposed offloading

scheme in Section 4.2. In Section 4.3, we develop an analytical model for the proposed

offloading task. The simulation results will be presented in Section 4.4 and we conclude

the chapter in Section 4.5.

4.2 The Proposed Offloading Scheme

Figure 4.1 illustrates the overall diagram of our proposed station-based offloading sce-

nario. In order to obtain an offloading model that can estimate the offloading capacity

of each station, we need to estimate the two following parameters:

1. WiFi contact duration, which is the time of presence of a train inside of WiFi

communication zone of a given station, and

2. feasible data throughput of offloading session during such WiFi contact duration
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For the short range WiFi networks, the contact duration is limited to the duration that

trains are sufficiently close to the stations. The main opportunity that can be considered

as the contact duration is trains dwell times for passenger exchange at stations. To

increase the efficiency of our offloading task, we add three more time slots for the contact

duration. These time slots include when a train is close enough to a station during

entering, leaving or passing such station. In fact, our target is to start each offloading

session as soon as a train reaches the WLAN communication zone (i.e. upon detecting

strong enough beacons from WiFi AP’s at the stations).

The dwell time of a train at each station is not constant and varies between a lower and

upper bounds [92]. The lower bound, which for each type of train with a given number

of doors is the minimum time required for opening and closing its all doors, is a definite

quantity. However, the upper bound, which is required for safely exchanging passengers,

is variable based on several parameters such as station type, train specifications and

hour/day of operation (e.g. peak or off-peak times and weekdays or weekends) [92]. The

other time slots are also variable and depend on the speed of train when entering, leaving

or passing through a station. Although these time slots are not so long based on the

short range of WiFi networks, the amount of offloaded data will be significant thanks

to the emerge of rapid offloading protocols such as existing IEEE802.11ac as well as the

other new upcoming multi-Gigabit/s standards like IEEE802.11ay [86].

As described, we integrate a rate control scheme into our model that enables the of-

floading task to be started even with minimum available levels of WiFi signal powers.

Generally, there are two types of rate control schemes: physical (PHY) layer based

schemes that control the data rate based on the parameters of physical layer such as

received signal strength (RSS), e.g. Receiver Based Auto Rate (RBAR) algorithm [93];

the algorithms that work based on network layer parameters such as packet delivery ratio

(PDR), e.g. Adaptive Auto Rate Fallback (AARF) [93]. Assuming an RBAR scheme,
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the high data rates of a wireless channel can be theoretically determined based on the

mapping tables in the related standards such as what illustrated in IEEE802.11 series

[94]. These tables maps the minimum levels of received signal-to-noise ratio (SNR) of a

radio signal to a modulation and coding scheme (MCS) index. Each MCS can provide

up to a definite data rate based on the carrier frequency, the available channel band-

width and the number of spatial streams. The level of SNR is estimated based on the

level of noise and the received signal strength (RSS). RSS is also estimated based on

the transmission power, the distance from AP, environmental (obstacles) and weather

(temperature, humidity, etc.) conditions [95] and [96]. Data throughput is theoretically

a percentage of maximum data rate called MAC efficiency [97]. The actual amount of

data throughput is determined via in-field measurements.

4.3 The Analytical Offloading Model

As explained in Section 4.2, to build the proposed offloading model, we need to find the

WiFi contact duration and throughput at each station. Generally, a train will not stop

at all through stations between terminals and for some stations, it will only have a short

passing. To obtain the maximum efficiency in the offloading process, we consider both

types of stations including stopping stations (where a train stops for passenger exchange)

and passing stations (where a train just passes with no stop).

For simplicity, in the all following equations, we assume that at each station, a dedicated

WiFi network has been allocated only for the task of data offloading and only one train

will be permissible to offload data at each session. We also suppose equal speeds and

accelerations for a given train during entering and leaving a station. Additionally, we do

not affect the location of antennas assuming that there are enough number of antennas

for data offloading, e.g. in the first, middle and end parts of trains and station platforms.
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Figure 4.2: Timing diagrams of the offloading model for a) stopping stations, b) passing
stations

4.3.1 Offloading Model for Stopping Stations

Figure 4.2 shows the timing diagrams of the offloading model for both stopping and

passing stations. Based on this, the related WiFi contact duration, tr, for stopping

stations is obtained as follows:

tstpr = ten + tdw + tlv (4.1)

where ten, tdw and tlv are entering, dwelling and leaving times of a train at a given

station, respectively.

Assuming that a train enters (leaves) the communication zone of a given station at a

given speed and gradually decreases (increases) its speed with an acceleration of a until

it stops. If suppose a train enters or leaves a station with equal speed and acceleration,

then for a maximum communication zone of dmax for the WiFi network at that station,

entering (leaving) time, ten(lv), is simply obtained:

d =
1

2
at2 + v0t+ d0 (4.2)

where d0 is the distance between transmitter and receiver during dwelling time for pas-

senger exchange, and d is the distance after t second of leaving the station from the
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transmitter. For leaving scenario, v0 = 0, as a train starts leaving a station from stand-

still situation:

ten = tlv =

√
2dmax
a

(4.3)

For calculation of data throughput, we firstly need to estimate the received signal

strength (RSS) at distance d from a WiFi access point (AP) using log-normal shad-

owing path loss model as follows [98]:

rss(d) = Pref − 10γlog(d/dref ) +Xσ (4.4)

where Pref is the received power at reference distance dref and , γ is the path loss

component (PLE), and Xσ is the normally distributed random variable with zero mean

and σ standard deviation (SD). γ and σ reflect the environmental conditions and are

two and zero for free space, respectively.

Pref can be theoretically obtained by Pref = Pt − 20log(
4πdref
λ ) in dBm (supposing free

space environment), where Pt is the transmitter power and λ = c/f (c is the light speed

and f is the radio carrier frequency).

By substituting d from (4.2) to (4.4) and considering dref = 1m, rss based on time is

obtained as follows:

rss(t) = Pref − 10γlog(
at2

2
+ d0) +Xσ (4.5)

According to IEEE802.11ac Standard [94], the maximum bit rate of a WiFi physical

link (PHY) is estimated based on the level of signal to noise ratio (SNR). SNR can be

calculated as follows:
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snrdBm = rssdBm − ndBm (4.6)

where ndBm, is the background noise level based on dBm at receiver. From (4.5) and

(4.6), SNR based on time can be obtained:

snr(t) = Pref − ndBm − 10γlog(
at2

2
+ d0) +Xσ (4.7)

The maximum bit rate of WiFi PHY link is obtained from MCS mapping tables based

on available channel bandwidth, bw, number of spatial streams, Nss, and duration of

guard interval (GI) as follows:

∀snrimin ≤ snr(t) < snri+1
min

F−→ bitratemax = ri (4.8)

where F is the mapping function that maps every minimum snr to a defined bit rate

based on IEEE802.11ac Standard, and i = {0, 1, 2, ..., 9} representing the MCS indexes

in IEEE802.11ac Standard. ri is the maximum bit rate that can be reached based on

level of snr.

Assuming a MAC efficiency of ρ, the throughput during moving is simply obtained from

the following equation, where then(lv) is the throughput within entering or leaving the

station and r is the maximum data rate obtained in (4.8).

then(lv) = ρr (4.9)

Therefore, the offloading equation for stopping stations is obtained as follows:
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Astopping = thdw.tdw + 2

ten∑
t=0

then.∆t (4.10)

In (4.10), thdwis the maximum throughput during dwelling and ∆t is the time resolution

for calculating snr.

4.3.2 Model for Passing Stations

For non-stopping stations, the related equation is simpler than previous section, as the

train only passes the station with a constant speed (i.e. a = 0) with no stop:

tpsr = 2tps (4.11)

where tps = dmax
Vps

, if the train speed during passing is supposed as Vps.

By substituting d = Vps.t+ d0 in (4.4):

rss(t) = Pr0 − 10γlog(Vpst+ d0) +Xσ (4.12)

Hence, model for non-stopping stations will be as follows:

Apassing = 2

tps∑
t=0

thps.∆t (4.13)

where thpsis obtained through similar steps in (4.6)-(4.9).
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4.3.3 Total Model for Offloading in a Rail Network

Based on equations in (4.10) and (4.13), for a train with Nstpstopping and Npsspassing

stations through its trip, the total model, Atotal, will be obtained as follows:

Atotal =

Nstp∑
i=1

(thidw.t
i
dw + 2

timax∑
t=0

thit.∆t
i)+

Nps∑
j=1

(2

tjmax∑
t=0

thjt .∆t
j) (4.14)

In (4.14), i refers to the station number for stopping stations and 1 ≤ i ≤ Nstp. Similarly,

j is to the station number for passing stations and 1 ≤ j ≤ Npss.

4.4 Simulation

To validate our developed analytical model, we compare the results of our analytical

model with the results obtained from Omnetpp version 5.4.1, which is a powerful open

source tool for network simulations. We assume that an IEEE802.11ac-based WLAN

is dedicated for data offloading at each train station. IEEE802.11ac Standard can sup-

port channel with different bandwidths including 20MHz, 40Mhz, 80MHz and 160MHz.

Therefore, we firstly, assume that only 20 MHz channels are available for data offload-

ing, as the worst case scenario. In this case, we obtain the results for different values

of transmitter powers and path loss components in both analytical and simulation envi-

ronments. Then, we estimate the maximum capacity of data offloading for both types

of stopping stations and passing stations.

Assuming that the dwell time of a train is permissible to vary between 20 to 60 seconds,

we set tdw = 20sec, as the minimum guaranteed value and the worst case scenario for

data offloading at stopping stations. For acceleration of trains during reaching and

leaving a station, we suppose a similar value of 1m/s2 with negative and positive signs,
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(a) (b)

Figure 4.3: SNR vs. time for different values of a) PLE and b) transmitter power

respectively. For PLE, we apply different values including 2 (as free space), 2.5, 3 and

3.5 to show the performance of our model for stations in different environments. This is

a realistic assumption for a rail network, as every station might be located in places with

different environmental conditions. Additionally, we apply different values of transmitter

power including 20mw, 30mw, 40mw and 50mw as one of the effecting element in the

test results. However, due to the similarities and to avoid repeated figures, we only

illustrate the results of some selected scenarios. For the all case studies, the background

noise level at receiver is set to −90dBm. We also set the MAC efficiency to 44 percent

in our analytical model, which is directly obtained from simulation results in Omnetpp.

Additionally, to avoid generating results with stochastic elements, we have not considered

the shadowing effect at stations as this effect causes random elements at every simulation

which is not the scope of this work.

Figure 4.3 shows SNR versus time for different environments and transmitter powers

for both analytical and simulation results. As illustrated, the analytical model can

accurately follow the simulation model and can achieve up to 98.67 percent with reference

to the simulation results from Omnetpp.

Figure 4.4 shows the estimated throughput versus time for different values of PLE and
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(a)

(b)

Figure 4.4: Throughput vs. time for different values of a) PLE and b) transmitter power
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transmitter power. The differences between proposed and simulation results are due to

employ different data rate control methods. We applied RBAR method in our analytical

model to theoretically estimate the maximum data throughput. However, for simulations

in Omnetpp, we used AARF algorithm. Additionally, this figure shows the dependency

of transmitter power and station environment on data throughput.

Figure 4.5: The theoretical lower and upper bounds of offloaded data estimated by the
proposed model for different environments at Pt = 30mw: a) for stopping
stations, b) for passing stations

To estimate the upper and lower bounds of offloading capacity based on the proposed

model, we have illustrated the capacity for different environments for a given transmitter

power of 30mw in Figure 4.5. For the lower bound, we assume that only wireless channels

with 20MHz bandwidth and one spatial stream is available and GI = 800ns. However,

for the upper band, we have supposed 160MHz channels, 3 spatial streams and GI =

400ns. According to these assumptions, for example for an environment with PLE=2.5,

we can theoretically achieve up to 4.42 GB and 1.85 GB offloading capacity for every

stopping or passing stations, respectively (Figure 4.5).
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It is imperative to re-emphasize that in the all above results, we have assumed IEEE802.11ac

protocol for the physical layer of WLAN. However, by employing new emerging tech-

nologies with higher data rates, we can offload much more data using our proposed

scheme.

4.5 Conclusion

In this chapter, we proposed the existing WiFi networks at stations as intermediate

access points for delayed offloading of big sensor data from trains to data centers. As

the proposed method uses the existing WLAN at stations for data offloading, we will

not need to install any extra communication infrastructure. We developed an analytical

model for the offloading task that can estimate the offloading capacity for passing as

well as stopping stations. Simulation results showed an accuracy of 98.67 percent for our

developed model. Additionally, by using the proposed station-based offloading scheme,

we can theoretically offload up to 5.43 GB with current offloading standards and several

hundreds of GB with the future ultra-fast offloading technologies such as IEEE802.11ay.

In this chapter, we did not affect the location of antennas in the offloading model as-

suming that there are enough antennas along the trains and stations. Therefore, as a

future work, we can make the model more realistic by considering the antennas effects

on the offloading capacity. We have also assumed there is a dedicated WLAN at every

station that are always available for data offloading for any train. However, WLAN may

be unavailable in some situations due to poor signal conditions, lack of free channels

because of other communications, etc. Hence, in the next chapters, we will consider

alternative methods such as train-to-train and train-to-wayside communications.
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5.1 Introduction

Intelligent transportation systems (ITS) will generate several Petabytes of data from

various IoT devices such as condition monitoring sensors and surveillance cameras [99].

To give a picture of such data, [? ] provided a calculation that showed the size of

vibration data relating to only one bearing of a train can be over one terabyte per hour.

Such massive data should be transferred to data centers for further analysis using big

data analytics (BDA) to improve operation and maintenance services of a rail network

[100]. Since the current cellular networks cannot transfer such huge amount of data in

an efficient, cost-effective and reliable manner, transmission of that data from ITS to

data centers will be a significant issue [101]. Even with the new emerging cellular-based

vehicular communication methods such as LTE-V2V or 5G-V2V [? ]-[? ], having an

alternative method due to the rapidly growing demand for cellular networks specially

during peak times can be highly beneficial [7]. Rail transportation systems (RTS) as

one of the main type of ITS is not also an exception from such massive issue [102].

There are two types of IoT data in RTS include ’mission-critical’ data (MCD) and

’mission-non-critical’ data (MnCD). MCD is related to safety issues and must be im-
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mediately informed and transferred to control centers. However, MnCD will be used for

improvement of future maintenance and operation services and therefore, can be deliv-

ered with delay. Assuming every train has an appropriate edge processing unit that can

classify IoT data (collected from various sensors along a train) in a real-time manner,

the MnCD can be distinguished and separated from MCD [8]. In this way, we can safely

use delayed offloading methods for MnCD.

In the two previous chapters, we firstly proposed a classification algorithm in [8] that

could determine the class of data. Then, we developed a model for transmission of

delay-tolerant part of data using train-to-station (T2S) communications [39]. Therefore,

as a continuation of the previous two works, in this chapter, we propose train-to-train

(T2T) communications as well as T2S communications to increase the amount of data

offloaded through moving trains. In this way, not only the amount of offloaded data

will be increased, but it will also provide faster data transfer for applications such as

a request-based data demand with restricted delay. Such data can be part of a video

stream from a surveillance camera in a moving train requested by a police officer. In such

situation, assuming lack of reliable and robust cellular network (that is quite common

in the harsh environment of rail tracks), a T2T data exchange strategy can be a vital

solution by forwarding the requested data by a train that is running as fast as 110 km/h

towards the requested location.

Generally, in vehicular communications (that is T2T communications in this chapter),

we need to determine the specifications of contacts ( i.e. duration, rate and location

of contacts) among vehicles (i.e. trains in this chapter). To do that, we need to have

access to the real traffic traces of all vehicles running in our desired network. In our

current approach , we need to know those traffic traces (i.e. speed and location vs. time)

for all trains running in a given rail network. Such data can be manually collected by

a data collection system equipped with a GPS module, or can be provided by railway
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authorities. However, manual collection of such massive data for a large network with

many trains (e.g. for large cities) will take a long time. Additionally, such method will

not be an accurate or even possible in all situations due to lack of GPS data. One

example of such situation can be when trains running around urban areas with tall and

congested buildings. Another example of GPS issue is when a train is moving inside of a

tunnel. In such situations GPS signal can be highly intermittent and really poor or even

be totally lost during data collection. This can also occur for Assisted GPS (A-GPS)

because signals from cellular networks, which is used by A-GPS, can also be poor or

unavailable in some locations such as tunnels.

Due to the above issues, we propose a novel method to provide train mobility traces

based on trip timetables. As timetables are currently available in real-time, the obtained

mobility traces will be in real-time too and can be upgraded upon occurring changes in

the train services. Additionally, we use an energy optimization algorithm in the proposed

mobility model. Therefore, the results generated by the model can be used as a travel

trajectory guidance (optimal speed-position diagram of a train) that can advise the train

driver (in a manual mode operation) or the driving system (in an autonomous drive-less

train) to operate in the most optimum manner.

We firstly develop an algorithm that determines a train mobility model (TMM) based

on its timetable. Then, we develop another algorithm to estimate the specifications

of train contacts (i.e. duration, frequency and location of contacts) using the mobility

traces generated from the proposed TMM. As the velocities of the contacting trains

are determined by the proposed TMM, we can also estimate the Doppler shift (DS)

during T2T communications. Finally, we determine the T2T offloading capacity based

on the contact specifications obtained from the proposed train contact model (TCM)

via simulations in Omnetpp network simulator. On this basis, the main contributions of

our current chapter can be briefly described as follows:
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1. We propose a novel method to determine a train traffic model using its trips

timetable. Since the trip timetables are currently available in real-time, the pro-

posed model can provide real-time mobility traces.

2. We provide a solution for collection of GPS-related data when GPS signal is poor

or unavailable such as around urban areas or inside of tunnels.

3. We provide a travel trajectory guidance to have energy-optimized operation for

train services.

4. We develop an algorithm to find the contact specifications between trains needed

for T2T communications, in a deterministic (vs. stochastic) and real-time manner;

5. We estimate the data volume that can be offloaded through T2T communications

in a rail network.

The rest of the chapter is organized as the following. We present our proposed models

for train mobility and contact in Section 5.2. Simulation and results are presented in

Section 5.3. The last section is related to the conclusion and our future work.

5.2 system models

As Figure 5.1 shows, various communication methods that could be supposed for data

exchange in a rail network include T2S, T2I and T2T. T2S and T2I methods have been

studied in other approaches (such as [39] and [1]) and are not the focus of this study. For

T2T communications, we need to find the details of inter-train contacts. Such details

includes duration, rate and location of contacts. In order to determine contact details

(CD), we need to know the instantaneous location and speed of each train. Therefore, we

propose a mobility model to provide instantaneous traffic traces for every train. Then,
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Figure 5.1: System overview

we develop a second model to determine T2T CD by using those traffic traces obtained

from the proposed TMM.

5.2.1 Train mobility Model (TMM)

To estimate the T2T offloading capacity in a rail network, we need to determine the

specification of contacts between trains. To find the contacts, we firstly need to know

the traffic traces of the running trains. Therefore, in this section, we develop a mobility

model that can provide the traffic traces of trains without using GPS. This enables

the TMM to provide train traffic traces even where GPS signal is unavailable or very

poor such as inside tunnels. To do this, we propose an innovative algorithm that can

provide the train mobility traces only based on trip timetables. As trip timetables are

currently available in real-time, the proposed model will be also in near real-time and

can be quickly updated when a change happens in a trip time. For example, if a train

stops longer than its expected dwell time at a given station that causes a change in train

departure time at such station. In this case, the algorithm will update the model based

on the new departure time. Figure 5.2 shows our proposed methodology for building the

TMM.

Figure 5.3 shows a trip for two trains that are commuting between two stations. To run
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Figure 5.2: Train mobility model

TMM for every train, we firstly need to have the tables of time and distances for all trips

that such train will have during its total travel. Trip time-tables, tt, are easily accessible

through the websites of railway authorities and are available to public in both versions

of offline and online. Distance-tables, dt, that shows the distances between stations can

be also easily created from the network specifications. Based on those two tables, the

TMM algorithm will extract the duration (T ) and distance (D) of all trips of every train

through the step 1 in Figure 5.2. The algorithm will do this for trains in both directions

as each direction has a different timetable that sometimes has different trip duration.

This enables the TMM to work correctly for trains in both directions. Then, based on

the extracted trip distance, the TMM algorithm will determine the maximum optimal

speed (MOS) of train for that trip using another internal algorithm shown in Algorithm

5.1 (step 2).

Algorithm 5.1 that can quickly calculate the MOS for a train in a given trip is developed

based on the concept proposed in [103]. Feng et. al in [103] showed that to have an

63



5 Train-to-Train Data Communication Method

Figure 5.3: Train traffic model

optimal trip from both aspects of energy and time, the maximum speed should be within

the range of: 1) 30-70 km/h for trip distances less than 1800 m, and 2) 70-Vmaxkm/h

for distances longer than 1800 m. Vmax is the maximum allowed speed (MAS) of trains

set based on the design specifications of the given rail network. On this basis, we define

one limit for distance and three limits for speed through steps 1 and 2 in Algorithm 5.1.

Then, based on the trip distance, the MOS will be calculated through the rest of steps

of the algorithm.

Generally, trains should follow a trajectory guidance to consume optimum energy during

every trip. To meet this goal, we developed an energy optimization problem (EOP) based

on the concept described in [1]. Zhu et. al. in [1] proposed an optimal trajectory guidance

for trains to have optimal energy trips. An optimal trajectory guidance is the pattern

of change of train speed versus distance for a trip between two consecutive stations so

that the energy consumed by the train gets optimum during such trip. Figure 5.4 shows

such travel trajectory guidance for a typical train. As shown, there are 4 stages for a

train during its trip include: 1) traction, 2) speed-holding, 3) coasting and 4) braking.

In order to have an optimized-energy trip, in the second stage (i.e. speed-holding), the

train kinetic energy should be equal to the energy required to overcome the friction (total

mechanical and wind frictions). Therefore, the difference of kinetic and friction energies

should be minimized. On this basis, we developed an EOP represented through (5.1),

(5.2) and (5.8).
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Algorithm 5.1 MOS determiner

Input:

� trip distance (D)

� MAS of trains in the given network (Vmax)

output: MOS (vm)
1. define distance limit to 1800 m:

� distance.limit = 1800m,

2. define three speed limits as follows:

� speed.limit 1 = 30× 0.28 m/s,

� speed.limit 2 = 70× 0.28 m/s,

� speed.limit 3 = Vmax × 0.28 m/s,

3. if D ≤ distance.limit, calculate vm as follows:
vm = speed.limit 1 + (speed.limit 2− speed.limit 1)/distance.limit×D
else define speed as follows:
speed = speed.limit 2 + (speed.limit 3 − speed.limit 2)/distance.limit × (D −
distance.limit)
4. if speed ≤ speed.limit 3,
vm = speed
else
vm = speed.limit 3
5. end

In the developed EOP, (5.1) is the minimum function that defines the minimum required

energy per unit of train mass to keep the train speed at v2 during stage 2 in the presence

of friction. In (5.1), v2 and d2 are the speed and trip distance of train at the second stage

and af is the acceleration required for speed-holding against friction. The first and the

second parts of (5.1) are kinetic and friction energy per unit of train mass, respectively.

The first constraint of the EOP, i.e. (5.2), is the MOS that was obtained from Algorithm

5.1. As the variables of the EOP min-function i.e. (5.1) are v2 and d2, all constraints must

be based on these two variables only. The first constraint i.e. (5.2), is already adapted

to the min-fucntion. For the second constraint, we combine the time and distance

constraints i.e. (5.3) and (5.4), together with the mobility equations i.e. (5.5)-(5.7) and
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Figure 5.4: Optimal train guidance trajectory [1]

extract a nonlinear constraint represented by (5.8). To have clearer formulation, we

define a simple rule for notations as follows. In all the equations, the parameters with

notations 1-4 are related to the phases of traction, speed-holding, coasting and braking,

respectively. Such notations can be also found from Figure 5.4.

minimum function:

f(v2, d2) =
1

2
v22 − afd2 (5.1)

first constraint:
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v2 ≤ vm (5.2)

trip time constraint:

4∑
i=1

ti = T (5.3)

trip distance constraint:

4∑
i=1

di = D (5.4)

The relations between trip times and distances at different stages can be easily obtained

from train mobility equations as follows:

t1 =
v2
a1
, t2 =

d2
v2
, t3 =

v4 − v2
a3

, t4 =
−v4
a4

(5.5)

d1 =
v22
2a1

, d3 =
v24 − v22

2a3
, d4 =

−v24
2a4

(5.6)

Then, from (5.3) and (5.5),

v4 =
a4(

a3
a1
− 1)v22 − Ta4a3v2 + a4a3d2

(a3 − a4)v2
(5.7)

Finally, from (5.4), (5.6) and (5.7), the second constraint is obtained as follows:
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a21 + a3a4 − a1a4 − a1a3
2a21(a3 − a4)

v22 +
Ta4(a1 − a3)
a1(a3 − a4)

v2+

a3a4
2(a3 − a4)

d22
v2

+

[
a4(a3 − a1)
a1(a3 − a4)

− 1

]
d2 +

a3a4T
2

2(a3 − a4)
+ d = 0 (5.8)

(5.8) is a nonlinear constraint for the EOP.

x(t) = [x1(t) x2(t) x3(t) x4(t)] (5.9)

v(t) = [v1(t) v2(t) v3(t) v4(t)] (5.10)

EOP represented by (5.1), as minimum function, is a linear problem (LP) that contains

an inequality and a nonlinear equation as constraints, which are (5.8) and (5.2), respec-

tively. To solve such EOP, we used an interior-point algorithm - the barrier method,

which is an appropriate method for the problems with nonlinear constraints.

By solving the EOP, the optimal values of v2 and d2 will be determined through the

step 3 in Figure 5.2. Then based on the obtained optimal values of v2 and d2, the

numerical values of ti and di will be calculated through (5.5) and (5.6). In order to

increase the accuracy of TMM, the algorithm will calculate the errors of the time and

distance obtained from the EOP through (5.3) and (5.4). Then, the errors will be re-

applied to the algorithm to obtain results with higher accuracy. Finally, the vectors of

location and speed for the every stage of travel trajectory will be determined by using

(5.3)-(5.7) and mobility equations related to every stage. The total vectors of speed and

location for one trip are obtained by concatenating the vectors of every stage through

(5.9) and (5.10). Obviously, for a train with more than one trip, we will have several
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vectors for locations and speeds. Hence, the TMM algorithm will repeat the whole steps

until the end of train travel. Mobility vectors of a train can be shown as follows:

Xm
Tr(t) = [x1(t) x2(t) ... xkm(t)] (5.11)

V m
Tr(t) = [v1(t) v2(t) ... vkm(t)] (5.12)

where Xm
Tr(t) and V m

Tr(t) are the obtained location and speed vectors, respectively, for a

train with identity number of m and km number of trips through its travel.

5.2.2 T2T contact model (TCM)

By running the TMM for a given network, we will obtain the total traffic traces of all

trains for that network. In this case, we can simply extract the contacts between two

trains through seeking the intersections among location vectors of all desired trains.

Based on this simple technique, we develop the TCM represented by Algorithm 5.2.

As a general methodology, we can search the whole database related to all lines of a

network, to find the trains with location intersections. However, this method will be

extremely time-consuming specially for large networks. The effective method is to find

the lines/trains that have common sections/routes with each other. This can be found

from the map of a rail network. One example of such case with common routes can be

the trains that are traveling in the same line, however, in the opposite directions. In this

way, Algorithm 5.2 will only seek the traffic traces of the trains with common routes.

This will cause a significant reduction in the algorithm processing time.

As shown in Algorithm 5.2, to find the contact between two given trains, we need to

have the traffic traces of both trains, i.e. Xm
Tr(t) and Xn

Tr(t), as well as the range of T2T

69



5 Train-to-Train Data Communication Method

Algorithm 5.2 TCM algorithm

inputs: Xm
Tr(t), X

n
Tr(t) and z

outputs: Xc(t), Nc and Tc
1. define location difference as follows:
diffx =

∣∣∣xmi (t)− xnj (t)
∣∣∣

2. for all traffic traces of both trains if diffx ≤ ε, then set number and location
of contacts as follows:
Nc = Nc + 1
Xc(i) = [xmi (t)] or Xc(i) = [xnj (t)]
3. For every contact point, find the locations that:
|xmi (t)− xc(i)| ≤ z/2
4. calculate the contact duration from step 3 and set it as Tc.

communication zone, z. We assume that the trains m and n have common routes with

each other through daily operations. z can be theoretically obtained from summation of

the maximum communication range and total lengths of the trains assuming that trains

equipped with multiple antennas appropriately installed to provide equal coverage along

train length (e.g. in the first, middle and last carriages). By having traffic traces of both

trains, Algorithm 5.2 compares all elements of Xm
Tr(t) and Xn

Tr(t) and determines all

the points that have differences less than a small pre-defined value, ε. ε is set to a small

non-zero value such as 5m to avoid losing any T2T contact. After finding the all contact

points, the contact duration is determined based on the communication zone through

steps 3 and 4 of the algorithm. In Algorithm 5.2, Xc(t), Nc and Tc are vector of contact

locations, number of contacts and vector of contact duration, respectively.

5.2.3 T2T communication approach

Figure 5.5 illustrated the T2T communication approach with respect to the TMM and

CM. The transmitter (TX) sends signals (ST ) through the communication channel (CC).

For path-loss modeling, we use Two-Ray Interference best fitted to the short-range

communications in the rail environment [104] and [105]. The availability of CC between

trains is equal to the contact duration (CD) that obtained from the CM. (5.13) shows
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Figure 5.5: T2T communication approach

the mentioned CC model assuming that ST = AT .cos(2πf0 +ϕT ), where AT , f0 and ϕT

are the transmitter power, the carrier frequency and the transmitter phase, respectively.

SR = AR.cos[2π(f0 ±∆f) + ϕT + ϕC ] (5.13)

In (5.13), SR and AR are the received signal and amplitude, respectively. ϕC is the

phase shift through the CC and ∆f is the Doppler shift (DS) due to the trains mobility.

DS is estimated through Doppler Shift Estimator (DSE) as follows:

∆f = ±|∆v|
c
.f0 (5.14)

where in (5.14), ∆f is the frequency change caused by Doppler Effect (DE), c is the

speed of light and f0 is the carrier frequency. DS is positive when trains are approaching

and will be negative if trains are moving away. DS is used in the receiver for Doppler

shift compensation (DSC).

Finally, based on the level of the received power and the modulation and coding scheme

(MCS), the offloading throughput (OT) is estimated in the receiver.
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5.3 Simulation and Results

In this chapter, as we used general concepts in developing the algorithms described in

Section 5.2, our proposed models can be applied in any rail network. However, as we

currently have access only to Sydney Trains of Australia for our data collection, we

selected Sydney Trains as a real rail network to evaluate our proposed models. Sydney

Trains with coverage of 1,643 km of track across 9 lines, 175 stations and 360 million

trips per year is one of the largest rail network in the world [106]. To show the ability

of our algorithm in various situations, we did our simulations for three different lines

including T1, T6 and T7. Figure 5.6 shows a section of Sydney Trains network that

we selected as our case study. Line T1 with trips over 20 km is an appropriate case

to test our algorithm for long trips and line T6 with stations less than 1 km distance

is a proper choice for short trips. We also selected T7 to evaluate of our proposed

TCM. In the all cases, we show the both results obtained from simulations as well

as the related actual data. The type of trains used in our experiments are known as

Waratah trains. According to the performance specification of Waratah trains that

are widely operating in Sydney Trains of Australia, the accelerations related to each

phase of traction, braking and coasting are set as follows [? ]. The traction acceleration

varies within 0.8-1.0 m/s2 depending on the performance level defined by rail corporation

authorities. Braking and costing decelerations are set within 0.9-1.05 m/s2 and 0.18-0.22

m/s2, respectively. Additionally, for Waratah trains weighing from 400 ton (empty) to

500 ton (full passenger), the friction acceleration falls within the range of 0.0129-0.0105

m/s2 [? ]. Therefore, for every acceleration, we firstly assume the maximum value

of every range as the setting. Then, we show the impact of possible change of every

acceleration within its range. To benefit from the strengths of A-GPS vs. traditional

GPS, we used a mobile phone for collecting the required GPS data. The mobile phone

that we used for data collection was an iPhone 6 through an application called Sensor
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Figure 5.6: A section of Sydney Trains network as our case study [2]

Play. This mobile application can record GPS data with sample rate of 10 Hz.

5.3.1 Mobility Model Simulations

In this section, we use the most well-known model for train motion to compare with

our proposed TMM with reference to the real data obtained from GPS [? ] and [? ].

This model works based on a differential equation, called Lomnossoff’s equation, shown

in (5.15). In the Lomnossoff’s equation, M , x and F are the total mass of the train,

displacement and train traction effort, respectively. Additionally, A, B and C are Davis

constants and can be obtained from the technical specification of the given train.

M
d2x

dt2
= F − (A+B

dx

dt
+ C

d2x

dt2
) (5.15)

By solving (5.15), we can find the displacement of a train vs. time. However, as F is
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Table 5.1: Comparison between accuracy of our proposed method and Lomnossoff-based
method

Method
Distance Accuracy [%] Speed Accuracy [%]
Line T6 Line T1 Line T6 Line T1

The proposed 98.61 98.31 75.43 85.83

Lomnossof 94.00 92.73 58.91 63.43

different for every stage of traction, holding, coasting and braking, we must solve such

equation separately for every stage. This means that we need to solve four 2nd-order

differential equations for every trip. Therefore, we will totally have 4n equations for a

train with n trips. This compared with our model that is developed based on simplified

algebraic relations is more complex and time-consuming. Additionally, speed of a train

cannot be directly obtained from (5.15) and therefore, we need to use another differential

equation, i.e. v = dx/dt to find the speed at every stage. Moreover, as we see in the

following, in comparison with our proposed model, the accuracy of the Lomnossoff-based

model is lower. Table 5.1 shows the accuracy of every model with reference to the real

GPS data for two different lines from Sydney Trains of Australia.

Figure 5.7 shows the simulation results obtained from both the proposed and Lomnossoff-

based models with reference to the real data for a train in a round trip in line T6. Line T6

starts from Clyde as terminal A, and after passing 5 stations, will arrive at Carlingford (as

terminal B), where the train will start to return after a couple of minutes stopping. Line

T6 with total length of around 7 km is one the shortest line in Sydney Trains network

and therefore, this line is a proper choice to test our algorithm for short trips. For

better understanding, terminal A is assumed as the reference point in all the diagrams.

Then, we converts the collected GPS data from degree to meter based on the distance

from terminal A. As described in Section 5.2.1, our algorithm uses trip timetable and

distances between stations as inputs to estimate traffic traces of a running train. Table

5.2 shows such inputs extracted from Sydney Trains website [2].
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a) Distance vs. time
we did our simulations for three different lines including T1, T6 and T7. Figure 5.6

shows a section of Sydney Trains network that we selected as our case study. Line T1
with trips over 20 km is an appropriate case to test our algorithm for long trips and

line T6 with stations less than 1 km distance is a proper choice for short trips. We also
selected T7 to evaluate of our proposed TCM. In the

all cases, we show the both results obtained from simulations as well as the related actual

data.
b) Speed vs. time

Figure 5.7: Simulation results and real data for line T6, between Clyde and Carlingford
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Table 5.2: Input data for simulation at line T6

Stations Distance
(from
Clyde)

Trip
Time

1:
(from
Clyde)

Stations Trip
Time

2:
(from
Carl.)

Clyde 0 16:26 Carlingford 16:45

Rosehill 1526 16:30 Telopea 16:47

Camellia 2043 16:32 Dundas 16:50

Rydalmere 3084 16:34 Rydalmere 16:52

Dundas 3867 16:36 Camellia 16:54

Telopea 5204 16:39 Rosehill 16:56

Carlingford 6560 16:42 Clyde 17:00

As can be seen in Figure 5.7, the results obtained from our proposed mobility model

can properly follow the real data with high accuracy. Using Root Mean Squared Error

(RMSE), the accuracy (which is defined as 100[1−RMSE/trip-distance]) in terms of dis-

tance is obtained 98.61 percent based on our calculation. As described, we also tried our

algorithm for line T1, to ensure its correct performance within long trips. Figure 5.8 and

Table 5.3 show the results and related input data, respectively. In this case, the accuracy

of the proposed model in terms of distance is obtained 98.31 percent. As described in

the beginning of Section 5.3, such result obtained assuming that the maximum possible

value of every acceleration is set. However, all the accelerations may change within the

defined ranges. Therefore, in Table 5.4, we show the maximum error that may occur

due to the possible change of every acceleration in the range. As illustrated, for both

lines, the maximum error is related to the change of coasting acceleration. Additionally,

we calculated the combined error assuming that the maximum change is concurrently

occurred in all the accelerations. Therefore, according to Table 5.4, we ensure that the

maximum error due to the change of the accelerations will be less than 1%.

Contrary to distance, the results obtained for speed is less accurate. Using RMSE, the

accuracy of simulated speed is obtained 75.43% and 85.83% for lines T6 and T1, respec-
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tively. In order to understand the possible effect of such lower accuracy, it is necessary

to know where the simulated speed is used. The simulated speed can be used for esti-

mating the duration of contacts between two trains. However, as shown in Algorithm

5.2, the key element used for estimation of contact details is the distance, which has less

than 2% error. Additionally, the simulated speed can be used for estimating Doppler

shift (DS) in carrier frequency. In Section 5.3.3, we show the effect of speed error in DS

estimation, which will be almost zero (for detail, see Table 5.6 in page).

Table 5.3: Input data for simulation at line T1: between Penrith-Parramatta

Stations Distance
(from
Parra.)

Trip
Time

1:
(from
Parra.)

Stations Trip
Time

2:
(from
Penr.)

Parramatta 0 14:22 Penrith 14:47

Blacktown 10580 14:30 Blacktown 15:01

Penrith 29540 14:44 Parramatta 15:10

5.3.1.1 Discussion about timetable changes

Railway authorities’ ultimate goal is to provide on-time services with minimum changes

compared to their announced timetables. However, in practice, they are not always

successful and customers experience delays and changes in the announced timetables in

Table 5.4: The maximum errors obtained due to the possible change of the accelerations

Acceleration
Setting
[m/s2]

Possible
Change
[%]

Distance
Error [%]

Line T6 Line T1

a1 1.0 20 -0.07 -0.07

a2 0.0129 19 -0.01 0.00

a3 0.22 20 0.15 0.28

a4 1.05 14 -0.05 0.00

Combined Error 0.07 0.22
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a) Distance vs. time

b) Speed vs. time

Figure 5.8: Simulation results and real data for line T1, between Penrith and Parramatta
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some trips. As described, our proposed TMM worked based on timetables and can be

quickly updated if a change in a given timetable is recognized and announced. However,

unrecognized or delayed announcement of a change will cause error in the results of

TMM. Therefore, we performed numerical analysis to determine the model error due to

unannounced changes in timetables.

We assumed a range of zero to 30% changes in the timetables shown in tables 5.2 and

5.3. Then, we calculated the percentage of distance errors for every 5% intervals within

the change range, i.e. at 0, 5%, 10%,...,30%. Figure 5.9 shows the obtained results. As

illustrated, the errors of results obtained from TMM for 5% change in both timetables

will be less than 3%, which means over 97% accuracy. Additionally, even with 10%

unrecognized change in both timetables, the level of distance errors of TMM will be

less than 5%. This means that 95% accuracy in TMM results will be guaranteed if

the probable unrecognized changes in timetables are not exceeded 10%. Similarly, up

to 20% change in the timetables will cause less than 10% distance errors. It should

be emphasized again that all those errors will occur if the change in timetables is not

recognized or announced. Otherwise, for any indicated change in a timetable, the TMM

will quickly update the results based on the new time. Quickly update means that the

total processing time of the TMM algorithm upon receiving the new change in timetable

is quite short around 0.5 s. This ensures the quick performance of our algorithm. How-

ever, the extra transmission time from the external communication system (ECS) that

is responsible for reporting the change will be added to the algorithm processing time.

Such extra time will depend on the volume of the reporting massage and the wireless

protocol that is used in the ECS. As the dataset relating to all the trips is already stored

in TMM internal memory, such message only needs to report the changes instead of all

the timetable. As an example, assuming that the ECS uses LTE network to send a 1

MB message. In this case, given the theoretical data rate of a LTE channel with 20

MHz bandwidth that is around 100 Mbit/s, the extra transmission time will be much
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Figure 5.9: Distance errors caused by unrecognized changes in timetables for lines T1
and T6

less than half a second.

5.3.2 T2T Contact Simulation

Through simulations in Section 5.3.1, we ensured that the performance of the proposed

TMM is reliable and accurate. Therefore, we can use the results obtained from TMM to

validate the Algorithm 5.2 and estimate the train contact features (i.e location, speed

and duration). We investigated two different scenarios: a) for two trains only, to have

a more clear illustration of location and speed diagrams during a contact, and b) for

all services running in line T7 every day, to find the total capacity of contacts among

all trains in this line. Firstly, we evaluate the TCM by simulation of line T6 which

we have investigated for train mobility algorithm in Section 5.3.1. We used this line to

confirm the correct and accurate performance of Algorithm 5.2. Figure 5.10 shows the
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Figure 5.10: Distance vs. time during contacts for two trains in line T6

simulation results and real data during train contacts. As shown, the contact point in

both simulation and real data is properly matched with high accuracy (98.61 percent).

To show the ability of our proposed TCM in a different line, we also chose line T7. Line

T7 is selected as the worst case scenario because with 414 trips per day (compared to

other lines such as T1 with more than 1000 trips per day) has the minimum capac-

ity of occurrence of contacts between trains. Figures 5.11 and 5.12 show the results

obtained from our proposed TCM for two-trains and all-trains scenarios, respectively.

The black cross line illustrates the points of contacts between trains commuting in line

T7. Simulation results for line T7 show, 294 contacts occurs among running trains in

this line everyday that each contact has a duration of 32.550 seconds assuming 600m as

communication zone (Figure 5.11).
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a) Distance vs. time

b) Speed vs. time

Figure 5.11: Results of TCM in line T7 for two-trains scenario
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a) Distance vs. time

b) Speed vs. time

Figure 5.12: Results of TCM between trains in line T7 for all-trains scenario
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5.3.3 T2T offloading simulation

By determining the model of contacts between trains running in a given section of a

network, we can estimate the total offloading capacity of T2T communications for that

section. we suppose a communication zone of 600 meter. This means that the trains will

start to communicate when the distance between their antenna modules decreases to less

than 600 m. If we assume that every train is equipped with multiple antennas equally

distributed along the train (e.g. three antennas at first, middle and last carriages), the

communication zone will include the lengths of contacting trains plus to the distance

between their first carriages. According to the contact simulations in Section 5.3.2, for

line T7, 294 contacts occurs among running trains everyday where each contact has a

duration of 32.550 seconds assuming 600m as communication zone. This means that the

total contact time between all the trains running in line T7 is around 3 hours during

one operating day.

In order to find the possible offloading capacity for a given T2T communication in line

T7, we performed a simulation between two trains a few seconds before getting contact.

We used Omnet++ version 5.4.1 for this simulation. Figure 5.13 shows the scenario

that we used for simulation. As shown, two trains are approaching together. The speed

of trains during contacts can be any amount from zero to the maximum allowed speed

(MAS). However, from Section 5.3.2, we have already found that the speeds of trains

during contact is 9m/s.. Table 5.5 shows the settings that we used for simulation of a

T2T offloading network with two trains running in line T7.

Figure 5.14 shows the throughput and end-to-end delay obtained from the T2T offloading

in our selected network. We simply assumed a range of 200m for T2T communications.

However, in practice, the communication range depends on many parameters such as

transmission power, path-loss model and obstacles. Generally, with some short-range

communication protocols such as IEEE802.11p dedicated for VANET, we can reach up
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Figure 5.13: The case study used for simulation of T2T offloading

Table 5.5: Settings used for simulation of the T2T offloading network

Parameter Setting

Communication protocol(s)
IEEE802.11p, 5.9
GHz
IEEE802.11g, 5 GHz

Operational mode Ad hoc (P2P)

Channel bandwidth
10 MHz for 11p
20 MHz for 11g

Transmission power 20mW

Antenna module

type:
Omnidirectional
length:0.1m
axis: z

Background noise power −90dBm

Receiver sensitivity −85dBm

Receiver SNIR threshold 2dB

Rate control algorithm Aarf

Path-loss model
Two-Ray
Interference

Transport layer

type: UDP
message length:
1000B
send interval: 0.1ms

speed of trains during contact 9m/s

to 1Km range in line of sight (LoS). That is why, in Figure 5.14, we have still throughput

even when the trains are located over 200m far from each other. We also used a rate

control algorithm to maximize the offloading capacity. This is the reason for having

variable throughput and delay as trains move.

As illustrated in Figure 5.14, we used IEEE802.11g as another WiFi-based protocol
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that compared to IEEE802.11p has higher throughput. Although IEEE802.11p is the

main communication standard customized for vehicular communications, it is specially

equipped with more safety features appropriate for reliable transmission of critical data

between close vehicles [107]. However, as described, we have already assumed that

critical data has been recognized and extracted and we only have non-critical data for

offloading process. Therefore, we only used IEEE802.11p for analysis purposes rather

than its reliability features. As seen in Figure 5.14, the maximum throughput obtained

through IEEE802.11g is around 25Mbps in comparison with IEEE802.11p with less than

18Mbps. That is the same for end-to-end delay as well. While we can reach a minimum

delay (end-to-end transmission delay) of around 30ms with IEEE802.11g protocol, the

minimum delay obtained via IEEE802.11p will be a little less than 50ms.

As described, we assumed a range of 200m inter-train distance to start data offloading.

This assumption will have two benefits: firstly, the offloading task will be started at

maximum throughput, and secondly, as a result of the first benefit, it will restrict the

end-to-end delay to less than 50ms. This ensures that the data delivery time will not

exceed an allowed range that is specially important for request-based data demand.

As shown, Figure 5.14 has three time steps: approaching, passing and leaving. It takes

around 10s for trains to enter in communication zone of each other. Then, it approx-

imately takes around 11s per every time steps assuming 200m inter-train distance as

well as 200m total length for every train. It will cause a total duration of 33s that

confirms the contact duration already obtained from the TCM simulation in Section

5.3.2. Additionally, as the relative speed between the trains during every contact is

∆v = 9 + 9 = 18m/s, the related DS is calculated from (5.14), ∆f = ±354Hz, and

±324Hz for protocols IEEE802.11p and IEEE802.11g, respectively (due to difference

between the carrier frequencies). In order to find the effect of such DS on T2T offload-

ing, we need to know how the throughput is determined in a wireless communication.
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Table 5.6: The amount of FSPL with and without DS

Condition
FSPL [dB]

IEEE802.11p IEEE802.11g

Without Doppler effect 47.8588 47.0896

With Doppler effect
but no speed error

47.8588 47.0896

With Doppler effect
and 25% speed error

47.8588 47.0896

For each communication protocol, there is a modulation and coding scheme (MCS) chart

that shows the maximum data rate for every modulation index, based on the signal to

noise ratio (SNR) at receiver. The received signal in dBm is obtained from the trans-

mitter power (also in dBm) minus path-loss (PL) of the wireless channel. PL has two

parts including a variable part and a fixed part. The variable part changes based on the

distance between transmitter and receiver and characteristics of the wireless channel.

The fixed part is obtained from the calculation of free space path-loss (FSPL) for a

reference distance. FSPL in dB is calculated from 20Log(4πd0f/c), where d0, f and c

are the reference distance, the carrier frequency and the light speed, respectively. There-

fore, assuming d0 = 1m, the amount of FSPL for each protocol of IEEE802.11p and

IEEE802.11g is shown in Table 5.6. As illustrated, the amount of FSPL is the same for

the assumed conditions. This clearly confirms that mobility and speed error have no

effect on the offloading throughput. The reason is that the speed of trains is extremely

lower than the speed of light.

The total offloading capacity can be calculated through the discrete integral of through-

put along time within contact duration as follows:

CT2T =

t2∑
t1

throughput.4t (5.16)

where t2− t1 = contact duration and CT2T is the total capacity of T2T offloading based
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on bps.

From the calculations based on (5.16), we obtained 568megabits and 809megabits for

IEEE802.11p and IEEE802.11g, respectively, for every contact in line T7. Given 294

times of contact occurrence in every operating day, we can offload up to 167 gigabits

and 238 gigabits using IEEE802.11p and IEEE802.11g as communication protocols, re-

spectively, through T2T communications in line T7.

5.4 Conclusion and Future Work

In this chapter, we proposed a train mobility model that can accurately provide train

traffic traces only based on trip timetables. As timetables are currently available in real-

time, the TMM can be quickly updated in near real-time. We validated our proposed

TMM through extensive simulations for different lines of Sydney Trains. Our simulation

results showed that the traces from TMM can accurately follow the actual GPS data

with less than 2% error. Additionally, we applied energy optimization considerations in

the proposed TMM. This enables the model to provide a travel guidance trajectory that

causes optimal trips for trains in a rail network.

We also developed another model for T2T communications that determines duration,

location and rate of T2T contacts by using traffic traces obtained from the TMM. We

tried the TCM in Sydney Trains Network and showed that we can theoretically offload

around 167 gigabits and 238 gigabits using IEEE802.11p and IEEE802.11g as communi-

cation protocols, respectively, through T2T communications.
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a)

b)

Figure 5.14: T2T Offloading diagrams: a) throughput, b) end-to-end delay
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6 Train-to-Wayside Communication

Method

6.1 Introduction

With the advancement of data-driven intelligent transportation systems (ITS), the amount

of data generated by IoT devices is significantly increasing. Therefore, it is essential to

find a reliable and cost-effective communication method for exchange of such massive

data between ITS and data centers. Cellular communications especially upcoming 5G

as the latest revision, can be one of the main solution for such data exchange. However,

due to rising public demand for cellular networks especially during peak hours, exchange

of data through other communication platforms in a reliable and cost-effective manner

will be highly beneficial [108].

In chapters 4 and 5, we proposed models for data transportation in rail networks through

train-to-station (T2S) and train-to-train (T2T) communication methods, respectively

[9] . We used T2S and T2T communication methods for transmission of delay-tolerant

part of data assuming that the critical part of data had been already realized via an

appropriate classification scheme [8]. Figure 6.1 shows such different communication

methods in rail networks.
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Figure 6.1: Three different short-range communication methods in rail networks

In this chapter, we enhance the previous methods by proposing train-to-wayside (T2W)

communications. In this way, the data exchange process can be performed not only

partially within T2S or T2T communications but also along the whole rail track and in

a continuous manner. To implement such method, we assume that there are wayside

units along the rail that can exchange data with trains via an appropriate wireless local

area network (WLAN) like WiFi. Then, to have an efficient data exchange (which means

maximum data transmission with minimum transmission energy), we develop three dif-

ferent algorithms to optimally place the access points (APs) of those wayside units in

various conditions. All the three algorithms can accurately adapt to any rail track with

different geometric paths by using the related GPS data. We also propose a method

to model the change of communication characteristics when trains pass through various

environment-based scenarios. Assuming several railway scenarios include urban, subur-

ban, rural, cutting, viaduct, tunnel and river, such model cannot only simulate a rail

line with single scenario but also a line with multiple scenarios. The main contributions

of the current chapter are as follows:

1. The first algorithm is developed to find the minimum number of APs required for a

rail network based on a desired path-loss (PL) threshold. Through this algorithm,

we can also find appropriate initial places for APs based on an equally distributed

91



6 Train-to-Wayside Communication Method

placement (EDP) strategy that is useful for quick estimations. Additionally, such

initial places are needed to run the other two algorithms described in the following.

The proposed EDP algorithm is also used as a baseline method for comparison

purposes with next two algorithms.

2. The second algorithm is developed for optimal placement (OP) of a given number

of APs so that the average PL is minimum. This algorithm can be used when we

have a specific number of APs and seek the best places to implement them.

3. The third algorithm is a hybrid placement (HP) scheme that can optimally de-

termine both the number and places of APs so that the following two conditions

are concurrently met. Firstly, the PL does not exceed a desired threshold at any

point. Secondly, the average PL of the network is minimum.

4. We propose a method to model the changes of communication characteristics for

different scenarios in rail networks. The railway environment model (REM) pro-

posed for wireless communications in rail networks shows how the problem of AP

placement can be affected by different scenarios. Additionally, through REM,

modeling the rail lines with multiple scenarios will be also possible.

The rest of the chapter is presented as follows. We review the related works in the next

section. The proposed algorithms, the system models and the theoretical framework

are explained in Section 6.2. We validate the performance of the models for different

scenarios in Section 6.3. The conclusion of the chapter is presented in the last section.

6.2 System Models and Problem Formulation

In this section, we explain our proposed methodology and models for AP placement

in rail networks. Firstly, we show the problem formulation. Then, we present EDP
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Figure 6.2: Problem overview

algorithm that can simply determine the required number and initial places of APs for

a rail track. Then, we describe a method to model the environmental changes along a

rail track. Finally, we present OP and HP algorithms for AP optimal placement in rail

networks.

6.2.1 Problem Formulation

Assuming a rail path, which represents a rail section between two stations, our goal is

to find the optimal places for installation of minimum number of APs along such path.

Figure 6.2 illustrates such situation for a double-track railway in a two-dimensional

(2-D) coordinates. As previously described, the APs are connected to wayside units

to exchange IoT data with moving trains. Our objective is to achieve 1) maximum

throughput with 2) minimum number of APs and 3) in a continuous manner. For

throughput, our focus is on the main data payload rather than frame overheads and
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inter-frame intervals as these parameters are highly dependent on the wireless network

protocol. A key factor that affects the throughput is the power of wireless signal at

receiver called received signal strengths (RSS). To achieve the maximum throughput,

RSS should be maximized or PL should be minimized. On this basis, we define an

optimization function aimed at minimizing the average PL of the network. We also aim

to use the minimum number of APs to reduce the system cost. The number of APs is

determined based on the minimum throughput that we expect from the given network.

To obtain a desired throughput, for a specific transmitter power, PL does not exceed a

defined threshold at any point of the network. To have continuous data exchange, we

can simply set such threshold to the minimum sensitivity of the receivers in the network.

For the communication channel propagation, we use the most cited log-normal shadowing

model that is an effective model for network design purposes across various environments

[109]. Generally, linear PL of a wireless channel is defined as the ratio of transmitter

power, pTx, to receiver power, pRx, [109]. Equation (6.1) shows the PL for a channel

between a transmitter at point i and a receiver at point j. PL can be also defined in dB

as shown in Equation (6.2) and is determined by (6.20).

plij =
pTxi
pRxj

[mW/mW ] (6.1)

PLij = 10log10(plij) [dB] (6.2)

PL
+(−)
ij = PL0 + 10γlog10(d

+(−)
ij /d0) +Xσ −Ga, d+(−)

ij ≥ d0 (6.3)

d
+(−)
ij =

√
[(xAPi − x

+(−)
j )2 + (yAPi − y

+(−)
j )2 ++(zAPi − zj)2] (6.4)
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Where, i = {1, 2, ..., nAP } and j = {1, 2, ..., nAB}. In (6.20), γ is the PL exponent (PLE)

and Xσ is a random variable with normal distribution, zero mean and standard deviation

(STD) of σ and is used to model the shadow fading (SF) in a network. The values of

PLE and STD are different across various environments. d
+(−)
ij is the euclidean distance

between ith AP and jth point of the given rail path and is represented in (6.4) for a three-

dimensional (3-D) network. Positive and negative signs at all equations are related to

the lines from stations A to B and B to A, respectively. In practice, the antenna heights

are selected between 0.5-1 meter higher than the train roof ensuring that the wireless

signals are not affected by the train body [86]. However, for simplification, we assume

that APs antennas are installed at the same height of train antennas. This is just a simple

assumption to reduce the dimension of the problem from 3-D to 2-D and does not affect

the total design of the network. We also suppose Omni-directional antennas and the

same transmission power is set for all transceivers in the given network. We further

assume that adjacent APs use different communication channels through an appropriate

channel assignment scheme to avoid interference between APs.

In (6.20), PL+
ij and PL−ij are the PLs of the wireless links between APi and jth point of

rail track at each line from stations A to B (LAB) and B-to-A (LBA), respectively. nAP

and nAB are the numbers of required APs and the sample points of the path between

stations A and B, respectively. Ga = GTx+GRx is the total antenna gains of transmitter

and receiver. PL0 is the amount of PL in a reference distance and can be obtained from

the free-space model as (6.5) [109]:

PL0 = 20log10(4πd0/λ) (6.5)

In (6.5), λ is the wavelength in meter and is obtained from λ = c/fc (c is the speed of

light and fc is the radio carrier frequency). (x+j , y
+
j ) and (x−j , y

−
j ) are 2-D Cartesian
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coordinates of path sample points for LAB and LBA, respectively. zj is the coordinate

of train antenna height along z-axis, which is the same at both lines. Assuming similar

geometric paths for lines LAB and LBA, following relations can be applied between

every two corresponding points of LAB and LBA (details for double lines with different

geometric paths are explained in the following).

x+j = x−j (6.6)

y+j = y−j + C± (6.7)

In (6.7), C± is the clearance between LAB and LBA. We also define CAP as the mini-

mum clearance between APs and rail track required for practical issues such as collision

avoidance with trains. Assuming that the distance between APs and rail track across

y-axis is set to CAP , the following relation is obtained.

yAPi =


y+APi = F (xAPi) + C± + CAP

or,

y−APi = F (xAPi)− CAP

(6.8)

In (6.8), yAPi is the coordinate of APs across y-axis and y+APi and y−APi means that

APs can be installed in every side of rail line. The most optimal side for installation of

APs will be determined through the proposed placement algorithms. F is a function so

that F : x 7−→ y−j ∀jε{1, 2, ..., nAB} and is determined by performing grid-based linear

interpolation technique on the GPS data set collected from the given rail line.

(6.6)-(6.8) were all obtained assuming similar paths for round trips, which is almost
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the same for most lines. However, there are some lines that have different paths for

round trips due to natural or economic constraints. An example of such line is Line

T7-OlympicPark in Sydney Trains, Australia with two different round paths in a loop

shape. The methodology for those lines are the same and the only difference is that

the placement of APs should be independently considered for each of LAB and LBA as

represented in (6.9) and (6.10). The rest of the methodology will be the same.

y+APi+ = F+(xAPi+) + CAP , F
+ : x+j 7−→ y+j ∀jε{1, 2, ..., nAB} (6.9)

y−APi− = F−(xAPi−)− CAP , F− : x−j 7−→ y−j ∀jε{1, 2, ..., nAB} (6.10)

Where {F+, i+, n+AP } and {F−, i−, n−AP } are the interpolation function, APs index

and number for each line of LAB and LBA, respectively.

In order to find PL at any point of a line, we calculate the amounts of PL from all the

existing APs through (6.20). Then, the minimum amount is selected as the final PL of

such point as represented in (6.11).

PL
+(−)
j = min

i
{PL+(−)

ij },

∀iε{1, 2, ..., nAP } and jε{1, 2, ..., nAB}
(6.11)

Therefore, the total average PL at both lines LAB and LBA is obtained in (6.12).

PLtotalav =
1

2nAB

nAB∑
j=1

(PL+
j + PL−j ) (6.12)

To achieve maximum throughput, the average PL should be minimized. Therefore, we

define an optimization problem in (6.13) to find the minimum PL.
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∀iε{1, 2, ..., nAP }, and jε{1, 2, ..., nAB} :

minFunction : min
xAPi ,yAPi ,nAP

{PLtotalav },

1st constraint : PL
+(−)
j ≤ PLth,

2nd constraint : min{xj} ≤ xAPi ≤ max{xj},

3rd constraint : yAPi = {y+APi or y−APi}

(6.13)

(6.13) shows a constrained nonlinear problem. The first constraint indicates that the

amount of PL must not exceed a desired threshold (PLth) at any point. As previously

described, this constraint ensures the continuity of data exchange when PLth is set to

the minimum receiver sensitivity of the network. The second constraint shows the limits

of APs places across x-axis, which equals to the beginning and end point of the line.

The last constraint shows the possible places of APs at every side of the line as defined

in (6.8).

To solve the problem defined in (6.13), we use sequential quadratic programming (SQP),

which is an appropriate method for constrained nonlinear optimization [110] and [111].

6.2.2 Initial Placement Approaches

Based on the availability of WLANs in the stations at every side of a rail path, three

different approaches can be assumed for the placement of APs as follows.

� Approach 1 (A1) for the paths that WLANs are already available at the stations

at both ends as shown in Figure 6.2.

� Approach 2 (A2) for the paths that a WLAN is available only at one side.
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� Approach 3 (A3) for the paths that there is no WLAN available in the stations at

any side.

Such classification is essential as we must consider the effects of those APs that are

already available in stations. Therefore, we propose the following scheme for initial

placement of APs.

� for A1, we set the initial number of APs to two, i.e. ninitialAP = 2, and those two

APs are assigned to the stations at both sides. The places of the rest of APs are

determined through the proposed algorithms described in sections 6.2.3-6.2.5.

� for A2, we set the initial number of APs to one and that AP is constantly placed at

the station with WLAN. The next APs are placed via the placement algorithms.

� for A3, the initial number of APs is set to zero and all APs are placed via the

placement algorithms.

On this basis, the proposed algorithms determine the total number of APs including the

ones that are already available at stations as well. Therefore, the required number of

APs needed to be added in a given network is obtained by subtracting two and one from

the final nAP for A1 and A2, respectively. The required number for A3 is equal to the

final nAP as no AP is already available at any station.

6.2.3 Equally Distributed Placement (EDP) algorithm

The purpose of EDP algorithm is firstly to find the minimum required number of APs

based on a desired threshold. Secondly, we determine the initial places of APs through

a simple algorithm working based on equal distances between APs. Such initial places

are essential for running OP and HP algorithms. Additionally, EDP algorithm can

be used as a quick basic method for the approximate placement of APs . Although,
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EDP algorithm is a simple method, it provides an effective baseline for evaluation of

performances of OP and HP algorithms.

The basic parameter needed in EDP algorithm is the total length of the given rail line.

As rail lines are not straight and have several curves, we cannot simply calculate the

lengths of lines via measuring the distances between start and end points of the lines.

Instead, we should use the following recursive equation to accurately find the length of

a given rail line (6.14).

lk+1 = lk +
√

(xk+1 − xk)2 + (yk+1 − yk)2 (6.14)

In (6.14), k = {0, 1, 2, ..., nAB − 1} and lk is the line length from beginning to the kth

point with Cartesian coordinates of (xk, yk). Therefore, the total length of the rail line

is obtained from (6.14) when k = nAB − 1.

Figure 6.3 shows the flowchart of EDP algorithm. The inputs of EDP algorithm include

as follows:

� GPS data samples related to the location points of the given rail tracks. The GPS

data is internally converted to Cartesian coordinates in meters.

� Network clearances include C± and CAP .

� Specifications of REM that are explained in Section 6.2.6.

� Initial number of APs based on the type of initial placement approach.

As shown in Figure 6.3, assuming an A1 situation, one AP is assigned to the station at

each end of the path. Then, the rest of APs are equally placed along the path. Next,

PL is calculated at every point and is compared with the desired PL threshold. If PL
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Figure 6.3: EDP algorithm

exceeds the threshold at any point, another AP is added to the network and the previous

steps are repeated. Otherwise, the algorithm returns the final number and places of APs.

6.2.4 Optimal Placement (OP) Algorithm

This algorithm is proposed to determine the optimal places for a given number of APs

in a rail network. Assuming a known number of APs, the initial places of those APs is

proposed by EDP algorithm. Then, the PL at every point and the total average PL is

calculated from (6.11) and (6.12), respectively. Finally, the optimal places of APs are

determined by solving the optimization problem defined in (6.13). To solve (6.13) in OP
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Figure 6.4: OP algorithm

algorithm, the first constraint is not considered as such constraint is used to find the

required number of APs in a network. However, OP algorithm is used when the number

of APs is known and we seek the most optimal places for those APs. Figure 6.4 shows

the flowchart of OP algorithm.

6.2.5 Hybrid Placement (HP) Algorithm

This is a comprehensive algorithm for OPAPs in a rail network. As shown in Figure

6.5, firstly, an initial number of APs is temporarily placed via EDP algorithm. Then,

instantaneous and average values of PL is calculated. Next, the optimal placement of

APs is performed via the Optimization problem defined in (6.13). Then, PL is calculated

for the second time but based on new optimal places of APs. If the PL at any point

exceeds the threshold, another AP is added and all the steps will be repeated until PL

does not exceed the threshold at any point.
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Figure 6.5: HP algorithm

6.2.6 Railway Environment Model (REM) for Wireless Communications

For wireless communications in rail networks, there are several environments such as

viaducts, cuttings and tunnels [112]. As wireless signals propagate differently in every

environment, all the environments that form the given rail path should be considered in

the placement of APs.

In [113] the authors generally classified the wireless environments based on the different

ranges of PLE and STD collected through extensive experiments in different sites. We use

such concept but specifically in railway networks with 8 different environments include

urban, suburban, rural, viaduct, cutting, station, tunnel and river [27]. On this basis,

we define 8 environment classes (ECs)in (6.15), where γmink , γmaxk , σmink and σmaxk are

the lower and upper limits of PLE and STD for ECk, respectively. Table 6.1 shows the
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Table 6.1: PLE and STD for different environments in rail networks

Class No. Environment PLE STD(dB)

1 urban 4-7 3-5

2 suburban 3-5 2-3

3 rural 2-5 2-3

4 viaduct 2-4 2-4

5 cutting 2.5-4 3-5

6 tunnel 1.8-3 5-8

7 river 2-4 2-3

8 station 3-5 3-5

ranges of PLE and STD for every EC in a rail network [112].

ECk :


γmink ≤ γk < γmaxk

σmink ≤ σk < σmaxk

∀kε{1, 2, ..., 8} (6.15)

Since a train may pass through a variety of environments, the total REM for a rail line

can be a combination of different ECs. Therefore, an REM can be generally defined as

(6.16) for a given rail path.

REM :

ne⋃
k=1

αkECk, ∀kε{1, 2, ..., 8} (6.16)

In (6.16), αkε[0, 1] is the ratio of ECk to the total REM so that
ne∑
k=1

αk = 1. This ratio

for every EC can be simply obtained through dividing the length of line with that EC

by the total line length. For any EC that α = 0, it means that such EC does not exist

in the path. However, αk = 1 shows that there is only one ECk along the entire path.

104



6 Train-to-Wayside Communication Method

Figure 6.6: The proposed REM for a given rail path

ne is the total number of ECs that exist along the path. A given path may also have

similar ECs but at different sections of the path. An example can be a path that has

two tunnels at different parts of that path.

Figure 6.6 shows our proposed diagram of an REM for a rail path. In Figure 6.6, k,

l and m are indices from 1, 2, .., 7 and EC8 refers to the EC at stations as defined in

Table 6.1. As shown, an REM for a given path is defined by two vectors: 1) the ratio

of every EC to the total length of the path, called ECR (environment class ratio), and

2) the arrangement of ECs existed in the REM and is named ECA (environment class

arrangement). ECR and ECA are represented in (6.17) and (6.18).

ECR = [ α8 αk αl ... αm α8 ](1×ne) (6.17)

ECA = [ EC8 ECk ECl ... ECm EC8 ](1×ne) (6.18)

6.3 Simulation and Results

To validate the proposed placement algorithms, we select Line T6, between Clyde-

Rosehill from Sydney Trains of Australia, with the total length of 1717 meter. For
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the required position data related to Line T6, we use the dataset that we collected by a

GPS module through extensive site measurements. The sampling frequency of the GPS

module was 10 Hz. In all experiments, we assume that every train is equipped with two

omni-deirectional antennas, one at each end to provide full coverage along the whole

length of the train [86]. Furthermore, for data transmission, we used IEEE802.11-based

WiFi in two different communication modes. Mode 1 is the basic mode with the lowest

data rate in IEEE802.11n series and Mode 2 with 5 GHz frequency and 160 MHz band-

width has the highest data rate in IEEE802.11ac series. In fact, we choose these two

modes as the lowest and highest bounds of current IEEE802.11n(ac)-based WiFi proto-

cols. Although, there are other new coming WiFi protocols with much higher throughput

such as IEEE802.11ay, our goal is to show the impact of the proposed algorithms on the

data transmission and the amount of data rate is not interested in the current chapter.

Table 6.2 shows the list of all settings used in our experiments.

6.3.1 REM Selection Strategy in Simulations

Based on the definition provided in Section6.2.6, theoretically, the total number of differ-

ent cases for REM is infinite. Although, there is no limit for the proposed AP placement

algorithms in terms of REM selection, it is practically impossible to test all the cases.

Therefore, we have to use a strategy to limit the test cases. As previously stated, a train

passes through various environments and therefore, considering a single-environment

model does not give the right results. To show this, we consider 9 different scenarios

include 8 single-environment scenarios and one multi-environment scenario. Each single

scenario contains one of the ECs shown in Table 6.1. However, the multiple scenario

contains all the ECs illustrated in Table 6.1. In this way, it can be seen how different

the results will be if a multi-environment scenario is assumed as a single-environment

scenario. On this basis, the total ECA and the specific ECR related to every scenario
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Table 6.2: Simulation settings

Parameter Setting

Communication modes

Mode 1
protocol:
IEEE802.11n
frequency: 2.4 GHz
bandwidth: 20 MHz
NSS: 1
GI: 800 ns
....
Mode 2
protocol:
IEEE802.11ac
frequency: 5 GHz
bandwidth: 160
MHz
NSS: 3
GI: 400 ns

Transmission power 20mW − 50mW

Antenna modules (Tx/Rx)

type:
Omni-directional
gain: 15 dB
axis: z

Background noise power −90 dBm

Receiver sensitivity −85 dBm

Receiver SNIR threshold 2 dB

ρ 0.4

Rate control algorithm Aarf

Transport layer

type: UDP
message length:
1000B
send interval: 0.1ms

Speed of train
100 Km/h−
300 Km/h

Sampling frequency 10Hz

C± 2m

CAP 1m

PLth 100 dB

d0 1m
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Figure 6.7: The proposed REM for evaluation of the proposed placement algorithms

are defined as shown in Figure 6.7 and Table 6.3, respectively.

6.3.2 Efficiency

As in this chapter, the application of AP placement is in data transportation (DT) via

T2W communications in rail networks, we define the ratio of transmitted data to the

consumed energy as the efficiency of the proposed algorithms [56] and [59]:

eff =
D

E
(6.19)

In (6.19), eff is the efficiency based on bit per joule (bit/J), D is the amount of transmit-

ted data and E is the energy consumed for transmission of such amount of data during

a trip. As EDP algorithm is a baseline algorithm, for every scenario, we show the ef-

fectiveness of OP and HP algorithms in comparison with EDP algorithm. Additionally,

to find the amount of improvement of system efficiency through OP and HP algorithms

over EDP algorithm, we use the following formula.

improvement = (
effOP (effHP )

effEDP
− 1)× 100 [%] (6.20)

By calculating (6.20), we can easily find how many percent the efficiency of the network

is increased when using OP or HP algorithms compared to EDP algorithm.
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Table 6.3: The scenarios proposed for evaluation of the placement algorithms

Scenario
No.

ECA =
[8 1 2 3 4 5 6 7 8] REM

ECR

1 [0 1 0 0 0 0 0 0 0] Single-
environment,
EC1

2 [0 0 1 0 0 0 0 0 0] Single-
environment,
EC2

3 [0 0 0 1 0 0 0 0 0] Single-
environment,
EC3

4 [0 0 0 0 1 0 0 0 0] Single-
environment,
EC4

5 [0 0 0 0 0 1 0 0 0] Single-
environment,
EC5

6 [0 0 0 0 0 0 1 0 0] Single-
environment,
EC6

7 [0 0 0 0 0 0 0 1 0] Single-
environment,
EC7

8 [0 0 0 0 0 0 0 0 1] Single-
environment,
EC8

9 [0.01 0.14 ... 0.14 0.01] Multi-
environment, all
ECs
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In order to find the efficiency defined in (6.19), we need to calculate the amount of energy

required for transmission of a given volume of data. Assuming a desired throughput,

the amount of transmitted data is simply obtained as follows:

D = thr.T (6.21)

In (6.21), thr is the desired throughput and T is the duration of a trip. Due to have data

overhead and inter-frame intervals that highly depends on the wireless MAC protocol,

the actual throughput of a wireless channel is always less than the maximum data rate

mentioned in the related standards. Therefore, throughput can be obtained as a ratio of

maximum data rate, named MAC efficiency factor. This is represented in (6.22), where

ρ is the MAC efficiency factor and r is the maximum data rate of the wireless channel

[9].

thr = ρ.r (6.22)

Additionally, the required energy can be obtained as (6.23), where pTx(t) and pTx is the

instantaneous and average amounts of transmission power.

E =

∫ T

0
pTx(t).dt ' pTx.T (6.23)

As the data rate of a wireless channel depends on the level of signal to noise ratio (SNR),

for a given data rate, we firstly find PTx(t) in dBm from (6.24), where PRx and PN are

powers of received signal and noise at receiver in dBm, respectively.

SNR(dBm) = PRx − PN (6.24)
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From (6.1) and (6.2),

PRx = PTx − PL (6.25)

Then, for a given SNR, the average transmitter power in dBm, PTx, can be obtained

from (6.24) and (6.25) as follows, where PLtotalav was defined in (6.12):

PTx = PLtotalav + PN + SNR(dBm) [dBm] (6.26)

Finally, pTx based on watt (W) can be simply obtained from (6.27).

pTx = 10(
PTx
10
−3) [W ] (6.27)

6.3.3 EDP Algorithm

As described in Section 6.2.3, the required quantity as well as the initial places of APs

can be determined by EDP algorithm so that PL does not exceed a threshold at any

point. Through sections 6.2.4 and 6.2.5, we use the initial placement obtained by EDP

algorithm as the situation of the network before optimization to show the efficiency of

OP and HP algorithms. However, the ability of EDP algorithm to find the required

number of APs based on a desired threshold needs to be independently verified, which

is shown in this section.

Figure 6.8 shows the total number of APs required for every scenario that is obtained

by EDP algorithm based on PLth = 100 dB. The results shown in Figure 6.8 are the

total number of APs, i.e. nAP , that is required to be added to an A3-based path.
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However, the number of extra APs required to be added to a path in A1 and A2 are

(nAP −2) and (nAP −1), respectively. Since the values of PLE and SF randomly change

within the ranges, we showed the minimum, average and maximum number of APs

for every scenario (which are obtained for the lower, middle and upper values of the

ranges, respectively). Assuming that the changes of PLE and SF at every scenario can

be modeled by an appropriate normal distribution, we can restrict the PL of the network

to the desired threshold with a probability of more than 50% if the average number is

selected. By choosing the maximum number, the threshold can be guaranteed for all the

possible values of PLE and SF within the range but at a higher cost. This is because the

extra APs, which should be added to the network compared to the average number, will

be only used to achieve the threshold condition for the values of PLE and SF with less

than 50% probability. Additionally, selection of the minimum number of APs at every

scenario will be also the worst choice as the threshold condition will not be met for the

most possible values of PLE and SF with the probability of over 90%. Therefore, in a

network design, if the cost of extra APs overcome the possible breach of the threshold,

choosing the average number can be the most efficient solution. Otherwise, the maximum

number can be selected as the required number of APs.

As illustrated in Figure 6.8, the maximum number of APs required for the first scenario

is 39, which belongs to a rail path in an urban area. This happened because the values

of PLE and SF are the highest in an urban scenario among other scenarios. However,

the maximum number of APs needed for scenario 6, which is related to tunnels, is only

three. This is also quite predictable for tunnels that have the lowest attenuation among

other scenarios, as shown in Table 6.1.

We also show the maximum values of PL for every scenario in Table 6.4. As can be

seen, in all the scenarios,the amount of PL does not exceed the threshold. This clearly

confirms the ability of EDP algorithm to limit the PL of the network to the desired
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Figure 6.8: APs required number for every scenario obtained by EDP algorithm
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Table 6.4: Maximum PL obtained by EDP algorithm at every scenario

Scenario no. 1 2 3 4 5 6 7 8 9

Maximum PL [dBm] 99 99 95 96 95 86 96 99 99

threshold.

6.3.4 OP Algorithm

As described in Section 6.3.4, OP algorithm finds the most optimal places for a desired

number of APs so that the average PL is minimum in a given rail line. In this section, we

evaluate the performance of OP algorithm for different number of APs within the range

of 3-6 number for all the scenarios. For comparison, we also show the results of EDP

algorithm in the same condition for every scenario. Figure 6.9 shows the statistics of the

average PL for both OP and EDP algorithms for scenarios 1 and 9 assuming that 4 APs

are available to be placed in the network. Due to similarity, statistics related to other

scenarios are ignored. As illustrated, the distributions of the average PL obtained by OP

algorithm have been shifted to the left compared to the results of EDP algorithm. This

confirms the effectiveness of OP algorithm in reducing PL of the network. Although,

due to similarity, we do not show such statistics for other number of APs in the range of

3-6, the efficiency of the algorithms will be represented for all the available AP numbers

within the range. For this purpose, we calculate the efficiency defined in (6.19)-(6.23)

for both EDP and OP algorithm for different AP numbers, two different communication

modes and for all the scenarios. Table 6.5 shows such efficiencies in a comparative

manner. As shown, by using OP algorithm for AP placement, the efficiency of the

network will be improved at least 31% and up to 218% for various conditions within

the defined benchmarks. The interesting thing is that the improvements shown in Table

6.5 are constant for all the possible values of SNR in the network and therefore, do
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a) b)

Figure 6.9: Statistics of mean PL for a) scenarios 1, and b) scenario 9.

Figure 6.10: Efficiencies obtained by EDP and OP and the related improvement for
nAP = 6 and communication mode 1, for scenarios 1 and 9.

not change during train movement. This is because the rate of change in efficiency

over SNR is the same for both EDP and OP algorithms at every scenario. For more

clarification, we illustrate the efficiencies of both EDP and OP algorithms separately in

Figure 6.10 for nAP = 6 and communication mode 1 for scenarios 1 and 9 as examples.

Furthermore, in Figure 6.10, we show the related improvements, which as can be seen,

are constant over SNR. Due to similarity, we ignored such results for the other scenarios,

other communication mode and the other number of APs. However, the numeric values

of all the results are represented in Table 6.5.
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Table 6.5: Improvement of efficiency obtained OP over EDP for nAP = 3 − 6 and two
different communication modes at every scenario

Scenario No.
Improvement [%]

Communication Mode 1 Communication Mode 2

nAP = 3 nAP = 4 nAP = 5 nAP = 6 nAP = 3 nAP = 4 nAP = 5 nAP = 6

1 144.5 88.6 186.7 88.4 145.2 121.6 155.4 80.5

2 104.9 217.9 105.6 58.4 104.9 61.2 118.4 60.4

3 115.9 71.4 97.7 51.3 107.2 46.2 96.9 51.4

4 96.4 55.6 72.2 42.4 95.3 55.4 70.4 41.8

5 107.6 153.5 83.2 45.8 108.6 61.2 92.4 45.5

6 70.9 97.4 57.0 31.7 69.2 30.7 57.8 33.2

7 96.4 55.6 72.2 42.4 95.3 55.4 70.4 41.8

8 104.9 217.9 105.7 58.4 104.9 61.2 118.4 60.4

9 104.7 207.3 102.1 68.9 103.9 207.1 105.1 76.1

6.3.5 HP Algorithm

As described, by using HP algorithm, we can determine both the required number and

the optimal places of APs in a rail network. To evaluate the performance of HP algo-

rithm, the two criteria that described in Section 6.2.5 must be met as follows. Firstly, the

values of PL must not exceed the desired threshold at any point. Secondly, APs should

be placed in a way that the average PL is minimum. To verify the second criteria, we

show the amount of improvement in data transmission.

Through Table 6.4, we showed the ability of EDP algorithm to limit the PL to a desired

threshold. HP algorithm uses the same method. Therefore, the first criteria has been

already approved.

For the second criteria, we show the improvement in data transmission when using

HP algorithm for AP placement compared to EDP algorithm in Table 6.6 through two
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different communication modes for all the scenarios. As HP algorithm provides full

solution for the AP placement, we add another scenario as scenario 10 to the previous

test cases. Similar to scenario 9, scenario 10 is also a multi-environment scenario and

has the same ECA. However, contrary to scenario 9 with uniform ECR, the weights

of ECs in scenario 10 have a normal distribution as shown in (6.28). This ensures the

correct performance of our proposed scheme for a multi-environment scenario with more

complex ECR.

ECRSc.10 =

[0.0001 0.0044 0.0540 0.2420 0.3989 0.2420 0.0540 0.0044 0.0001]

(6.28)

As shown in Table 6.6, by using HP algorithm, the efficiency of the network can be

improved at least 21% in scenario 10 and up to 165% in scenario 5 compared to the

baseline. Similar to the results of OP algorithm, the amounts of improvement for HP

algorithm showed in Table 6.6, are also constant within all the possible values of SNR.

To confirm this, we illustrate the efficiencies and the related improvements obtained by

HP and EDP algorithms in a comparative manner in Figure 6.11 for scenarios 1 and

9 in communication mode 1. As seen, the efficiency of HP algorithm is higher than

efficiency of EDP algorithm and the percentage of improvement is constant for all the

values of SNR in the range. Due to similarity, we do not show the other scenarios and

communication mode.

We have also used the model developed in Omnetpp version 5.4.1 in [9] to estimate the

feasible capacity for data transmission through T2W communications via WiFi networks.

The related results are shown in Figure 6.12 for scenario 9 for both communication modes

and for a range of transmitter powers between 20 mW − 50 mW . As shown, for a trip

that takes less than five minutes in our case study, we can approximately transmit at

least 6 gigabit and up to 254 gigabit data through T2W communications. Therefore, for

a rail network including many trips that can take several hours, the amount of exchanged
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Table 6.6: Results obtained by HP algorithm for every scenario

Scenario
No.

nAP
Improvement [%]

Communication
Mode 1

Communication
Mode 2

1 23 26.8 21.7

2 6 58.4 37.2

3 3 115.9 37.1

4 2 141.5 77.6

5 2 164.6 48.7

6 2 101.8 72.7

7 2 141.5 44.6

8 6 58.4 48.7

9 20 52.5 25.1

10 8 33 21.1

data through WiFi-based T2W communications will be over several hundreds of terabit.

6.3.6 The Effect of Different Scenarios on AP Placement

In this section, we show the AP placement for all the scenarios in two different cases: 1)

based on a fixed desired PL threshold, and 2) based on a fixed AP number. For both

the cases, we use EDP algorithm as well as OP and HP algorithms to see the differences

between baseline and optimal placement. We especially focus on the differences between

scenario 9, as a multi-environment scenario, and other single-environment scenarios,

though, the differences among other scenarios can be seen as well.

For the first case, we perform AP placement by EDP and HP algorithms assuming 100 dB

for PL threshold. Figure 6.13 shows the results for all the scenarios. The most important
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Figure 6.11: Efficiencies obtained by HP algorithm compared to EDP algorithm and the
related improvements for scenarios 1 and 9

Figure 6.12: Low and high bounds of DEC for scenario 9
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Figure 6.13: AP Placement by EDP and HP algorithms for all the scenarios assuming a
fixed PL threshold

observation we are seeking is the obvious differences between scenario 9, as a multi-

environment scenario, and other single-environment scenarios. This clearly confirms

that real rail lines, which pass through multiple environments, cannot be modeled by a

single-environment scenario. Otherwise, the results will not be correct. Even for scenario

1 with the most similarity, the AP number and the efficiency are different, based on Table

6.6. Although, the difference between AP numbers of scenarios 1 and 9 is the lowest, i.e.

3, among others, the difference between the efficiencies is quite high around a hundred

percent. Besides this, the differences between scenario 9 and other single-environment

scenarios are significant.

For the second case, we run EDP and OP algorithms for nAP = 3. The results are

illustrated in Figure 6.14.a. Due to similarity, the results related to other number of
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APs are not shown. As can be seen in Figure 6.14.a, while the results obtained by

EDP algorithm are the same for all the scenarios, the results obtained by OP algorithm

are different for every scenario despite the assumption of fixed AP numbers. Although,

for the case of fixed AP number, the difference between some scenarios is not high,

the comparison between Figure 6.14 and Table 6.5 for nAP = 3 shows thateven slight

changes in AP positions can have a significant impact on the efficiency of the network.

On average, every 40-meter change (which is only 2% of the total trip length) in the

position of every AP towards its optimal place approximately leads to a hundred percent

increase in the network efficiency.

Additionally, the network average PL is illustrated in Figure 6.14.b to show that even for

scenarios such as 1 and 9 with approximately similar placement, the difference between

the average PL is quite high around 40 dB. This again confirms the difference between

a multi-environment and a single-environment scenario.

Generally, both the above cases confirm the different results of AP placement for various

scenarios, whether in terms of AP positions, average PL or network efficiency.

121



6 Train-to-Wayside Communication Method

(a)

(b)

Figure 6.14: Results obtained by OP and EDP algorithms for a fixed number of APs:a)
AP placement for every scenario, b) average PL at every scenario

6.3.7 Comparison with Measurement-Based Method

In the previous sections, we validated the performance of the proposed optimization

algorithms by comparison with the results of EDP algorithm as the baseline. Although,

EDP algorithm is an effective method for evaluation of OP and HP algorithms, we still

need to compare our method with an existing method for AP placement to complete
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the-state-of-the-art (as EDP algorithm itself has been developed internally through this

chapter). For this purpose, we select Measurement-Based Placement (MBP) method

used in [60]. In short, MBP method works as follows.

1. The first AP is placed in one end of the path.

2. Then, PL at all sample points of the path is calculated (measured) and the position

with maximum PL is determined.

3. The next AP is placed in the middle of the previous AP position and the position

with maximum PL.

4. The steps 1 and 2 are continued until all available APs are placed along the line.

For the case that a PL threshold is desired, the addition of APs is continued until PL

falls under the given threshold. Table 6.7 illustrates the results obtained by every AP

placement method for 4 APs. Scenarios 1 and 9 are selected for the simulation as ex-

amples of single and multiple environment scenarios, respectively. Due to similarity, the

results for other scenarios and different AP numbers are not shown. As seen, the MBP

method has the worst average PL and the lowest efficiency compared to our proposed

algorithms. On average, by using the proposed HP algorithm, we achieve over 10 dB

decrease in the average PL and more than 10-times increase in the efficiency of the

network, compared with the MBP method.

6.3.8 Discussion about Doppler Effect

Due to the train movement, Doppler effect should be also considered in the placement

of APs. Therefore, we estimate the average amount of reference PL, i.e. PL0, as part of

PL model that can be affected by carrier frequency. As well as the amount of reference

PL in the static mode, we also estimate it in other two situations related the mobility
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Table 6.7: Comparison between our proposed algorithms with MBP for scenarios 1 and
9 and nAP = 4

AP
Placement

Method

Average PL
[dB]

Efficiency
[bit/J]

Sc. 1 Sc. 9 Sc. 1
(×105)

Sc. 9
(×109)

MBP 131 91 0.2 0.3

EDP 124 85 1.3 1.1

HP 120 80 2.9 3.3

modes. One is relating to the time that a train is approaching (PLappr0 ) an AP. Another

is pertinent to the moment that the train is leaving (PLleav0 ) an AP. Then, we calculate

the differences between the values of PL0 during standing and moving. The related

results are shown in Table 6.8 (in last page) for three different train speeds assuming 2.4

GHz and 5 GHz as carrier frequencies. As illustrated, the change of PL due to Doppler

effect is around a few micro dB between ±0.8 and ±2.4, which is really low and can be

neglected.

Table 6.8: Impact of Doppler Effect on PL, for different frequencies and various speeds

v
PL0 (dB) PLappr0 (dB) PLleav0 (dB) diffappr (µdB) diffleav (µdB)

fc =

2.4

GHz

fc =

5 GHz

fc =

2.4

GHz

fc =

5 GHz

fc =

2.4

GHz

fc =

5 GHz

fc =

2.4

GHz

fc =

5 GHz

fc =

2.4

GHz

fc =

5 GHz

100

Km/h

40.0460 46.4212 40.0460 46.4212 40.0460 46.4212 - 0.8043 - 0.8043 0.8043 0.8043

200

Km/h

40.0460 46.4212 40.0460 46.4212 40.0460 46.4212 - 1.6045 - 1.6045 1.6045 1.6045

300

Km/h

40.0460 46.4212 40.0460 46.4212 40.0460 46.4212 - 2.4127 - 2.4127 2.4127 2.4127
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6.4 Conclusion and Future Works

We proposed three algorithms included EDP, OP and HP algorithms for placement of

APs in a rail network. The least number of APs required for a network can be found

by EDP algorithm so that the maximum PL does not exceed a desired threshold. We

can also determine the initial places of APs through EDP algorithm that is required at

the running stage of OP and HP algorithms. Additionally, EDP algorithm can be used

for comparison purposes as the baseline algorithm to show the efficiency of OP and HP

algorithms.

Through OP algorithm, the optimal places for a given number of APs can be found

so that the average PL is minimum. OP algorithm is proper when we have a limited

number of APs and seeks the best places for those APs. We showed that the efficiency

of OP algorithm is at least 31% and up to 218% for different number of APs within all

the defined scenarios.

By using HP algorithm, we can determine both required number and optimal places of

APs in a rail network. We showed that the efficiency of the system can be improved

at least 21% and up to 165% compared to the baseline by HP algorithm. In addition

to use the EDP algorithm as the baseline, we also compared HP algorithm with MBP

as an existing AP placement method. The results showed that HP algorithm is over 10

times more efficient than MBP method.

We also proposed REM as a method to model the changes of communication character-

istics through different rail scenarios including urban, suburban, rural, viaduct, cutting,

tunnel, river and station. We showed that the placement of APs is highly dependent on

the REM and could have a massive impact on the efficiency of the system.

Additionally, we showed that we can theoretically transmit over 250 gigabit data through

T2W communications when using the common WiFi technologies.
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Finally, through extensive simulations over various speeds and different carrier frequen-

cies, we proved that the Doppler effect does not affect the proposed placement algorithms.

In this chapter, we decreased the transmission power in T2W communications by reduc-

ing the average path-loss of the network. In the future work, we will go a step further

by optimizing the power consumption of APs through limiting the time that every AP

should stay on. This will provide higher efficiency for power-limited APs such as those

that use combination of renewable and battery as power supply.
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In this thesis, we firstly developed a classifier that could realize critical data from delay-

tolerant data in an online manner. Then, for transmission of delay-tolerant data, we

developed three different models include T2S, T2T and T2W communication methods.

For T2S communication method, we developed an analytical model that could estimate

the amount of offloaded data between trains and stations. We validated the perfor-

mance of our model through simulation in various scenarios in Omnet network simulator.

The simulation results showed over 98% accuracy. Additionally, by using our proposed

scheme, we could theoretically offload up to 5.43 GB at every station.

For T2T communication method, we proposed a novel mobility model that could provide

train traffic traces in real-time. As the proposed mobility model needed no GPS module,

it could provide a practical solution when signal from GPS or Assisted-GPS is poor or

unavailable such as in urban area or inside tunnels. Furthermore, as we used an energy

optimization function, the proposed mobility model could provide a guidance trajectory

for trains to have an energy-optimized operation. We also developed an algorithm that

could determine the specifications of contacts between trains based on the traffic traces

obtained from the mobility model. We validated our proposed model using data collected

from Sydney Trains of Australia. The results obtained from our proposed model showed

over 98 percent accuracy in comparison with the real data collected via a GPS module

in Sydney Trains of Australia.
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Finally, we proposed three algorithms for placement of access points (APs) along a

rail line needed for the proposed T2W communication method. The first algorithm

was proposed to find the minimum number of APs so that the path-loss (PL) did not

exceed a desired threshold. Through the second algorithm, the most optimal places for

a desired number of APs were determined so that the average PL was minimum. The

goal of the third algorithm was to determine the required number and optimal places

of APs in a rail network. Furthermore, we proposed a model to consider the effects

of changes of communication characteristics on the placement of APs for rail lines in

different scenarios. Through such model, the algorithms proposed for placement of APs

could be used in different railway scenarios. The proposed algorithms were validated

through extensive simulations in Sydney Trains of Australia. The simulation results

showed that the proposed approach could improve the efficiency of the system at least

22% and up to 165% within the different defined scenarios. We also showed that we

could approximately transmit over 250 Gigabit data through T2W communications over

common WiFi networks.

Additionally, we highlight the key features of every section as follows.

7.1 Data Classification

� The classifier was successfully tested for three different data sets with over 98%

accuracy.

� With the awareness of class of data, the classifier provides the possibility of using

multi-modal communication methods. This enables us to significantly decrease

the traffic from on-demand cellular networks and instead, by using cheap channels

through existing WLANs, we can have a massive cost reduction (99%).
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� Contrary to the regular ML-based model that should be trained in offline mode,

our developed classifier can be trained online. This enables the model to be learned

during operation and therefore it can be adapted to any rolling stock during run-

ning. It means we does not need a large amount of batched data from the history

of the train to learn the classifier.

� By realizing critical data, the proposed classifier can be used as an on-board mon-

itoring system. Additionally, it can help the train driver in early diagnosis of

failures as a decision-support system.

� The proposed classification model and all the corresponding results were published

in the high quality journal of IEEE Transaction on Intelligent Transportation Sys-

tems in 2020 with 5.7 impact factor. Please see the reference [8] for more detail.

7.2 T2S Communication

� The proposed T2S model was successfully tested for both stopping and passing

stations with over 98% accuracy.

� We can offload over 5 GB data per station through the proposed approach. Ad-

ditionally, as the model can be used with other communication methods, by using

new emerging high capacity radios such as IEEE 802.11ay, the amount of exchange

data will be massive.

� As the model uses the existing WLANs for data transmission, no upfront cost is

required for infrastructure, which results in a significant cost reduction.

� By using a rate control algorithm, the proposed model can work even with very

poor wireless signal.
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� By proposing stations as offloading spots, trains can exchange IoT data as well as

passengers during dwelling times.

� The proposed T2S model and the corresponding results were published in 2019

IEEE 89th Vehicular Technology Conference (VTC2019-Spring). Please refer to

[9].

7.3 T2T Communication

� The proposed T2T communication method provides significant data offloading

capacity in parallel with the T2S method. The simulation results in Line T7 of

Sydney Trains of Australia showed that we can potentially offload over 20 GB

data during the contact periods among trains in one operating day by using IEEE

802.11p-based DSRC method.

� By developing an internal mobility model, the T2T approach does not need GPS

signal to determine the contact specifications. This can be highly beneficial when

the GPS signal is poor or unavailable, e.g. in congested urban districts or remote

regional areas.

� As we showed in Chapter 5, Doppler Effect has no impact on the proposed T2T

communication channel. This makes the model robust in highly mobile scenarios

such as vehicular networks.

� The proposed T2T approach can accurately provide train mobility traces with less

than 2% error (in terms of position) compared to GPS data. Additionally, as the

internal mobility model works based on train timetables, we showed that for up to

20% change in a given timetable, the corresponding error will be less than 10%.
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� The proposed T2T approach with the related results were submitted as a jour-

nal paper in IEEE Transaction on Intelligent Transportation Systems, which is

currently under review.

7.4 T2W Communication

� We developed three novel AP placement algorithms and one environment model

in rail networks that can comprehensively provide solutions for various design

situations, different network conditions and 10 different railway scenarios.

� By using the proposed T2W communication approach, we can exchange data be-

tween running trains and wayside units in a continuous manner. In a case study in

Sydney Trains of Australia, we showed that we can potentially exchange over 30

GB data between a train and wayside units through the existing WiFi networks.

� Through extensive simulations over various speeds and different carrier frequen-

cies, we proved that the Doppler Effect has no impact on the proposed placement

algorithms. This make our approach robust and highly appropriate for vehicular

networks.

� The proposed T2W approach with the related results were submitted as a journal

paper in IEEE Transactions on Vehicular Technology (TVT), which is currently

under review.

7.5 Future Work

Other ideas that can be further discussed as the future works of this thesis are as follows.
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� Antenna design for T2X communications: finding number of required antennas,

optimal types of omni and directional antennas or switching between them, etc.

to maximize the communication zone.

� A transmission energy optimization through finding the optimal switching time of

communication devices. Such algorithm can significantly decrease the transmitter

energy consumption by reducing the total active time of communication devices.

� Developing a multi-modal train-based data-offloading algorithm that can handle

request-based data offloading tasks with restricted delay. For this purpose, we need

to seek the most optimum offloading strategy among three different communication

methods include T2S, T2T and T2W based on the situation.

� Prototyping an intelligent platform for rail networks as “Internet of Trains”. Some

features of that platform can be IoT data collection, online data classification, On-

board decision making support to assist train drivers, an intelligent multi-modal

data transmission support using different kinds of T2X communication methods.

� Optimizing the power consumption of APs through limiting the time that every

AP should stay on while attempting to maximize the offloading capacity of the

network is another research problem study in the future.

� Expanding the applicability of T2X communications models to broader areas such

as V2X communications or more generally X2X communications.
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A Novel Approach for Big Data Classification
and Transportation in Rail Networks

Mahdi Saki , Mehran Abolhasan , Senior Member, IEEE, and Justin Lipman, Senior Member, IEEE

Abstract—This paper introduces a new framework into future
data-driven railway condition monitoring systems (RCM). For
this purpose, we have proposed an edge processing unit that
includes two main parts: a data classification model that clas-
sifies Internet of Things (IoT) data into maintenance-critical
data (MCD) and maintenance-non-critical data (MNCD) and a
data transmission unit that, based on the class of data, employs
appropriate communication methods to transmit data to railway
control centers. For the transmission of MNCD, we propose a
travel pattern method that employs train stations as points of data
offloading so that trains can deliver data as well as passengers at
stations. The performance of our proposed solution is successfully
validated via three various data sets under different operating
conditions.

Index Terms—Railway condition monitoring, big data, online
data classification.

I. INTRODUCTION

THE development of condition-based monitoring (CBM)
systems in the Australian railway industry with over

33 thousand kilometers operational rail track has received
the highest investment priority till 2040 [1], [2]. As will be
described in the following, RCM systems will deal with
of Big Data problem in the future because these systems
meet the three aspects of variety, velocity and volume [3].
Future data-driven RCM systems will be strongly reliant on
the huge amount of data received from heterogeneous IoT
devices (variety) that are widely distributed throughout the
rail network [4]–[6]. In order to have a sense of the volume
of available data that needs to be processed, Fumeo et al. [7]
have presented an example showing that the volume of col-
lected data from only one vibration sensor of a train bearing
with sampling rate of 25.6 KHz (velocity) will be as big as
10 TB only for one train per eight hours of its operation.
Consequently, the amount of gathered raw data from all
sensors distributed throughout a long moving train can be as
huge as several hundreds of Tera Bytes (volume). Therefore,
finding appropriate solutions for storage or transmission of
such massive data will be necessary.
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Currently, there is not any cost-effective communication
network to handle such massive data traffic [8]. Irrespective
of future high capacity data transport methods such as 5G
(expected after 2020), we will still have the challenge of
network coverage as railway networks are widely distributed
all around the country and providing full network coverage
for all areas especially for remote areas will be very costly
and difficult [9]. Furthermore, assuming that a high capacity
data transmission network is available to send all data to data
centers, real-time processing of such huge unclassified data
sent from all trains will not be efficient [10]. On the other
hand, long-time storage of large scale data on-board with
current storing technologies will be costly and affected by
limitation in storage space [11].
In this work, we will propose a new framework which will

innovatively change the vision of Big Data in rail networks.
The proposed framework, which can be implemented in an
on-board IoT gateway, will consist of two main parts: data
analysis and data transmission. In data analysis part, raw
data collected from heterogeneous on-board sensors will be
analyzed and classified. Then, based on the classification of
data, appropriate transmission solutions including real-time or
delayed protocols will be applied for the transportation of
collected data to control centers. In fact, the reality of having
different transmission methods is one of the advantages of
data classification prior to its transportation (edge processing).
Performing data classification before its transmission will
allow data centers to receive data in a classified manner instead
of having a huge amount of unclassified raw data which will
be extremely computationally expensive to process. This also
causes a significant reduction in the capacity and bandwidth
of real-time communication networks with railway centers as
only critical data needs to be transmitted in real-time.
The main contributions of this work are as follows:
• We propose an on-board edge processing scheme that will
handle the whole data management process including pre-
processing, classification and multi-mode transmission of
data in one integrated unit. This means that the proposed
scheme will not only be able to classify the sensor data,
but it will also provide the method of data transmission
based on the classification of data.

• We develop a classification model that can be shortly
re-trained in an online manner. Due to this abil-
ity, the developed classification algorithm can be
quickly implemented in any train with different
specifications.
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Abstract—In this paper, we propose an offloading scheme to
transfer massive stored sensor data from rolling stock to railway
data centers. We apply a delayed offloading strategy for non-
critical stored data assuming that the critical data has been
already separated through an appropriate edge processing task
and has been sent via a real-time communication such as cellular
networks. We propose train stations as potential and feasible
spots for data offloading via available wireless local area networks
(WLAN) such as existing WiFi network at stations. Thus, stations
will not only be the places of passenger exchange but also
data exchange. We develop an analytical model customized for
the proposed offloading strategy in rail applications. Then we
validate the performance of our model through simulation in
various scenarios in Omnet. The simulation results shows an
accuracy of %98.67 for the proposed analytical model with
reference to the simulation results in Omnetpp. Additionally, by
using our proposed scheme, we can theoretically offload up to
5.43 GB per each stopping station.

Index Terms—big sensor data, delayed offloading, IEEE 802.11

I. INTRODUCTION

Future trains will be equipped with many sensors that
continuously sense and generate massive IoT (internet of
things) data [1]. According to [1], the amount of sensor data
produced by only one sensor for sensing the vibration of just
one wheel bearing in a train will be as huge as 10 TB during
eight operating hours. Thus, for a train with many parts that
will be sensed by wide variety of sensors [2], the created data
amount will be extremely massive and transmission of such
data into data centers will be a challenge.

Based on the risks for passengers and rail equipment, the
collected sensor data is classified into two classes including
critical data and non-critical data. The critical data can cause
serious damages for both people or rolling stocks and should
be declared immediately. However, the non-critical data is
used for long time analysis and can be evaluated by delay.
As trains operate in normal conditions for most of the time,
the amount of critical data is tiny and the main part of
sensor data is composed of non-critical data. Therefore, if
we could classify the sensor data through an appropriate
edge processing task (this is the subject of our another work

This work was supported by the Australian Rail Manufacturing Cooperative
Research Center and University of Technology Sydney under Grant R3.7.1.

which is currently accepted and is under final review), we
will be able to employ different communication strategies to
transfer critical and non-critical data to railway data centers.
In this case, it is feasible to send the tiny amount of critical
data in a real-time manner (e.g. via cellular networks) while
temporarily store the non-critical data and deliver it later
via an appropriate offloading strategy [3]. In this way, we
will significantly reduce the data traffic over expensive and
infrastructure-based communication networks (such as cellular
or satellite networks) by offloading the massive part of data
through an available cheap WLAN’s channel such as WiFi
networks at stations (which approximately has no cost).
This is the idea behind our current work which based on

that, we propose train stations as potential spots to offload the
delay-tolerant non-critical sensor data. In this way, stations as
grounded infrastructure, has the feasibility to provide more
powerful computation and communication capabilities for our
offloading task. Additionally, if we employ the available
channels of WLAN in stations, this will cause large cost
saving because we will no longer need to install any rail/road
side units (RSU). The proposed offloading method will be a
train-to-station (T2S) communication between on-board units
(OBU) in trains and a data sink system in stations.
Therefore, the main contributions of this paper is:

• we propose a novel scheme for offloading of delay-
tolerant part of IoT data in rail networks,

• we develop an analytical model for the proposed offload-
ing scheme that can model the data offloading task for
passing stations as well as stopping stations,

• we provide an integrated equation that can estimate the
total offloading capacity for a given train during its trip
between two terminals including stopping and passing
stations

• we embedded the offloading model with a rate control
algorithm that enables the data to be offloaded even with
the minimum WiFi signal power and therefore, makes the
offloading capacity maximum.

The rest of the paper is organized as follows. Firstly, a short
literature review is presented in Section II. Then, we explain
our proposed offloading scheme in Section III. In Section IV,
we develop an analytical model for the proposed offloading

978-1-7281-1217-6/19/$31.00 ©2019 IEEE
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Mobility Model for Contact-Aware Data Offloading
Through Train-to-Train Communications

in Rail Networks
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Justin Lipman, Senior Member, IEEE, and Abbas Jamalipour , Fellow, IEEE

Abstract— In this paper, we propose a novel mobility model
providing train traffic traces essential for train-to-train communi-
cation models. As the proposed mobility model works only based
on trip timetables and train timetables are currently available
in real-time, the produced mobility traces will be also in real-
time. Additionally, as no GPS module is used in this method,
our proposed model can provide a practical solution when signal
from GPS or Assisted GPS is poor or unavailable such as in
urban area or inside tunnels. Furthermore, as we used an energy
optimization function, the proposed mobility model will provide
a guidance trajectory for trains to have an energy-optimized
operation. We also develop an algorithm that can determine the
specifications of contacts between trains based on the traffic
traces obtained from the mobility model. Such specifications
includes duration, rate and location of train contacts used for
estimation of data exchange capacity between trains through
train-to-train communications. We validate our proposed model
using data collected from Sydney Trains of Australia. The results
obtained from our proposed model show over 98 percent accuracy
in comparison with the real data collected via a GPS module from
Sydney Trains.

Index Terms— Train mobility model, train-to-train contact
model, train-to-train communication, intelligent transportation
system, vehicular delay tolerant data, sensor data offloading,
train energy-optimized operation.

I. INTRODUCTION

INTELLIGENT transportation systems (ITS) can gener-
ate several Petabytes of data from various IoT devices

such as condition monitoring sensors and surveillance
cameras [1]–[3]. To give a picture of such data, [4] provides a
calculation that shows the size of vibration data relating to only
one bearing of a train can be over one terabyte per hour. Such
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massive data should be transferred to data centers for further
analysis using big data analytics (BDA) to improve operation
and maintenance services of a rail network [5]–[7]. Since the
current cellular networks cannot transfer such huge amount
of data in an efficient, cost-effective and reliable manner,
transmission of that data from ITS to data centers will be a
significant issue [8], [9]. Even with the new emerging cellular-
based vehicular communication methods such as LTE-V2V or
5G-V2V [10]–[12], having an alternative method due to the
rapidly growing demand for cellular networks specially during
peak times can be highly beneficial [13]. Rail transportation
systems (RTS) as one of the main type of ITS is not also an
exception from such massive issue [14].
There are two types of IoT data in RTS include ’mission-

critical’ data (MCD) and ’mission-non-critical’ data (MnCD).
MCD is related to safety issues and must be immediately
informed and transferred to control centers. However, MnCD
will be used for improvement of future maintenance and
operation services and therefore, can be delivered with delay.
Assuming every train has an appropriate edge processing
unit that can classify IoT data (collected from various sen-
sors along a train) in a real-time manner, the MnCD can
be distinguished and separated from MCD [15]. In this
way, we can safely use delayed offloading methods for
MnCD.
This work is part of a larger concept where the main idea is

to use the trains as carriers of data in addition to passengers.
Therefore, in our three previous works, we firstly proposed
a classification algorithm that could determine the class of
data [15]. Then, we developed models for transmission of
delay-tolerant part of data using train-to-station (T2S) and
train-to-wayside (T2W) communications in [16] and [17],
respectively. Therefore, as a continuation of the previous
two works, in this paper, we propose train-to-train (T2T)
communications as well as T2S communications to increase
the amount of data offloaded through moving trains. In this
way, not only the amount of offloaded data will be increased,
but it will also provide faster data transfer for applications such
as a request-based data demand with restricted delay. Such data
can be part of a video stream from a surveillance camera in a
moving train requested by a police officer. In such situation,
assuming lack of reliable and robust cellular network (that is
quite common in the harsh environment of rail tracks), a T2T
data exchange strategy can be a vital solution by forwarding
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A  C o m pr e h e nsi v e  A c c ess P oi nt Pl a c e m e nt f or I o T
D at a  Tr a ns missi o n  T hr o u g h  Tr ai n- Wa ysi d e

C o m m u ni c ati o ns i n  M ulti- E n vir o n m e nt
B as e d  R ail  N et w or ks
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A bstr a ct —I n t his p a p e r,  w e p r o p os e t h r e e al g o rit h ms f o r pl a c e-
m e nt of a c c ess p oi nts ( A Ps) f o r t h e p u r p os e of d at a t r a ns p o rt ati o n
vi a t r ai n-t o- w a ysi d e ( T 2 W) c o m m u ni c ati o ns al o n g a r ail n et w o r k.
T h e fi rst al g o rit h m is p r o p os e d t o fi n d t h e  mi ni m u m n u m b e r of
A Ps s o t h at t h e p at h-l oss ( P L) d o es n ot e x c e e d a d esi r e d t h r es h ol d.
T h r o u g h t h e s e c o n d al g o rit h m, t h e  m ost o pti m al pl a c es f o r a d esi r e d
n u m b e r of  A Ps a r e d et e r mi n e d s o t h at t h e a v e r a g e  P L is  mi ni m u m.
T h e g o al of t h e t hi r d al g o rit h m is t o d et e r mi n e t h e r e q ui r e d n u m b e r
a n d o pti m al pl a c es of  A Ps i n a r ail n et w o r k.  F u rt h e r m o r e,  w e
p r o p os e a  m o d el t o c o nsi d e r t h e eff e cts of c h a n g es of c o m m u ni-
c ati o n c h a r a ct e risti cs o n t h e ef fi ci e n c y of t h e n et w o r k i n diff e r e nt
e n vi r o n m e nts.  T h r o u g h s u c h  m o d el, t h e al g o rit h ms p r o p os e d f o r
pl a c e m e nt of  A Ps c a n b e us e d i n diff e r e nt r ail w a y s c e n a ri os.  T h e
p r o p os e d al g o rit h ms a r e v ali d at e d t h r o u g h e xt e nsi v e si m ul ati o ns
i n S y d n e y  Tr ai ns of  A ust r ali a.  T h e si m ul ati o n r es ults s h o w t h at t h e
p r o p os e d a p p r o a c h c a n i m p r o v e t h e ef fi ci e n c y of t h e s yst e m at l e ast
2 1 % a n d u p t o 1 6 5 %  wit hi n 1 0 diff e r e nt s c e n a ri os.  We als o s h o w
t h at  w e c a n a p p r o xi m at el y t r a ns mit o v e r 2 5 0  Gi g a bit d at a t h r o u g h
T 2 W c o m m u ni c ati o ns o v e r c o m m o n  Wi Fi n et w o r ks.

I n d e x  Ter ms — A c c ess p oi nt pl a c e m e nt, t r ai n-t o- w a ysi d e
c o m m u ni c ati o ns, d at a t r a ns p o rt ati o n, r ail w a y s c e n a ri os, r ail
n et w o r ks, I E E E 8 0 2. 1 1,  Wi Fi.

I. IN T R O D U C TI O N

W I T H t h e a d v a n c e m e nt of d at a- dri v e n i nt elli g e nt tr a ns-
p ort ati o n s yst e ms (I T S), t h e a m o u nt of d at a g e n er at e d b y

I o T d e vi c es is si g ni fi c a ntl y i n cr e asi n g.  T h er ef or e, it is ess e nti al
t o fi n d a r eli a bl e a n d c ost- eff e cti v e c o m m u ni c ati o n  m et h o d f or
e x c h a n g e of s u c h  m assi v e d at a b et w e e n I T S a n d d at a c e nt ers.
C ell ul ar c o m m u ni c ati o ns s p e ci all y u p c o mi n g 5 G as t h e l at est
r e visi o n, c a n b e o n e of t h e  m ai n s ol uti o n f or s u c h d at a e x c h a n g e.

M a n us cri pt r e c ei v e d F e br u ar y 1 2, 2 0 2 0; r e vis e d  A pril 2 4, 2 0 2 0 a n d  M a y
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S y d n e y u n d er  Gr a nt  R 3. 7. 1.  T h e r e vi e w of t his arti cl e  w as c o or di n at e d b y Pr of.
Y.  Qi a n. ( C orr es p o n di n g a ut h or:  M a h di S a ki.)
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Fi g. 1.  T hr e e diff er e nt s h ort-r a n g e c o m m u ni c ati o n  m et h o ds i n r ail n et w or ks.

H o w e v er, d u e t o risi n g p u bli c d e m a n d f or c ell ul ar n et w or ks
s p e ci all y d uri n g p e a k h o urs, e x c h a n g e of d at a t hr o u g h ot h er
c o m m u ni c ati o n pl atf or ms i n a r eli a bl e a n d c ost- eff e cti v e  m a n n er
will b e hi g hl y b e n e fi ci al [ 1].

I n o ur r e c e nt  w or ks,  w e pr o p os e d  m o d els f or d at a tr a ns p ort a-
ti o n i n r ail n et w or ks t hr o u g h tr ai n-t o-st ati o n ( T 2 S) a n d tr ai n-t o-
tr ai n ( T 2 T) c o m m u ni c ati o n  m et h o ds [ 2].  We us e d  T 2 S a n d  T 2 T
c o m m u ni c ati o n  m et h o ds f or tr a ns missi o n of d el a y-t ol er a nt p art
of d at a ass u mi n g t h at t h e criti c al p art of d at a h a d b e e n alr e a d y
r e ali z e d vi a a n a p pr o pri at e cl assi fi c ati o n s c h e m e [ 3]. Fi g. 1
s h o ws s u c h diff er e nt c o m m u ni c ati o n  m et h o ds i n r ail n et w or ks.

I n t his  w or k,  w e e n h a n c e t h e pr e vi o us  m et h o ds b y pr o p osi n g
tr ai n-t o- w a ysi d e ( T 2 W) c o m m u ni c ati o ns. I n t his  w a y, t h e d at a
e x c h a n g e pr o c ess c a n b e p erf or m e d n ot o nl y p arti all y  wit hi n  T 2 S
or  T 2 T c o m m u ni c ati o ns b ut als o al o n g t h e  w h ol e r ail tr a c k a n d
i n a c o nti n u o us  m a n n er.  T o i m pl e m e nt s u c h  m et h o d,  w e ass u m e
t h at t h er e ar e  w a ysi d e u nits al o n g t h e r ail t h at c a n e x c h a n g e
d at a  wit h tr ai ns vi a a n a p pr o pri at e  wir el ess l o c al ar e a n et w or k
( W L A N) li k e  Wi Fi.  T h e n, t o h a v e a n ef fi ci e nt d at a e x c h a n g e,
w e d e v el o p t hr e e diff er e nt al g orit h ms t o o pti m all y pl a c e t h e
A Ps of t h os e  w a ysi d e u nits i n v ari o us c o n diti o ns.  All t h e t hr e e
al g orit h ms c a n a c c ur at el y a d a pt t o a n y r ail tr a c k  wit h diff er e nt
g e o m etri c p at hs b y usi n g t h e r el at e d  G P S d at a.  We als o pr o p os e
a  m et h o d t o  m o d el t h e c h a n g e of c o m m u ni c ati o n c h ar a ct eristi cs
w h e n tr ai ns p ass t hr o u g h v ari o us e n vir o n m e nt- b as e d s c e n ari os.
Ass u mi n g s e v er al r ail w a y s c e n ari os i n cl u d e ur b a n, s u b ur b a n,
r ur al, c utti n g, vi a d u ct, t u n n el a n d ri v er, s u c h  m o d el c a n n ot o nl y
si m ul at e a r ail li n e  wit h si n gl e s c e n ari o b ut als o a li n e  wit h
m ulti pl e s c e n ari os.  T h e  m ai n c o ntri b uti o ns of t h e c urr e nt  w or k
ar e as f oll o ws:
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