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Abstract

The NEMA NU-2 standard describes a protocol for measurement of scatter frac-
tion (SF) using an axially-aligned line source, offset at 45 mm from the central
axis, in a cylindrical polyethylene phantom. In this work, which is an exten-
sion of our preliminary results previuosly published in the Proceedings of IEEE
NSS/MIC 2018 [1], we aim to evaluate the performance of the the NEMA NU-2
SF protocol in a Siemens Biograph mCT PET/CT whole-body scanner and a
long axial field-of-view (LAFOV) total-body PET scanner to determine whether
modifications to the NEMA NU-2 SF protocol are needed for the characterisa-
tion of scatter in such scanners. In addition, we evaluate the impact of patient
body mass index (BMI) on SF in a LAFOV scanner. The Siemens Biograph
mCT and a typical LAFOV PET scanner were modelled in GATE. Monte Carlo
simulations were performed to validate the mCT scanner model against pub-
lished experimental results. SF was estimated using a modified NEMA NU-2
protocol with variable radial offsets on both scanners and compared to ground
truth SF measurements obtained with a uniform-activity cylindrical phantom.
Correlation between BMI and SF in the LAFOV scanner was evaluated by sim-
ulating anthropomorphic phantoms with different BMIs and realistic 18F-FDG
distributions, together with uniformly-filled 200 cm long cylindrical phantoms
with equivalent effective diameters. The optimal offset was found to be either
60 mm or 80 mm, depending on the chosen optimality metric. We conclude that
modifications to NEMA NU-2 are required for accurate SF characterisation in
whole-body and LAFOV scanners. Finally, SF in anthropomorphic phantoms
with realistic tissue concentrations of 18F-FDG was found to be strongly cor-
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related with SF in an equivalent-volume cylindrical phantom for the LAFOV
PET scanner; BMI was also found to strongly positively correlate with the SF.

Keywords: Biograph mCT, GATE, EXPLORER, scatter fraction, long axial
field of view, NEMA, anthropomorphic phantom
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1. Introduction

A significant recent trend in PET has been the growing interest in total-body
PET, in which the axial field-of-view is extended to cover the full length of an
adult human (typically around two metres) [2]. Such long axial field-of-view
(LAFOV) scanners offer numerous benefits compared to classical short axial
FOV scanners, including (i) higher sensitivity leading to improved image quality
for a given radiotracer dose, or, equivalently, a reduced image acquisition time
for a given injected dose, reducing patient motion artefacts (ii) the ability to scan
an entire adult simultaneously in a single bed position; (iii) the ability to perform
dynamic (4D) whole-body studies for pharmacokinetic modeling over a longer
period of time; and (iv) the ability to perform ultra-low dose imaging studies -
for example, allowing PET to be used with pediatric patients and for multiple
consecutive follow-up scans for patient monitoring to evaluate the response to
treatment [3]. The high sensitivity and other benefits come at a considerably
increased cost, implementation complexity and image reconstruction burden
(both in terms of memory and computational complexity).

LAFOV PET offers significantly greater overall sensitivity and count-rate
performance compared to classical PET scanners. However, certain aspects of
scanner performance are degraded due to the extension of the axial field of view
(AFOV). In particular, the rates of random and scattered coincidences and the
system dead-time tend to increase, with the scatter fraction asymptotically ap-
proaching a limit that depends on the scanner diameter and other geometric
factors [4]. A number of LAFOV PET prototypes that are longer than cur-
rent commercial PET scanners have been proposed and are being constructed.
Among the first LAFOV PET scanners was a prototype developed by a Japanese
group with 68.5 cm axial length using BGO scintillation crystals [5]. Another
prototype with an axial length of 53 cm using LSO panel detector modules
was developed by Siemens Healthcare [6]. An alternative approach pioneered
by Crespo et al. utilized resistive plate chamber (RPC) technology for a cost-
effective approach to photon detection in a high resolution depth-of-interaction
LAFOV PET system [7].

The first true total-body PET scanner, uEXPLORER, was developed by
researchers at the University of California Davis in collaboration with United
Imaging Healthcare, and aimed to provide a 200 cm AFOV. The first simulation
model of EXPLORER was loosely based on Siemens Biograph mCT PET de-
tector modules [8]. The same group also designed and built a mini-EXPLORER
prototype for non-human primate studies with a 45.7 cm AFOV[9], while the a
second-generation small-scale clinical prototype, MiniEXPLORER II, was de-
veloped for human brain and companion animal studies, and incorporated a CT
scanner with a pair of 16-detector PET sections, for a 48.3 cm total AFOV[10].
The final iteration of the EXPLORER design was a fully integrated 194 cm
long scanner [2, 3]. The first quantitative image reconstruction method for this
scanner was developed by Zhang et al. and demonstrated using a Monte Carlo
simulation of a realistic activity distribution in an anthropomorphic phantom;
estimates of the counts of true and scattered photons together with scatter frac-
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Table 1: Scatter fractions of several commercial PET and PET/CT scanners reported in the
literature.

Scanner Scatter Fraction Reference

GE Discovery-690 / Discovery MI PET/CT 37% [14, 15]
Philips Gemini TF PET/CT Big Bore 31% [16]
Philips Gemini TF PET/CT 64 30% [17]
Philips Vereos digital scanner 33.9% [18]
Canon Celesteion large-bore PET/CT 37.3% [19]
Early Siemens BiographTM 6 PET/CT 33.4% [20]
Siemens Biograph TruePoint TrueV 32.7% [21]
Siemens Biograph mCT 33.2% [21]
Siemens Biograph Vision 38.7% [22]
United Imaging uEXPLORER 36.3% [23]

tion as a function of ring difference were calculated and the relative contributions
of single and multiple scatter events are reported [11].

A collaboration between Ghent University and Vrije Universiteit Brussels is
developing a one-metre AFOV high-resolution total-body PET scanner (dubbed
PET20.0), which will offer higher spatial resolution than EXPLORER and is
intended for paediatric patients [12]. Similarly, a group at the University of
Pennsylvania is building a silicon photomultiplier-based 70 cm AFOV time-of-
flight (TOF) PET/CT scanner to enable whole-body dynamic imaging with
high sensitivity, with a modular architecture that could be extended to up to
140 cm via the addition of more PET rings [13].

The scatter fraction (SF) of a PET scanner is an important performance
metric, which quantifies the proportion of total detected photons which have
undergone scatter prior to detection. It is a function of several physical and
geometric parameters, such as the scintillation detector energy resolution and
window, detector geometry and solid angle coverage; it also depends on the
size and composition of the object being imaged. An intrinsic trade-off exists
between scatter fraction and sensitivity - the energy window can be narrowed
to achieve a lower scatter fraction, but sensitivity will also be reduced. The SF
is defined as the fraction of all detected coincidence events in which at least one
of the two emitted annihilation photons are scattered prior to detection, under
the condition that the number of random coincidences events is less than 1%
of the rate of trues. The rate of randoms can be estimated by evaluating the
coincidence rate obtained when one channel is delayed. Scatter fractions for
several commercial PET scanners are listed in Table 1.

Scattered events cause misplacement of lines of response, since one or both of
the annihilation photons deviates from the original trajectory while traversing
the imaging subject or other matter prior to detection. It is therefore desirable
for the scatter fraction to be as low as possible while maintaining satisfac-
tory scanner sensitivity; this will reduce artefacts and bias in the reconstructed
PET image and maximise the quantitative integrity of the acquired coincidence
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events. The majority of scatter occurs within the patient rather than the de-
tectors (as these are compact and dense in modern PET systems) [24].

Several alternative approaches are available for correcting the effect of scat-
ter in PET imaging. The scatter fraction can be reduced by either narrowing
the energy acceptance window or using coarse septa or other shielding devices to
limit scatter from outside of the field of view; however, the former approach re-
duces sensitivity, while the latter is not appropriate for total-body scanners [25].
If list-mode data is available (including the energy of each coincident photon),
spectral techniques can be used to estimate the contribution of scattered events
to the image by discriminating between the expected spectra of unscattered vs.
scattered photons [25]. Scatter correction based on Monte Carlo simulation of
photon propagation together with emission and transmission images are very
accurate, but computationally complex; they offer the advantage of being able
to model multiple photon scatter events [25, 26, 11]. More recently, many re-
searchers have investigated scatter analysis/synthesis methods based on deep
learning, which can be considerably less computationally intensive while ac-
counting for multiple scattering events [27]. PET systems with time-of-flight
acquisition capabilities such as the popular Siemens Biograph mCT system of-
fer additional opportunities for scatter correction due to their ability to more
precisely localise the origin of scatter [28, 29].

Monte Carlo simulations are widely used for evaluating and optimising the
performance of nuclear medical imaging modalities such as CT, SPECT and
PET [30]. They are particularly relevant for the development and evaluation of
image reconstruction algorithms and correction schemes which aim to improve
image quality and quantitative accuracy. Monte Carlo simulations have been
widely utilised for the development of scatter compensation methods [31, 32], to
validate practical scatter correction methods [33, 34], and to develop new scatter
corrections algorithms [35, 36]. Likewise, the performance of LAFOV PET
scanners have been evaluated using Monte Carlo simulation tools [8, 37, 4, 38].
Evaluation of scatter fraction in these simulations is normally performed using
the NEMA NU-2 protocol. However, it has been suggested previously that
the NEMA NU-2 protocol, which specifies a 70 cm long cylindrical polyethylene
phantom for scatter fraction estimation scans with a radially-offset uniform axial
line source, is inappropriate for accurate estimation of the scatter fraction that
will be observed in a PET scan of an anthropomorphic object with a realistic
activity distribution [39].

In this work, which is an extension of our preliminary results previously
published in the Proceedings of IEEE NSS/MIC 2018 [1], SFs for a LAFOV
PET scanner are evaluated using Monte Carlo simulations implemented in the
Geant4 Application for Tomographic Emission (GATE) [40], and compared to
that of a Siemens Biograph mCT PET scanner using a variety of scattering
phantoms based on variants of those defined in the National Electrical Manu-
facturers Association (NEMA) NU-2 2007 protocol [41]. Several modifications
to the existing NEMA NU2-2007 standard, aiming at improving the accuracy of
the estimated SF, are proposed and evaluated for both the mCT and LAFOV
scanner designs. Additionally, we investigate the relationship between patient
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body mass index (BMI) and scatter fraction using a set of anthropomorphic
phantoms - a clinically relevant consideration due to the increasing proportion
of patients who are overweight or obese, which is expected to result in elevated
scatter fractions.

Section 2 describes the methodology used in this paper. Section 3 presents
the key findings, which are discussed in depth in Section 4. Section 5 summarises
the overall findings of this research and suggests several avenues for future work.

2. Materials and methods

This work comprises two separate contributions:

• An investigation of modifications to the NEMA NU-2 SF evaluation proto-
col to improve its suitability for use with LAFOV scanners. The methods
used to evaluate SF and determining the optimal radial offset are adapted
from Ferrero et al. and are discussed in detail in Section 2.2 [42].

• An evaluation of the relationship between BMI and SF in anthropomorphic
phantoms, described in detail in Section 2.4.

The reference scanner geometries and simulation parameters used through-
out the paper are described in Section 2.1.

2.1. Scanner geometry and simulation parameters

The design parameters for the mCT and LAFOV PET scanners are sum-
marised in Table 2. The mCT model is based on the commercially-available
scanner [21, 43], while the LAFOV scanner geometry is based on the model
proposed by Zhang et al [11]. The 0.08 mm gap between adjacent crystals in
the LAFOV scanner represents a powder-based inter-crystal reflective coating.
The LAFOV scanner system model simulated in GATE is shown in Figure 2.1.

Version 7.0 of the GATE Monte Carlo simulator, built with Geant4 version
9.6.p03, was used to perform all simulations of the Siemens Biograph mCT and
LAFOV scanners in this work [40]. Models of the cylindrical and anthropomor-
phic phantoms were also developed for use with both scanners. The Biograph
mCT PET scanner simulation model was previously validated through compar-
ison with experimental measurements of spatial resolution, sensitivity, SF and
NECR using the NEMA NU2-2007 standard [44]. All possible lines of response
are included.

2.2. NEMA-like scatter fraction protocol

The NEMA NU 2-2007 standards are used to evaluate and validate a GATE
model of the Siemens Biograph mCT PET/CT system [41]. Although newer
versions of these standards (NEMA NU 2-2012 [45] and NU 2-2018 [46]) have
been published, the benchmark data used for validation are based on the 2007
standard [21]; therefore, although the 2007 standard is used throughout this
work, the results still apply to the 2012 and 2018 revisions.
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Table 2: Parameters for Siemens Biograph mCT and LAFOV PET scanners as used in all
GATE simulations

Parameter mCT LAFOV

Number of block rings 4 36
Detector blocks per ring 48 48
Scintillator material LSO LSO
Crystals per block 13×13 = 169 15×15=225
Crystals per axial ring 624 720
Axial FOV (mm) 218 1966
Transaxial FOV 700 700
Coincidence time window (ns) 4.1 5.5
Energy window (keV) 435-650 435-650
Energy resolution (%) 11.7 13
Adjacent block rings gap (mm) 4.0 3.42
Crystal size (mm) 4×4 3.34×3.34
Crystal length (thickness) (mm) 20 20
Detector ring diameter (mm) 842 800
Time of Flight resolution (ps) 527.5 530
Number of crystals in one module 13×13=169 15×15=225
Number of crystals in one sector 169×4=676 225×36=8100
Number of crystals 676×48=32448 8100×36=388800

Figure 1: Graphical representation of the GATE model of the LAFOV PET scanner with
NEMA-like cylindrical phantom (20 cm diameter, 200 cm length), centred on the scanner’s
axial FOV, with the line source inserted at a radial displacement of 45 mm from the central
axis. The cylinder is placed on the bed of the scanner.
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The NEMA NU 2-2007 protocol uses a 70 cm cylindrical polyethylene phan-
tom with an axially-oriented line source positioned at a fixed radial offset of
45 mm. There is some evidence that using this source and phantom combina-
tion in longer total-body scanners results in an underestimation of actual scatter
fraction compared to a realistic clinical scan, due to increased scatter from the
axial extremities of the patient (or phantom) [23, 47].

In this work, the phantom (described in Section 2.3.1) is extended to fill the
full axial FOV of the LAFOV scanner, while the radial offset of the line source
is varied over a range from 0 to 95 mm. The line source activity concentration
is fixed at 45 kBq/mL. For comparison, a uniform cylindrical phantom with a
length of 2 metres and a diameter of 20 cm was simulated and the ground truth
scatter fraction measured by direct scoring of the scattered and unscattered
photons. Photons which scatter in the phantom and bed are both counted as
scattered events in this study; scatter in the detector crystals is not.

The sinograms for the collected data are single-slice rebinned (SSRB) and
stored as parallel sinograms using STIR [48], where each profile has a diameter
of 240 mm. This is 40 mm wider than the scatter phantom, since the FOV
depends on the specific scanner geometry. In each sinogram, the transverse
FOV is restricted over the extent of the phantom by setting all bins outside of
a radial distance of 120 mm to zero. Then, each projection in the sinogram
is shifted so that radial bins with the maximum value amongst all projections
are aligned at the centre of the sinogram. A sum of these shifted projections
is generated, with a count density distribution at the centre of the sinogram
around the peak maximum counts. It is assumed that all true coincidences
(plus a background of scatter and randoms) are located within ±20 mm of the
peak value, and that there are no true events (only scatter and randoms) beyond
the 40 mm strip around the amplitude peak of the sinogram.

The scattered events Cs under the peak are estimated by calculating the pixel
intensity at the left and right edges of the 40 mm strip. Then, the average of the
pixel counts is computed and the result (including fractional values) multiplied
by the pixel number inside the 4 cm strip and adding the result to the pixel
counts outside the strip. The result provides an estimate of the total number of
scatter events Cs. The total event count Ctot is computed as the summation of
all the pixel values for all the projections. The true count, Ctrue, is calculated
using (1):

CTrue = Ctot − Cs (1)

Total SF is then estimated from the weighted average of the SF values of all
slices using (2) [41]:

SF =
Cs

(CTrue + Cs)
(2)

The SFs were evaluated using a NEMA scatter phantom and estimated using
direct binning from the available scatter and prompt coincidence counts, using
(2).
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Ground truth scatter fraction is obtained directly from the GATE record of
prompt events, which record the number and type of scatter events (and where
the scatter occurred) prior to detection each half of the coincidence pair.

2.3. Phantom models

2.3.1. NEMA scatter phantom

The NEMA NU-2 performance tests are the standard benchmark used for
quantitative performance evaluation and comparison of clinical PET scanners.
The standard sequence of phantom-based measurements evaluates each of the
key PET scanner performance metrics, including spatial resolution, SF, noise
equivalent count rates, sensitivity, image contrast and accuracy of the image
correction methods.

SF is evaluated using a solid polyethylene cylinder (ρ = 0.96 g/cm3) with an
external diameter of 200 mm with a length of 700 mm. An off-axis cylindrical
hole, 6.4 mm in diameter, is located at a single fixed radial distance of 45 mm,
parallel to the central axis of the phantom cylinder [41]. The line source is an
800 mm long hollow polyethylene tube with an inside diameter of 3.2 mm and
an outside diameter of 4.8 mm, which is filled with 18F solution with activity
concentrations of up to 45 kBq/ml and inserted into the hole in the phantom.

In this work, the length of the phantom and line source are extended to
200 cm in order to cover the entire field of view of the LAFOV scanner, since
the principal application of such scanners will be to image the entire body simul-
taneously (with activity - and scatter - distributed throughout the entire body).
Additionally, the radial offset for the axially-oriented line source is varied over
a range of 0 to 95 mm to determine the offset that will provide the best match
to the scatter fraction obtained from a uniform flood-filled cylinder phantom.

2.4. BMI and SF in anthropomorphic phantoms

An anthropomorphic phantom model based on the standard ICRP human
phantom was used to produce a set of realistic voxelised human 3D phantoms
covering a range of body mass index (BMI) values (Figure 2) [49]. These models
were then used as input to Monte Carlo simulations for SF estimations on the
LAFOV PET scanner. Unlike the cylindrical NEMA phantoms, the anthropo-
morphic computational phantoms comprise organs and anatomical structures
and have complex activity distributions based on realistic uptake of 18F-FDG
in the body, based on an injected dose of 3.5 MBq/kg [49] and pharmacokinetic
parameters for different organs as listed in ICRP Publication 106 [50]. The
phantom includes fourteen different functional organs and anatomical struc-
tures, including the bladder, soft tissues/muscle, blood pool, brain, heart my-
ocardium, urethra, liver, lungs, spine bone, spleen, ribs, stomach and kidney
[51]. The simulated anthropomorphic phantoms are rendered with a voxel size
of 1.775×1.775×4.84 mm3. The phantoms’ dimensions (in voxels and cm) and
BMIs are listed in Table 3.
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(a) BMI=23.4 (b) BMI=26.0 (c) BMI=39.5

Figure 2: Illustration of three of the twelve voxelised anthropomorphic computational phan-
toms (together with transverse sections through the bladder). The phantoms are based on
realistic human models with different BMIs using the ICRP model as an anchor phantom.
The phantoms are shown in the order of increasing effective diameter as per Table 3.
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Table 3: Geometry of computational anthropomorphic phantoms and the equivalent cylindri-
cal phantoms.

Phantom
number

BMI
(kg/m2)

Phantom
dimensions
(voxels)

Phantom
length
(m)

Effective
Diameter
(mm)

(a) 21.8 355×158×338 1.64 208.5
(b) 23.8 345×154×329 1.59 209.6
(c) 22.6 299×137×348 1.68 211.1
(d) 23.4 349×155×339 1.64 212.4
(e) 21.2 369×165×366 1.77 213.6
(f) 26.0 335×151×348 1.68 222.3
(g) 29.4 330×150×339 1.64 224.7
(h) 31.7 301×150×349 1.69 226.3
(i) 35.3 301×160×330 1.60 228.2
(j) 39.5 301×171×337 1.63 232.5
(k) 37.3 301×168×359 1.74 234.0
(l) 36.2 301×167×367 1.78 234.6

2.4.1. Cylindrical phantoms

Twelve cylindrical phantoms were also simulated, each with a length of
200 cm, and a diameter equivalent to the mean effective diameter (ED) of each
of the twelve anthropomorphic phantoms. This diameter was determined using
the method described in the AAPM report 204 [52], by calculating the aver-
age of the anterior-posterior (AP ) dimension and the lateral (LAT ) dimension
for each of the twelve anthropomorphic phantoms using (3) for each axial slice
of the phantom, and then computing an overall mean ED. Thus, the average
cross-sectional area of the anthropomorphic phantom is represented by a circle
with a diameter equal to the mean ED.

ED = 2
√
LAT ×AP (3)

3. Results

Figure 3 shows the spectral energy distribution obtained by Monte Carlo
simulation of a water-filled cylindrical phantom and a positron-emitting 18F
source. The scattered events in the energy pulse-height distribution have been
separated according to the order of scattering.

The SF for the mCT PET scanner calculated using Monte Carlo simulations
performed with the standard NEMA phantom and using an energy window of
435-650 keV is 34.35%. This result is consistent with NEMA results obtained
in an experimental study using a source activity of 1 kBq/ml, confirming the
validity of the GATE simulation model [21].

The modified NEMA simulations (extending the phantom to 200 cm with
a source activity of 1 kBq/ml with a radial offset of 45 mm for the LAFOV
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Figure 3: Plots of the energy spectra calculated by the Monte Carlo method in the mCT
and LAFOV PET scanners, showing the contributions to each from unscattered and scattered
photons. The simulated phantom is a cylinder with a diameter of 20 cm and lengths of 70 cm
and 200 cm for the mCT and LAFOV scanners, respectively, uniformly filled with an 18F
solution. The spectrum of unscattered photons is shown in magenta, while the spectra due to
scattered photons (solid black line) is separated into the contributions from different orders of
photon scattering (shown in a range of colours). The distributions of scattered and unscattered
photons are added to give the total spectra (solid blue line). The mCT and LAFOV scanner
energy resolutions are 11.7% and 13%, respectively.
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Figure 4: Plots of scatter fraction as a function of the source displacement, obtained using
NEMA/NEMA-like polyethylene phantoms with a diameter of 20 cm and lengths of 70 cm
and 200 cm for the mCT and LAFOV PET scanners, respectively (©IEEE; reproduced with
permission [1])

PET scanner result in a SF estimate of 40%. However, the simulation of a
uniformly-filled cylindrical phantom result in a lower scatter fraction of 37.1%.
This indicates that the results obtained with the NEMA/NEMA-like phantom
with a 45 mm offset significantly overestimate the SF value that would occur
during a clinical scan. The SF curve intersects the uniform phantom value at a
radial displacement of approximately 80 mm, which is the same displacement as
that previously reported as being optimal (also in terms of agreement with the
uniform phantom) for the GE Discovery STE scanner [42]. On the other hand,
the SF curve intersects with the mean SF value obtained from all simulations
at different radial displacements at about 60 mm radial displacement from the
phantom centre, for both the mCT and the LAFOV PET scanners, as illustrated
in Figure 4(a) and 4(b), respectively.

3.1. BMI and SF in anthropomorphic phantoms

The SFs obtained for uniformly-filled NEMA-like phantoms with diameters
ranging between 100 mm and 600 mm (in steps of 50 mm) and lengths of 70 cm
and 200 cm for the simulated Biograph mCT and LAFOV PET scanners, re-
spectively, are shown in Figure 5 together with a fitted second-order polynomial.

The correlation of between the anthropomorphic phantom body mass index
(BMI) and the SF is 0.924, as shown in Figure 6. As the effective diameter of
the anthropomorphic phantoms increase, the SF of both the anthropomorphic
phantoms and the equivalent cylindrical phantoms increase (Figure 7(a)-7(b)).
The correlation between SFs for different anthropomorphic phantoms and the
equivalent cylindrical phantom SF is 0.98 (Figure 7(c)).

Scatter fractions for the anthropomorphic phantoms and the equivalent cylin-
drical phantoms simulated using the LAFOV PET scanner are listed in Table
4. Simulations were repeated 11 times, with the standard deviation equal to
0.23%.
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Figure 5: Scatter fraction vs. diameter of uniformly filled NEMA/NEMA-like phantoms
(70 cm and 200 cm for the mCT and LAFOV scanners, respectively). The results are fitted
using a second order polynomial (©IEEE; reproduced with permission [1]).
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Figure 6: Plot of the scatter fraction obtained from simulations of the anthropomorphic
phantom in the LAFOV PET scanner as a function of phantom BMI.
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Figure 7: Plots of scatter fractions obtained with voxelised anthropomorphic scatter phan-
toms and corresponding cylindrical phantoms, expressed as a function of effective diameter
(©IEEE; reproduced with permission [1]). The correlation between the scatter fractions ob-
tained for both phantom types is also shown.

Table 4: Scatter fractions obtained from uniformly-filled cylindrical phantoms with diameters
equivalent to the effective diameters of a set of anthropomorphic phantoms with different
BMIs using the LAFOV PET scanner.

Phantom number (BMI (kg/m2)) Cylindrical phantom SF (%) Anthropomorphic phantom SF (%)

(a) (21.8) 36.88 32.23
(b) (23.8) 37.04 32.56
(c) (22.6) 37.22 32.53
(d) (23.4) 37.52 32.99
(e) (21.2) 37.63 33.06
(f) (26.0) 38.57 34.66
(g) (29.4) 38.96 35.73
(h) (31.7) 38.99 36.4
(i) (35.3) 39.60 37.01
(j) (39.5) 40.14 37.33
(k) (37.3) 40.61 38.59
(l) (36.2) 40.62 38.25
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4. Discussion

The NEMA NU 2-2007 protocol describes a set of standard procedures for
evaluating the SF in typical short axial FOV multibed PET scanners. However,
none of the phantoms currently defined in either the 2007 version of the standard
or in the more recent revisions (published in 2012 and 2018) specifically address
scatter in total-body LAFOV PET systems. A Monte Carlo simulation model
for a Siemens Biograph mCT and a LAFOV PET scanner configuration based on
the EXPLORER project were developed. The standard NEMA scatter phantom
and a NEMA-like scatter phantom extended to cover the full axial FOV of
the LAFOV scanner were simulated in each of these scanners, and the results
compared with the ground truth.

Our findings demonstrate that the NEMA NU-2-2007 SF protocol, with the
line source located at a radial offset of 45 mm, provides an overestimate of
the SF compared to the ground truth scatter obtained from a uniformly-filled
cylindrical phantom. Furthermore, this overestimate not only occurs for extreme
total-body LAFOV scanners, but also to shorter-bore whole body PET systems
such as the Siemens Biograph mCT scanner as previously established by Ferrero
on a BGO system [42].

The NEMA phantom has not been designed with total-body PET in mind,
and does not accurately reflect the situation in which a patient will extend along
the entire length of the scanner bore. It was found that a better estimate of the
ground truth SF is provided for both scanners when the radial offset is increased
to approximately 60% or 80% of the phantom radius (depending on whether the
ground truth was taken as the average of the SF reported for all radial offsets,
or the SF of a uniformly-filled phantom of the same size, respectively). This
finding is broadly in agreement with results previously reported by Ferrero et
al. for the GE Discovery STE scanner [42].

For both scanners, the estimated SF slightly increases and then progressively
decreases as a function of increasing radial offset of the line source within the
phantom. The SF is higher for the LAFOV PET compared to the mCT PET
scanner. The SFs were estimated using direct binning from the available scatter
and prompt counts, instead of following the NEMA NU-2 2007 procedure, since
the difference between the SF estimation determined by the NEMA procedure
and by direct binning of the Monte Carlo data are within 1% when using a
sufficient number of true coincidence events as reported by Schmidtlein et al.
[53].

A strong positive correlation was found between the SFs obtained with
the anthropomorphic phantoms and equivalent-volume cylindrical phantoms for
LAFOV PET scanners. A slightly weaker correlation between the BMIs of the
anthropomorphic phantoms and the SF was also observed. The accuracy of
the cylindrical model was best for the highest BMI ranges (with an overesti-
mated SF of around +2-2.5%) and worst for the lower BMIs (an overestimation
of +4.5-4.7%). The CDC reports that in 2015-2016, the average adult (> 20
years of age) male in the United States has a height of 1.75 m and a weight
of 89.5 kg, corresponding to a BMI of 29.1 kg/m2, while the average adult US
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woman has a height of 1.69 m and a weight of 77.4 kg, corresponding to a BMI
of 29.6 kg/m2 [54]. Considering BMI alone, this most closely corresponds to
phantom (g) in both cases (effective diameter 224.7 mm). This is only a good
match in terms of height for the average female; the average male is approx-
imately 13 cm taller than the average female. Our results suggest that these
will provide an estimate of the expected scatter fraction with an error of 3.2%.
It is important to note that scatter is also strongly dependent on the specific
radiotracer uptake, which will impact the actual scatter fraction which occurs
in each patient - BMI alone is strongly positively correlated with scatter frac-
tion but not the sole determinant, and for practical reasons a cylinder with a
narrower effective diameter (and lower BMI) than the equivalent average adult
male or female may be preferred. The use of phantom geometries with more
realistic non-uniform 18F distributions for scatter fraction estimation remains
an open area for investigation.

5. Conclusions

This investigation determined that the SF obtained using the NEMA NU
2-2007 protocol overestimated the actual SF (in comparison to a cylindrical
phantom of uniform activity) when the line source is positioned at the recom-
mended radial offset of 45 mm. The study to determine the optimal radial
displacement for line source in a solid PET phantom for accurate SF measure-
ments in both the mCT and LAFOV PET scanners showed that the offset which
precisely corresponds to the SF obtained with a uniform phantom of the same
size is approximately 80% of the phantom radius for both scanners - the same
as reported for the GE Discovery STE scanner [42].

Alternatively, the radial offset which yielded a SF corresponding to the aver-
age of all radial displacements from the centre to the edge of the scatter phantom
was approximately 60% of the phantom radius. The SF increases as the object
size increases; high correlation is observed between the SF obtained with an-
thropomorphic phantoms and an equivalent-volume cylindrical phantom for the
LAFOV PET scanner.

An additional simulation study was performed to estimate the scatter frac-
tion for the long axial field-of-view PET scanner by simulating different cylindri-
cal and anthropomorphic digital phantoms to characterise the scatter fraction
within the total body imaging scanner. Twelve cylindrical phantoms were simu-
lated, each with length of 200 cm, and diameters equal to the effective diameter
for each of the twelve anthropomorphic phantoms containing organs filled with
realistic 18F-FDG activity concentrations. The SF increases as the object size
increase; a strong correlation is observed between the scatter fraction obtained
with anthropomorphic phantoms and an equivalent-volume cylindrical phantom
for the LAFOV PET scanner. A BMI range between 18.5 and 25 is regarded
as healthy; however, patient BMIs have been steadily increasing over time. The
increased scatter fraction which will occur due to increasing patient BMI is a
point which should be considered in future revisions of scatter fraction esti-
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mation protocols, if they are to reliably estimate scatter fraction with realistic
patient dimensions.
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