
“© 2020 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for 
all other uses, in any current or future media, including reprinting/republishing this material for 
advertising or promotional purposes, creating new collective works, for resale or redistribution to 
servers or lists, or reuse of any copyrighted component of this work in other works.” 
 



 

 

 

 

 

The DevOps Reference Architecture Evaluation 

A Design Science Research Case Study 
 

 

Georges Bou Ghantous      

University of Technology Sydney 

Sydney, Australia 

Georges.BouGhantous-1@uts.edu.au 

 
Abstract— There is a growing interest to adopt vendor-driven 

DevOps tools in organizations. However, it is not clear which 

tools to use in a reference architecture which enables the 

deployment of the emerging IoT applications to multi-cloud 

environments. A research-based and vendor-neutral DevOps 

reference architecture (DRA) framework has been developed 

to address this critical challenge. The DRA framework can be 

utilized to architect and implement the DevOps environment 

that enables automation and continuous integration of software 

applications deployment to multi-cloud. This paper confers 

and discusses the evaluation outcomes of the DRA framework 

at the DigiSAS research Lab. The evaluation outcomes present 

practical evidence about the applicability of the DRA 

framework. The evaluation results also indicate that the DRA 

framework provides general knowledge-base to researchers 

and practitioners about the adoption DevOps approach in 

reference architecture design for deploying IoT-applications to 

multi-cloud environments. 
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Architecture, Empirical Software Evaluation, IoT Application 
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I. INTRODUCTION 

DevOps approach promises to enable continuous 
integration, continuous deployment and fast, automated 
delivery of software applications in small releases [3], [11], 
[16]. The practices of current software development and 
deployment methods, including agile, led to the emergence 
of integrated Agile-DevOps automation paradigm [3], [15]. 
DevOps provides practices to bridge the gap between ‘Dev’ 
and ‘Ops’ and improve team collaboration [1], [2] in the 
overall context of agile software development [15], [20]. 

The Internet of Things (IoT) is an important emerging 
technology that incorporates the connection and 
communication between physical devices (IoT-sensors) and 
virtual software [9], [10], [23]. IoT software applications 
require continuous integration, automation and real-time 
monitoring. The mentioned concepts could be achieved by 
applying DevOps practices and using DevOps tools [1], [9]. 
Hence, DevOps approach could be adopted for IoT- 
applications deployment to multi-cloud [1], [17]. 

This research presents a research-based and practical 
DevOps reference architecture (DRA) [1]. The DRA 
architectural design is founded on five models: 1) contextual, 
2) conceptual, 3) logical, 4) physical, 5) operational. The 
DRA has been constructed using the guidelines of the design 
science research (DSR) method [5]. The main contribution 
and scope of this paper is the evaluation of the DRA 
framework in DigiSAS research lab using case study 
template. The results of the evaluation are discussed to 
determine the applicability, reusability and usefulness of the 
DRA framework in the research lab context. 
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II. RESEARCH BACKGROUND AND RELATED WORK 

In agile software development context, the objective of 
DevOps approach adoption is to improve cooperation and 
between Dev and Ops [2], [11]. DevOps offers a set of well- 
known practices that provide supportive guidelines for a 
broader perspective to develop and deploy software 
applications to the cloud [2], [19], [20]. IoT is increasingly 
receiving attention in the IT industry [21] and would benefit 
for DevOps to facilitate the human–sensors interactions 
using software applications in a secure environment [9], [18]. 
The IoT value for organizations exists in the automated 
operations of IoT applications. Similar to DevOps, IoT 
applications are complex and involve real-time operations 
with IoT devices. The performance of IoT applications is 
determined by measuring the connection protocol latency 
(MQTT, RSSI, NFC, Wi-Fi, and mobile [33]). The 
performance of IoT-applications is also deduced by 
managing IoT data stored either in conventional SQL tables 
or by using NoSQL database [24], [34]. 

The cloud offers potential solutions that may aid in 
overcoming the challenges presented by IoT paradigm [22], 
[25], and [26]. Organizations and researchers can benefit 
from cloud platforms integrated into the multi-cloud system 
[27], [31]. However, the multi-cloud system does not 
promote distributed application deployment. The major 
obstacle for adopting multi-cloud is vendor lock-in, which 
prevents harmonious deployment and database integration 
for the software application [28], [29]. Vendor lock-in may 
occur when a cloud from the multi-cloud system hosts the 
deployment configuration or when a cloud hosts the 
database. The multi-cloud seems to aid in automated 
software deployment by offering essential services [10]. IoT 
can benefit from multi-cloud services [24] and techniques 
that enable portability and interoperability [13], [30], and 
[32]. DevOps seems to offer the multi-cloud a set of 
practices and tools that assist automation and continuous 
integration across the deployment pipeline [1], [12]. 

The investigation into the context of DevOps, multi- 
cloud, and IoT indicates that DevOps adoption for IoT 
application deployment to the multi-cloud lacks contextual 
guidelines. The related work analysis identified several 
research gaps as follows: 

 Need to automate IoT applications deployment. 

 Need to manage connectivity between IoT-applications 

and sensors. 

 Need to avoid deployment vendor lock-in in multi-cloud. 

 Need to avoid database vendor lock-in in multi-cloud. 

The results of the evaluation in this paper have been used 
to determine that the new DRA framework may offer a 
practical solution to the needs listed in the research gaps. 
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III. DESIGN SCIENCE RESEARCH 

The DRA has been created by means of a well-known 

design science research (DSR) methodology [5]. The DSR 

method objective is to offer provable contributions of the 

DRA applicability in real-world settings. The DSR is 

composed of three primary stages (Fig. 1): 

 Stage 1—DSR flows: 

o Research Background and related work analysis. 

o Related work in publications [1], [2], and [3]. 
 Stage 2—DSR steps: 

o Problem identification: Initial research into the 
background and related. 

o Analysis: The analysis results of the research 
background and related work. 

o Design: The new DRA framework. 

o Development: The new DRA framework. 

o Evaluation: The evaluation of the DRA. 
o Outcome: The evaluation results. 

 Stage 3—DSR outcomes: 

o Research problem (section II). 

o Suggested solutions (section II) 

o Design artifact (section IV). 

o Development artifact (section IV). 

o Research Case Study (section VI). 

o Discussion (section VII). 

 

Fig. 1. Design Science Research Method 

 

IV. THE DEVOPS REFERENCE ARCHITECTURE 

The DRA is founded on DevOps concepts and practices 
[2] and on cloud/multi-cloud ecosystem. The DRA design 
models provide practical solution to support of IoT 
applications automated deployment to multi-cloud [1], [10], 
and [12]. The DRA reference architecture design is 
composed of five models: contextual, conceptual, logical, 
physical, and operational [1] (please see Appendix for more 
information about the DRA). 

A. DRA Contextual Model 

The DRA contextual (Fig. 2) model outlines the 
relationship between DevOps, Multi-Cloud, and IoT at a 
higher contextual level. DevOps and Multi-Cloud aim to 
support IoT-applications deployment [1], [10], [14]. The new 
concept is the CI-Broker (continuous integration broker). 
The CI-Broker is a vital mechanism needed to perform 
several tasks necessary for the IoT-application deployment to 
multi-cloud. The CI-Broker automates the test/build/deploy 

operations. The CI-Broker hosts the deployment 
configurations for the IoT-application to avoid vendor lock- 
in. 

 

Fig. 2. DRA Contextual Model (Ghantous and Gill 2018) 

 

B. DRA Conceptual Model 

The DRA conceptual model (please see Appendix - Case 
Study Template – DRAv2.0) expands the concepts from the 
DRA contextual model. The conceptual model introduces the 
CI broker; an essential utility to prevent vendor lock-in. The 
CI broker enables continuous integration, branching 
development and automation (for build, testing, code 
synchronization). Most importantly, the CI-Broker hosts the 
deployment configurations for the IoT application, which 
prevents any of the clouds incorporated in the multi-cloud 
platform from hosting the IoT application deployment 
configurations and consequently prevents vendor lock-in. 

C. DRA Logical Model 

The DRA logical model (please see Appendix - Case 
Study Template – DRAv2.0) is composed of five 
components (M1 to M5). The logical model components 
include the necessary functions to enable DevOps concepts 
and cloud services integration. The logical model transforms 
the DevOps practices [2] into features and functions to 
support the IoT application deployment to the multi-cloud. 

D. DRA Physical Model 

The DRA physical model, please see Appendix - Case 
Study Template – DRAv2.0) is a tangible implementation of 
the logical model. The physical model presents a pseudo- 
material blueprint of the DRA instances. The DRA instances 
are the development and deployment pipelines defined by the 
DRA Operational model. 

E. DRA Operational Model 

The DRA operational model provides a practical 

implementation guideline for creating integrated 

deployment pipelines. The pipeline instances enable the 

logical model features and functions. The DRA operational 

model pipeline instances (please see Appendix - Case Study 

Template – DRAv2.0) are configured using an integrated set 

of DevOps tools and multi-cloud services [1], [2] that 

operates as follows: 

 The software code is pushed from M1 to M2. 

 M2 (CI-Broker) enables distributed deployment of the 
software application (IoT-application) to M3. 

 M2 (CI-Broker) prevents vendor lock-in by hosting the 
software application deployment configurations. 

 M4 model enable real-time monitoring, and 
communication capabilities. 

 M5 manages the IoT-application data collection and 
storage in NoSQL on separate cloud database. 

 M1 monitor the deployment, runt-time, build and testing 
logs. 

 

 

 
 

 



 

 

 

V. EVALUATION OVERVIEW 

The DRA has been evaluated using a research case study, 

which was conducted at the DigiSAS Lab (please see 

Appendix). The DRA evaluation process overview is 

illustrated in Fig. 3. 
 

 

Fig. 3. Empirical Evaluation Overview 

 

A. Case Study Structure 

The case study method is commonly used for software 

engineering oriented DSR research artifact evaluation [6]. 

Software engineering case studies adopt a positivist view, 

especially for expressive and theoretical-abstract research 

[8]. The case study investigation aims to determine if the 

phenomenon can be replicated and reused in real-world 

settings. The case study method is composed of five steps: 
 Design: Plan the case study and identify the objectives. 

 Prepare: Define the data collection method. 

 Collect: Outline and explain the case study data 
collection and data storage. 

 Analyze: Analyze the collected data using the hypothesis 
confirmation technique [6]. The hypotheses are the 
evaluation criteria in Table 1. 

 Report: Outline the findings of the case study. 

B. Evaluation Criteria 

The Case Study Template (CST) (please see Appendix) 

enables the participating organization to test the DRA 

applicability and provide feedback. The feedback is 

analyzed using criteria (please see Table 1). The evaluation 

criteria elements are derived from artifact evaluation and 

validation criteria in design science research [4], [7]. 

TABLE I. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

a. 
The evaluation criteria are used in the research case study to evaluate the DRA models 

VI. RESEARCH CASE STUDY 

The evaluation of the DRA was conducted in the 

DigiSAS research lab context using a case study evaluation 

template (please see Appendix). The research case study 

steps are explained as follows: 

A. Case Study Design 

The research case study is organized as follows: (please see 

Appendix). 

 Case study organization context: DigiSAS lab conducts 

applied practice-based research and development in 

collaboration with industry partners; working on several 

software-related projects involving mobile, drone, web, 

IoT software applications, and the multi-cloud. The 

partners are from large to small- and medium-sized 

enterprises (SMEs) and start-ups. 

 Need and problem: A multi-cloud environment for 

software development and deployment that meets the 

needs of different industry partners. The challenge is 

how to deploy software applications to multi-cloud. 

 Solutions: The DRA seems to address the 

abovementioned need and problems. The DRA has 

been explained and used as a guideline framework for 

setting the DevOps for the multi-cloud. 

 Objective: The objective is to evaluate the applicability 

of the DRA in the research lab environment. The Lab’s 

objective is to have a working DevOps environment for 

multi-cloud IoT application deployments. 

 DRA POC (proof of concept): A demonstration pack 

was developed to demonstrate the applicability of the 

DRA framework: 

o Demo Video YouTube video: Link 

o Presentation Slides: Link 

B. Prepare 

The evaluation was conducted at the DigiSAS Lab using 

a case study evaluation template (CST) (please see 

Appendix). Before the formal evaluation, the DRA POC 

demo was presented to the DigiSAS lab members and 

industry partners during the quarterly Lab event held on 

23/04/2019 at UTS under the supervision of the lab leader. 

Overall, the lab members and industry partners appreciated 

the DRA, in particular, the concept of CI-Broker for multi- 

cloud. The final and formal evaluation was conducted 

involving the lab leader (LL) on 15/08/2019 at DigiSAS Lab 

who provided their feedback on the DRA components 

explained in the CST template (please see Appendix): 

C. Collect 

The participant provided valuable inputs summarized by 

the (LL) feedback about the DRA applicability in the 

research lab context. The total duration of data collection, 

including demo, presentation, and case study contribution, 

was approximately 60 minutes. The case study data was 

stored on CloudStor (please see Appendix). The expert (LL) 

reviewed the framework design and imparted vital feedback 

about the DRA models and components with further 

opportunities for improvements (please see Table 2). 

D. Analyze 

The case study data collected during the experiment are 

analyzed in Table 2. The data analysis uses the cross- 

 

 

 

 

Criteria 
Evaluation Criteria 

Description 

 
Generalizations 

DRA is general in the sense that it is not fixed to one 
situation or environment. 

DRA instantiable to a class of situations and be used 
with different technology stacks. 

 
Usefulness 

DRA is useful in the organization context. 

DRA can be used as a blueprint for IT projects. 

 
Novelty 

DRA offers new knowledge based on DevOps practices. 

DRA offers the new CI broker mechanism 

 
Coverage 

DRA provides a sufficient explanation for DRA. 

DRA offers features required for a class of problems. 

 
Reusable 

DRA can be replicated for a class of problem situations. 

DRA instances can be configured using various tools 
with different technology stacks. 

 



 

 

 

examination method between (LL)’s feedback and the case 

study evaluation criteria in Table 1. This analysis aims to 

connect the hypotheses (evaluation criteria) to the expert’s 

feedback as follows: 

TABLE III. 

 
TABLE II. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
E. Report 

The case study report is an organized outcome that aims 

to conclude the operational proof of concept of the DRA and 

(LL)’s feedback about the DRA design models in the 

context of the DigiSAS Lab (please see Table 3). The report 

presents the research case and description of the case study 

elements. The report outlines in brief the evaluation results 

deduced from the analysis conducted in Table II. 

VII. DISCUSSION AND CONCLUSION 

DevOps provide a mechanism to enable the integration of 
traditionally isolated development and operations capabilities 
in the overall context of agile [3], [15]. DevOps vendors 
provide a set of tools to enable the automated, fast and 
distributed deployment of IoT-applications to multi-cloud 
[1], [11]. This paper discusses the new DRA as a generic 
vendor independent reference architecture which enables 
software applications automated deployments to an 
integrated multi-cloud platform using the DevOps approach. 

This paper presents the outcomes of an empirical 
evaluation of the DRA using a research case study. The 
evaluation results specify that the DRA framework offers a 
research-based functional and appropriate solution for IoT- 
application deployment without being influenced by vendors. 
The results of the evaluation indicate that the DRA 
framework offer sufficient consolidated and practical 
guidelines to practitioners and researchers and enable them 
to make informed decisions about the adoption of DevOps 
approach for IoT-applications deployment to cloud/multi- 
cloud. Further, the DRA evaluation highlighted several new 
directions for future vital research areas. This research 
warrants future studies in the field of DevOps for drones and 
robotics. 

 

 

 

 

Case Study Analysis Report 

Research Case Description 

Organization UTS SCS DigiSAS Lab 

Test date 15/08/2019 

Organization 

context 

DigiSAS Lab conducts research and development in 

collaboration     with     industry     partners’     projects 
involving web and IoT and the multi-cloud. 

Tester The DigiSAS Lab leader 

Organization 
need 

DigiSAS   Lab    needs    a    multi-cloud    deployment 
environment to meet the needs of industry partners. 

Test objective The objective is to evaluate the applicability of the 

DRA in the research lab environment and to test the 
deployment of IoT-applications to multi-cloud. 

Test case How can IoT-applications be deployed to the multi- 
cloud using DevOps? 

Test package 

(Pre-prepared) 

A POC demo package is prepared in the CST: 

Proof of concept demo YouTube video: Link 

Presentation slides: Link 

Test component 1. DRAv2.0 architecture 

2. DRA operational model pipeline 

3. Software components 

4. Hardware components 

Test method Case study template (please see Appendix) 

Test duration 60 minutes (presentation, demo, CST) 

Data type Qualitative feedback provided by the evaluator (LL) 

Pretesting The researcher presented the case study project to the 
participant (LL). 

Key activities (LL) verifies that the DRA enables DevOps adoption. 

(LL) verifies that DRAv2.0 toolset is reusable. 

(LL) verifies that DRA addresses the research gaps. 

(LL) verifies that DRA enables automated IoT- 

applications deployment to multi-cloud. 

(LL) verifies the IoT-application-sensors interaction. 

(LL) verifies that DRA is instantiable and offers new 

knowledge-base. 

Evaluation 

outcome 

The cross-examination between the feedback (Table2) 

and validation criteria (Table 1) indicates that the 

DRA design models reusable in the research context. 

The evaluation indicated that DRA offers new 

knowledge (CI-Broker) that can be used for deploying 

IoT applications to the multi-cloud. Results indicate 

that the DRA is a general design and is not fixed to a 

particular situation. It can adapt to different situations 

and be reused with different technology stacks. 

 

Data Collection and Analysis 

Participant Feedback Criteria 

‘The output of this research is the DRA artifacts, and 

the outcome of this research is new scientific or design 

knowledge about the DRA itself. As a research group 

leader, I reviewed the DRA from the following four 

perspectives, and my comments are noted below: 

Usefulness: DRA is applicable and is fit for setup the 

DevOps multi-cloud IoT  environment for lab research 

projects. 

Generalization: DRA is general in the sense that it is 

not fixed to one situation or environment and can adapt 

to different situations and be used with different 

technology stacks as appropriate to the situation. Thus 

DRA is applicable to a class of problem situations and 

is applicable to several instantiations. 

Novelty: DRA offers new knowledge, which has not 

to be discussed before in the form of complex DevOps 

for Multi-cloud and IoT. In particular, the concept of 

a broker DevOps Cloud in the DRA. 

Explainability: DRA models seem to provide 

sufficient explanation about the elements and their 

relationships as a “design knowledge,” which can be 

used or reused for a class of a problem addressed in 

this work. 

My overall feedback is that DRA can be successfully 

instantiated for the similar research lab 

environment needs for the deployment of IoT 

applications using multi-cloud. Overall, DRA is fit for 

purpose; however, the following are some opportunities 

for further research and development, perhaps new 

PhD projects’. 

Generalizations 

Usefulness 

Novelty 

Coverage 

Reusable 

‘The instance of the DRA is working fine with the 

above technology stack.’ 

 

‘The instance of the DRA setup/ configuration is 

working as intended.’ 

 

‘The use and applicability of the DRA to deploy the 

sample demo application is working as intended. This 

seems to be used for other different types of IoT 

applications’. 

Usefulness 

‘The DRA is working as intended for the selected 

hardware.’ 

 

‘Lab is bidding for drone and robotics application 

development and deployment projects. This is a huge 

research area and has the potential to extend DRA, 

perhaps another PhD (s), for the secure deployment of 

drone and robotics application projects’. 
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APPENDICES 

1. Digital Strategy, Architecture & Solutions (SCS DigiSAS Lab): 

http://www.digisaslab.org/ 

2. CloudStor from AARNet (recommended UTS cloud storage): 

https://www.aarnet.edu.au/ 

3. DevOps Reference Architecture (DRA) project page: https://maven- 

app-heroku.herokuapp.com/ 

4. Case Study Template (CST): Link 

https://cloudstor.aarnet.edu.au/plus/s/LQvcR2P1YmoDs4B 

5. DigiSAS Research Lab evaluation data: Link 

https://cloudstor.aarnet.edu.au/plus/s/BdkVGQaSzqGLEnm 
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