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Abstract

Crowd counting, i.e., estimating the number of people in crowded areas, has attracted much interest in the research community.
Although many attempts have been reported, crowd counting remains an open real-world problem due to the vast density variations
and severe occlusion within the interested crowd area. In this paper, we propose a novel Pyramid Density-Aware Attention based
network, abbreviated as PDANet, which leverages the attention, pyramid scale feature, and two branch decoder modules for density-
aware crowd counting. The PDANet utilizes these modules to extract features of different scales while focusing on the relevant
information and suppressing the misleading information. We also address the variation of crowdedness levels among different
images with a Density-Aware Decoder (DAD) modules. For this purpose, a classifier is constructed to evaluate the density level of
the input features and then passes them to the corresponding high and low density DAD modules. Finally, we generate an overall
density map by considering the summation of low and high crowdedness density maps. Meanwhile, we employ different losses
aiming to achieve a precise density map for the input scene. Extensive evaluations conducted on the challenging benchmark datasets
well demonstrate the superior performance of the proposed PDANet in terms of the accuracy of counting and generated density
maps over the well-known state-of-the-art approaches.

Key words: Crowd Counting, Pyramid Module, Density ware, Attention Module, Classification Module, Convolutional Neural
Networks.

1. Introduction

Nowadays, crowd counting has become an important task
for a variety of applications, such as traffic control [1], public
safety [2], and scene understanding [3, 2]. As a result, density
estimation techniques have become a research trend for various5

counting tasks. These techniques utilize trained regressors to
estimate people density for each area so that the summation of
the resultant density functions can yield the final count of the
crowd. A variety of regressors, such as Gaussian Processes [4],
Random Forests [5], and more recently, deep learning based10

networks [6, 7, 8] have been used for crowd counting and den-
sity estimation. The state-of-the-art approaches are mostly deep
learning based approaches due to their capabilities of producing
accurate density maps and precise crowd counting [1, 9].

Generally, the approaches based on deep neural networks15

(DNNs) utilize standard convolutions or dilated convolutions
as their backbone network to learn local patterns and density
maps [8, 10]. Most of them use the same filters, pooling matri-
ces, and settings across the whole image, and implicitly assume
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the same congestion level everywhere [6]. However, this as-20

sumption often does not hold in reality.
To better understand the effect of this mis-assumption, let us

show some examples with clearly different levels of crowded-
ness. Fig. 1 presents some exemplar images of different con-
gestion scenarios. Fig. 1(a) shows a highly crowded image25

with more than 1,000 people, while Fig. 1(c) presents a less
crowded scene having less than 70 people. However, if we look
at Fig. 1(a), we notice that there is a relatively more congested
area, which is shown in Fig. 1(b). The same situation can be
seen in Fig. 1(c), where a small area within this crowd, as shown30

in Fig. 1(d), is clearly more crowed than other areas.
Due to this dynamic variation in crowded scenes, naturally

we should utilize different features and branches to respond and
capture details at different levels of crowdedness. In the past,
this has been attempted by four major types of approaches, i.e.,35

defining separate pathways from the lower layers and utilizing
different sizes of the convolutional filters, image pyramid-based
methods [11, 1], detection-based crowd counting [6], patch-
based crowd counting [12, 10, 13], and multi-level feature based
methods [11]. Although these methods achieved robust perfor-40

mance with some different tactics, there are still lots of spaces to
improve their performances by designing highly efficient DNN
structures that can deal with crowd scenes with dramatic den-
sity varieties effectively.

First, generally speaking, a kernel size of 3 × 3 for a con-45

volution filter is more effective than larger ones in terms of ex-
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Figure 1: Examples of crowded and sparse images. (a) and (c) show an example of a
highly crowded scene and a less crowded scene, respectively, while (b) and (d) show their
corresponding congested areas.

tracting more meaningful features, because more details can be
captured with lower complexities without making it more dif-
ficult to train the network [14, 15, 16]. Kang et al. [17] also
proved that smaller receptive fields gave better performance.50

Secondly, using patch-based processing and multi-patch pro-
cessing is time costly due to that the same features have to pass
through different paths and patch multiple times. If we want
to take the benefits of multi-patch or multi-column based ap-
proaches, it is better to extract some coarse features from the55

initial layers and then pass them to some branches for further
zooming in to find more sophisticated features. To utilize a
deeper network for crowd counting, we need an approach that
can deploy the aforementioned proposals on the multi-column
structure to achieve better performance.60

In this paper, we present a deep encoder-decoder based ar-
chitecture named as Pyramid Density-aware Attention-based
Network (PDANet), which combines the pyramid feature ex-
traction with spatial and channel attentions to produce richer
features for estimating crowds of various levels of crowdedness65

and scales. In our work, we use the VGG16 as the feature ex-
tractor for the encoder to produce features for the decoder of the
model. To learn multi-scale features, we first use a cascade of
Global Average Pooling (GAP), 1 × 1 convolution and dilated
convolutions with kernels of 3 × 3 to extract more descriptive70

features with different scales from the VGG16 features. Then,
we apply the channel and spatial attentions on different layers
to enhance and boost the quality of the features in order to ob-
tain more accurate density maps. On the other hand, to make
the model adaptive to different density levels within an image,75

we introduce a classification module to classify the crowded-
ness level of the input scene and develop generation models of
low and high crowded density maps for the input image.

This work is different in several ways from the existing
crowd counting approaches that use the pyramid contextual in-80

formation and attention modules. (a) Unlike the DENet [6], the
proposed PDANet does not separate models for counting peo-
ple in sparsely crowded areas and estimating the human density
maps in the remaining areas in the image. (b) The first main
characteristic of our proposed PDANet is its density awareness85

by adopting the pyramid and attention modules. Different from
other works attempting to address this problem of density vari-
ety, e.g. [12], our PDANet does not separate the input scene into
different patches. Instead, we use multipath branches to address
the intra-density variations within the input scene. Experimen-90

tal results show that the pyramid and attention modules con-
tribute a 5 to 20 percent improvement over the baseline model.
(c) Pyramid Feature Extractor (PFE) is the second noticeable
contribution of our PDANet, where we utilize a new combina-
tion of GAP, 1 × 1 convolution, and Atrous convolution, result-95

ing in a difference from the existing approaches in terms of the
orders and parameters that can better aggregate local scale fea-
tures and is more effective than the existing solutions. (d) The
third remarkable feature of PDANet is its attention modules.
The architecture of our end-to-end attention modules is also dif-100

ferent from ADCrowdNet [18] because it uses the combination
of the spatial and channel attention modules within the architec-
ture. Furthermore, it is trained in an end-to-end way based on
the crowd counting dataset, instead of separately using external
datasets to train the attention module as in ADCrowdNet [18].105

Compared with the work in [19], our PDANet has also adopted
another spatial-based module in the DAD module to optimize
the density map results based on feature maps of the sparse and
dense areas within the input scene. (e) The last distinctive char-
acteristic of the PDANet is its classification modules, which110

are different from the existing work [19]. Our PDANet passes
the input image to two different sub-models with different re-
ceptive fields to evaluate the lower and higher bounds of the
density map and then combines them with the help of the chan-
nel attention module. Our PDANet introduces a classification115

module that classifies the input image into low or high density
and then passes them to the corresponding DAD modules.

To summarize, the major contributions of this paper are:

• We propose a density-aware crowd counting solution to
address crowd areas of various scales and density lev-120

els.This density-awareness feature helps the model to han-
dle density variation between different images as well as
within each input scene.

• We first integrate the pyramid multi-scale feature extrac-
tion mechanism in the feature extractor to extract rich125

features. Then, we integrate the channel and spatial atten-
tion modules and propose an end-to-end trainable density
estimation pipeline.

• For estimating densities of crowd with not only high and
low crowdedness levels but also medium-level density ar-130

eas, we propose to use a combination of classification and
regression losses to address the overall and within-the-
scene density variation in the density maps.

• Extensive experiments are conducted on several challeng-
ing benchmark datasets to demonstrate the superior per-135

formance of our proposed PDANet approach over the
state-of-the-art solutions. We also preform comprehen-
sive ablation studies to validate the effectiveness of each
component in our proposed approach.
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The rest of the paper is organized as follows. In Sect. II,140

we introduce the existing works related to our approach. The
proposed PDANet model for crowd density estimation is intro-
duced in detail in Sect. III. In Sect. IV, we evaluate the perfor-
mance of our PDANet on benchmark datasets. Sect. V provides
ablation studies on various parts of the proposed model. Finally,145

we draw conclusions in Sect. VI.

2. Related Work

In this section, we review the recent crowd counting works
related to our PDANet model. In 2018, Qi et al. [20] pro-
posed a new multiview clustering model for detecting coher-150

ent groups within crowd images. Their proposed techniques
helped researchers to find the areas with similar patterns in the
input scene. Recently, [21] proposed two effective methods,
i.e., domain adaptation and pre-training scheme, to boost the
performance of the existing crowd counting solutions. The new155

pre-training method with the synthetic data has improved the
accuracy of crowd counting solutions by a large margin. The
second contrition of [21] helped researchers in the crowd un-
derstanding tasks to obtain a huge amount of crowd counting
data without extra labelling work.160

However, many studies have been done based on multi-
column architectures [22, 23]. One of the initial works was
done by Zhang et al. [24], who proposed a three-CNN-column
based MCNN structure, each with different receptive parame-
ters to handle different head sizes. Recently, Tian et al. pro-165

posed the PaDNet [23], which was composed of several com-
ponents such as a Density-Aware Network (DAN), Feature En-
hancement Layer (FEL), and a Feature Fusion Network (FFN).
PaDNet improved the-state-of-the-art results remarkably by cap-
turing pan-density information and utilizing global and local170

contextual features. IG-CNN [25] is another approach that com-
bined the clustering and crowd counting for estimating the den-
sity map adaptively based on training a mixture of experts that
could incrementally adapt and grow based on the complexity of
the dataset. Sindagi et al. proposed a new multi-column net-175

work, i.e., CP-CNN [26], which added two other branches to
classify the image-wise density to provide the global and local
context information to the MCNN model. Deb et al. [27] incor-
porated the Atrous convolutions into the multi-branch network
by assigning different dilation rates to various branches.180

Most recently, Shi et al. [28] proposed a perspective infor-
mation CNN-based model PACNN for crowd counting. Their
model combined the perspective information with a density re-
gression to address the person’s scale change within an image.
They created the ground-truth perspective map and used it to185

generate perspective-aware weighting layers to combine the re-
sults of multi-scale density adaptively. Wan et al. [29] proposed
a new model called RRSP to utilized the correlation information
in a training dataset for accurate crowd counting.

Some of the recent studies focused on utilizing pyramid190

and attention-based modules [30]. The Pyramid modules were
introduced by Zhao et al. [31] to extract quality features for
scene semantic segmentation tasks. They introduced an effi-
cient method to estimate human head sizes and integrated them

to an attention module to aggregate density maps from different195

layers and generate the final density map. Liu et al. [1] pre-
sented another end-to-end multi-scaled solution CAN based on
fusing multi-scale pyramid features. They used modified PSP
modules for extracting multi-scale features from the VGG16
features to address the rapid scale changes within the scene.200

Their model leveraged multi-scale adaptive pooling operations
to cover a variety range of receptive fields. Compared to CAN,
Chen et al. proposed an end-to-end single-column structure as
a Scale Pyramid Network (SPN), which extracted multi-scale
features with the dilated convolutions with various dilation rates205

(2, 4, 8, and 12).
On the other hand, the attention module proposed in [32]

aimed to re-calibrate the features adaptively, so as to highlight
the effect of those valuable features while suppressing the im-
pact of weak ones [33]. Rahul et al. proposed an attention-210

based model to regress multi-scale density maps from several
intermediate layers [18]. We recently proposed a DENet [6],
which utilized mask-RCNN for counting people in low crowded
areas and an Xception based regressor for regressing crowd
density in highly crowded areas. One of the latest research in215

the area of crowd counting is ADCrowdNet [18], which uti-
lized a two-step cascade encoder-decoder architecture, one for
the detection of crowded areas and producing the attention map
as Attention Map Generator (AMG), and the other one for gen-
erating the density map called Density Map Estimator (DME).220

Their method achieved excellent results on the ShanghaiTech
Part A dataset. However, it has some significant drawbacks,
such as that (a) it needed an external dataset to train AMG to
detect the crowded areas, and (b) after producing the attention
map, they applied it on the input scene to create masked in-225

put data for DME and again extracting features with a similar
encoder-decoder structure. We believe that it is redundant and
time consuming due to passing the input scene twice rather than
applying the generated mask on the latest layer of AMG module
and use the feature maps for the next stage.230

3. Pyramid Density-aware Attention Net

In this section, we first present the general structure of our
proposed PDANet, and then present more details about each of
the modules used.

3.1. Overview235

The overall architecture of our PDANet is illustrated in Fig. 2.
This framework contains five main components, i.e., a Feature
Extractor, a Pyramid Feature Extractor (PFE), a Classifier, a
Density Aware Decoder (DAD), and an Attention Module.

The backbone of our PDANet is based on VGG16 [14],240

which is widely used for extracting low-level features. We elim-
inate the layers between the last two pooling layers considering
the trade-off between resource consumption and accuracy [34].
Then, we apply a channel and spatial attention modules to high-
light the most significant features. Then, these features are fed245

into the PFE module, which incorporates the combination of
adaptive pooling and 1 × 1 and 3 × 3 dilated convolutions to
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Figure 2: The overview of our proposed PDANet network. This architecture contains a VGG16 based feature extractor, a Pyramid module, an Attention module, a Classification module,
and a Decoder module.

produce scale-aware features for the last layers of the decoder
module. Next, we incorporate a GAP and a fully connected
layer to classify the input scene as a highly dense or a sparse250

one. This information is then passed to the respective decoder
which contains four 3 × 3 dilated convolution layers, each em-
powered with an attention module. Furthermore, to address the
crowdedness differences in sparse and dense areas, we design
two branches of the decoder module to generate low and high-255

density maps within the input scene and assign them to the cor-
responding regression losses. In the final step, we use the dense
and sparse features from the last layer of the decoder to produce
the final output density map (DM). Our PDANet uses the same
loss for sparse, dense and final output DMs, and a classification260

loss to train the model in an end-to-end manner.
To summarize, in our proposed PDANet, each part plays a

role in the overall performance.

• The Attention Module focus its attention on the signifi-
cant features (crowded areas).265

• The Pyramid Feature Extractor generates more descrip-
tive features suitable for counting crowds with scale vari-
ation, through a combination of adaptive pooling algo-
rithms and dilated convolutions with different scales.

• The Classifier helps to find the proper branch of the de-270

coder according to the crowdedness level of the area.

• The mid-branch Decoder is to address congestion changes
within the input image.

3.2. Channel and Spatial Attention Modules
In this study, we re-calibrate the feature maps adaptively by275

mixing attention modules to augment the effect of the essential
features, while suppressing the weak ones. We use the combi-
nation of spatial and channel attentions for finding and separat-
ing the crowded areas within the input image. As it is shown in
Fig. 2 (see the green module), we utilize the channel and spatial280

attention [33] after the convolution layers. This module con-
tains the channel and the spatial attentions to produce the final
attention features in each layer. We combine the results of these

Figure 3: Illustration of the attention module of our model. The top branch generates
channel-based attention, while the bottom branch generates the spatial attention map.

two attentions by an element-wise max of the channel and the
spatial excitations to generate output features in each layer. The285

other attention module is a spatial attention map that is gener-
ated based on the density map of the sparse and dense crowded
areas within the image. We apply a sigmoid on this attention
module and multiply it with the joint convolution feature maps
from the last layer of a sparse and dense decoder.290

Fig. 3 illustrates this attention module. As shown in this
figure, there are two branches in this illustration, i.e., the chan-
nel attention branch on the top, and the spatial attention branch
on the bottom. The channel attention branch utilizes a cascade
of GAP and two fully connected layers with the size of C

2 and295

C, respectively (C is the channel size of a convolution layer).
Then, after applying a sigmoid on the result, we do element-
wise multiplication between the channel attention map and the
input feature maps to obtain channel-wise weight corrected fea-
ture maps.300

As we explained in the previously, to apply the channel
based attention mechanism, we first perform GAP on the in-
put feature map Fin, to obtain VC , and then transform them by
two fully-connected layers fc

C/2
1 and fcC

2 , as shown in Fig. 3 and
Eq. 1 as:

FcAM
in = Sig( fc

C
2 ( fc

C/2
1 (VC))). (1)
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Figure 4: The overview of the Pyramid Feature Extractor (PFE) module. The PFE module uses 1 × 1 and 3 × 3 dilated kernel convolutions with the GAP to extract features of different
scales from the VGG16 features.

where Sig is a sigmoid function that yields the value in a range
of [0, 1] to find the impact of each layer in the feature maps.

Therefor, for channel based attention, features Fch
out are ob-

tained by multiplying the encoded channel-wise dependencies
( FcAM

in ) with Fin to get Fch
out. On the other hand, to obtain the305

spatial attention map, F sAM
in , we perform a 1 × 1 convolution,

i.e., Conv ∈ R1×C×1×1, on the input feature map. Thus, we can
measure the importance of a spatial information of each pixel
or location within Fin. In the next stage, we multiply the spatial
attention map with the input feature maps to get the final spatial310

attention features F sp
out, which augment relevant spatial locations

and suppress irrelevant ones. Finally, we combine the results of
these two attentions by element-wise max of the channel and
spatial excitation, i.e., Fout = max(Fch

out, F
sp
out). These feature

maps amplify the input feature map data and re-calibrate the315

crowded area within each input convolution layer.

3.3. Pyramid Feature Extractor (PFE)

In this section, we present the details of the Pyramid Fea-
ture Extractor (PFE), which is inspired by the Spatial Pyramid
Pooling [11]. The PFE fuses features under various pyramid320

scales by a combination of GAP and two shared 2D convolu-
tion layers with a mixture of 1×1 and 3×3 dilated kernels. The
general operation of PFE is illustrated in Fig. 4.

We extract contextual features with various GAPs. In the
PFE module, we keep the ratio of the input feature map with325

GAPsi at scale si, for i = 2, 3, · · · , 10 and produce contextual
features for each channel with a size of Hsi×Wsi . For example,
if we have an input feature map with R1×C×H×W , GAPs2 utilize
the global average pooling layer to generate scaled feature map
with a size of R1×C× H

2 ×
W
2 , where Hs2 and Ws2 are equal to H

2330

and W
2 , respectively. Various scales of contextual features form

the pooled representations for different areas and provide rich
information about the density levels in various sub-regions of
the input image. The results presented in the Experiments sec-
tion are based on the scenario utilizing three GAPsi with scale335

of s2 , s4 , and s8, respectively. In the Ablation Study shown in
Section V, we compare several scenarios for the use of GAPsi .

Then, we feed GAPsi to the Conv Module to improve the
representation power of the feature map. Note that this proce-
dure is different from the architectures that reduce the dimen-
sion of the input feature map with convolutions [11], which uti-
lized various dilation rates to capture multi-scale features and
increased time and computational cost. As illustrated in Fig. 4,
we perform the Conv operation as:

CFsi = Ubi(Conv1(Conv512→32(GAPsi ))
+ Conv3(Conv512→32(GAPsi ))), (2)

where, for each scale si, CFsi , is the shared Conv module that
comes with a bi-linear interpolation to up-sample the contextual
features Ubi to the ones of the same size as that of F p

in.340

The shared layer contains one 1×1 convolution (Conv512→32)
to reduce the number of channels from 512 to 32. We do this to
reduce the number of parameters that need to train and reduce
the computational cost of PFE. In the subsequent stage, we get
the summation of a 1 × 1 convolution (Conv1), and a 3 × 3 di-
lated convolution (Conv3) as a piece of extra bonus information
captured from surrounding contextual features within GAPsi .
Experimentally, we verify that this combination of convolution
filters improves the performance of the PFE module in the den-
sity estimation task. Finally, we concatenate all CFsi and the
input features F p

in with a 1×1 convolution. We reduce the num-
ber of the channels to that of the original VGG features F p

in,
which is defined as:

F p = Convnp∗512→512(Concat(CFsi , F
p
in)), (3)

where np is the number of pyramid contextual features CFsi ,
plus the features in the original feature map, and Convnp∗512→512
is a 1 convolution to reduce the number of channel to 512.

Then, we utilize a spatial attention module, which is the
combination of the Conv module and attention module as ex-
plained in Section 3.2. We pass F p to two separate attention
branches. As illustrated in Fig. 4, in the bottom, we feed the F p

to the GAPs4 layer and reduce the input size to H
4 ×

W
4 , and then

apply the Conv module. We apply the GAP to highlight and re-
fine the most important parts of the output feature maps. Then,
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Figure 5: Illustration of the classification module of PDANet. It uses the global average
pooling with a fully connected layer to determine the dense level of input scene.

after performing Sig on the output of the Conv module, we ap-
ply by the element-wise multiplication to produce the attention
map by Conv module (F p

A1). On the top, we also perform the
attention module that we discussed in the Section 3.2 to gener-
ate the attention feature map output (F p

A2). Finally, we combine
the results of these two attentions by the element-wise max op-
eration as:

F p
out = max(F p

A1, F
p
A2). (4)

At the end of the PFE module, we use multiplication in the
bottom path to achieve the effect of pyramid module on the out-345

put feature maps. In the top path, we utilize the max operation
to obtain the maximum feature value at each pixel of the feature
map. This will help us to take the advantage of both attention
maps from the pyramid feature and attention module [33]. Al-
together, as illustrated in Fig. 4, the PFE module extracts con-350

textual features CFsi as discussed above, and then feed them to
the classification module and a Density Aware Decoder (DAD)
module that produces the density map.

3.4. Classification Module
The next step in our framework, as illustrated in Fig. 2, is

to decide whether the input contextual features are dense or
sparse. In other words, this module classifies the input feature
maps as a high density one or the low density (sparse) one. We
do this to address the huge variation of crowd densities among
different images. It categorizes the input images into either
highly crowded images or sparsely crowded images, as shown
in Fig. 1(a) and (c), respectively. We pass the input features to
the suitable DAD to adaptively react to the density level of the
input image and provide a better estimation for crowd density.
To model this, as shown in Fig. 5, we introduce a binary classi-
fication module to learn how to classify the input feature maps
into two classes, i.e., dense or non-dense (aka, sparse), as:

Clest
t = Sig( fc(GAP)), (5)

where GAP is global average pooling with the scale of 1×1 and355

produces a vector with the size of 512, fc is a fully connected
layer, and Sig is the sigmoid function that yields the value in a
range of [0,1] indicating the impact of each layer on the feature
maps.

Thus, the classification module produces a class probability,360

which is a value in the range of [0,1]. If the output probability

Figure 6: The illustration of the DAD module. The input feature maps are fed to the two
shared layers and then we use the two branches with three convolution layers to handle the
dense and sparse areas within the scene.

(Clest
t ) is less than 0.5, the model considers the input as a non-

dense crowd image and passes it to the sparse DAD branch.
Otherwise, it passes it to the high DAD branch, as shown in
Fig. 2.365

3.5. Density Aware Decoder (DAD)

DAD is one of the special modules of our proposed PDANet
model, as it dynamically handles intra-variation of the density
level within the input image. To achieve this, we use four di-
lated convolution layers with the attention module attached to370

each layer, similar to the one introduced in Section 3.2. Ac-
cording to the result of the classification module, we pass the
output of the PFE module (F p

out) to one of two DAD modules.
If the input scene is highly crowded, we direct F p

out to the high
DAD branch. Otherwise, we pass it to the sparse branch. We375

achieve a model that can address the density variation of among
different input image adaptively. Furthermore, the DAD mod-
ule by itself is composed of two parts, i.e., the shared layers,
and the low or high-density decoder branches. This design en-
ables us to cope with various occlusions, internal changes, and380

diversified crowd distributions within every single input scene,
as illustrated in Fig. 1.

The structure of DAD is illustrated in Fig. 6. As shown in
the figure, we consider the first two layers as shared layers and
then pass the output feature map along two separate paths with385

the other three convolution layers to manage the within-image
density variation, as shown in Fig. 1. The number of channels in
the dilated convolution in DAD is (Nch = 512, 256, 128, 128, 1)
with the kernel filter size 3 × 3 and the dilation rate drate = 2
for the first four layers and 1 × 1 convolution at the end to pro-390

duce the density maps. We call the outpot of dense and sparse
branches as DMd and DMs, respectively. Furthermore, to re-
duce the number of training parameters, we utilize a 1×1 convo-
lution to reduce the input channels to 32 and then perform a 2D
dilated convolution on the reduced channel feature maps. This395

process speeds up the training and convergence of our model.
Moreover, there is a small notation for the dense and non-

dense crowded areas. We use the DMd for the high dense re-
gions within the image. However, for the low density regions,
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within a low or highly dense input image, we use a shared DMs400

layer. This design gives us the benefit of using more informa-
tion to train the model to map the low and dense regions with
the input image. Therefore, we are able to have a better density
estimation for the low crowded areas. On the other hand, by
utilizing a different DMd for the highly dense areas within the405

input image, our DAD module is able to improve its estimation
for these areas too.

By utilizing this architecture in the DAD, we will have two
resultant density maps for the low and high crowded areas of the
input image. Besides this, we pick up these feature maps of the
last layer in the dense and non-dense branches. Then, we sum
up these feature maps to form an attention module Asum, and
name the summation as Fsum. Therefore, we use the following
equation to produce the final overall feature map:

F f = Fsum × Sig(Asum), (6)

where Sig(Asum) is the sigmoid scaling of Asum, and F f is the
final overall feature map, which is fed to the final layer to pro-
duce an overall dense map.410

4. Implementation Details

The last part of PDANet is about the loss function. The
PDANet uses two types of losses, i.e., the regression loss and
the classification loss. We explain them in details in this sec-
tions.415

4.1. Regression Loss and Ground Truth
For the regression loss, we utilize a combination of three

different error measurements, i.e., counting error `c, various
scale error `2, and escalated error `es, respectively.

We measure the counting error `c as an absolute difference
between ground-truth and the estimated crowd count, with the
following equation:

`c =

∣∣∣∣∣∣∣
N∑

i=1

Dgt
i −

N∑
i=1

Dest
i

∣∣∣∣∣∣∣ , (7)

where N is the number of pixels in an input scene, Dgt
i , and Dest

i420

are the ground-truth and the estimated crowd count at location
i for i = 1, 2, · · · ,N, respectively.

We use the same methodology as in other works to obtain
the ground-truth density map Dgt

i [35], which is generated by
convolving each delta function δ(x−xi) with a normalized Gaus-
sian kernel Gσ [35] as:

Dgt
i =

∑
x∈S I

δ(x − xi) ×Gσ(x), (8)

where S I represents the number of annotated points in the im-
age I, and xi is the i-th annotated point. Instead of using the
geometry-adaptive kernels [34] in Eq. 8, we use a fixed spread425

parameter σ of the Gaussian kernel for generating ground truth
density maps. Also note the summation of the density maps
(Dgt

i , i = 1, 2, · · · ,N) is equal to the crowd count in the image.
For the proposed PDANet, we need to separate the sparse

and dense regions within the input scene to extract the dense

and sparse regression losses for each input image. To obtain
Dgt

d,i or Dgt
s,i representing the density map at location i falling

into a dense or sparse region in the input image, we utilize a
simple rule, which is defined by:

Dgt
d,i =

Dgt
i , if Dgt

i > mean{Dgt
i , i = 1, 2, · · · ,N},

0, else.
(9)

Dgt
s,i =

Dgt
i , if Dgt

i <= mean{Dgt
i , i = 1, 2, · · ·N}.

0, else.
(10)

The various scale error `2 measures the pixel-wise errors of
various scales. To obtain this error, we again utilize the Global
Average Pooling (GAP) on the ground truth and the estimated
density map. We apply three scales of GAP, i.e., dividing each
of the target and input density maps with divisors of 2, 4 and
8, respectively. For example, for the input density map with a
size of H × W, we apply GAP with a divisor of 2 to generate
the corresponding GAPs’ density maps with the size of H

2 ×
W
2 .

Then, we measure the `2 for each scale by:

`2 =

N∑
i=1

∣∣∣Dgt
i − Dest

i

∣∣∣2 , (11)

where, for each i ∈ {1, 2, · · · ,N}, we use the same Dgt
i and Dest

i
to represent the ground-truth and the estimated maps for each430

of the three different scales, respectively. We denote these three
scale errors as `2

s2, `2
s4 and `2

s8, respectively. These errors help
us to accurately handle the density variation in each scale of the
input scene.

The escalated error focuses mostly on addressing the areas
with a high difference between the ground truth and the esti-
mated density map. This error is defined as the absolute dif-
ference between the estimated density map and its ground truth
density at each location i, as shown in Eq. 12 below, where
i = 1, 2, · · · ,N.

`1
i =

∣∣∣Dgt
i − Dest

i

∣∣∣ . (12)

Then, we calculate the average difference `1 from `1
i , i =

1, 2, · · · ,N, by:

`1 =

∑N
i=1 `

1
i

N
. (13)

Then, `1 is used to apply extra weight to the area with higher
mis-estimation value to speed up the training process. We also
force PDANet to generate escalated errors for regions with no
people or objects. This is done by augmenting the correspond-
ing `1

i values by 10 times. This augmentation has two main
benefits, i.e., faster convergence and more accurate estimation
in highly crowd areas. The escalated difference error `es

i at lo-
cation i, for i = 1, 2, · · · ,N, and the overall escalated error `es

are defined by:

`es
i =


1 0 × `1

i , if `1
i >= `1,

1 0 × `1
i , else if Dgt

i == 0,
`1

i , else,
(14)

and

`es =

N∑
i=1

`es
i . (15)
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Thus, the regression loss, denoted by `reg
o , can be written as:

`
reg
o = `es + `c + `2

s2 + `2
s4 + `2

s8. (16)

When Dgt
i in Eqs. 7, 11, and 12, is replaced by Dgt

d,i and Dgt
s,i,435

respectively, Eq. 16 defines the dense regression loss and the
sparse regression, denoted by `reg

d and `reg
s , respectively.

4.2. Classification Loss

In our model, input images are classified into highly crowded
scenes and less crowded scenes. We first define the actual class440

tag of an image as Clgt
t based on a rule to decide whether the

image is highly crowded or not.
Let Dlgt

p measure the ground-truth dense level of an input
scene, which is defined by:

Dlgt
p =

∑N
i=1 Dgt

i∑N
i=1 sgn(Dgt

i )
, (17)

where sgn(·) is a sign function.
Based on our statistic on the numbers of people contained

in an image of each dataset, we find a threshold τ and use it to
label an input image as a high or low density scene as:

Clgt
t =

1, if Dlgt
p > τ,

0, else.
(18)

That is to say, if the dense level of the input scene Dlgt
p is larger

than the threshold τ, we consider it as a high density input445

scene; otherwise, it is a low density one. We tested different
threshold values of τ, and found that our model is not sensitive
to it and able to classify the input scenes correctly.

Then, we consider the Binary Cross Entropy (BCE) loss to
train the model to classify input images into sparse and dense
scenes, where BCEloss is defined by:

BCEloss = −
[
Clgt

t · log Clest
t + (1 − Clgt

t ) · log(1 − Clest
t )

]
. (19)

4.3. Total Loss

Finally, we need to define a rule to train the model effi-450

ciently by a combination of proposed losses. As it is obvious
from the structure of the model, we need to detect and correctly
pass high and sparse dense input to the corresponding DAD.
Therefore, we need to penalize the model whenever it cannot
classify the dense level of the input scene.455

Thus, we define the following losses:

Sumloss = `reg
o + α × (`reg

d + `reg
s ) (20)

and
Finalloss = BCEloss × `

2
o + Sumloss, (21)

where α is empirically set to 0.4.
According to the Finalloss, by adding the BCEloss × `

2
o, we

are able to overcome the mis-classification of the input scene.
With Sumloss, the model can learn the dense and sparse area
within an input image precisely.460

5. Experiments

In this section, we evaluate the performance of our proposed
approach. We first introduce the evaluation metrics and then re-
port experimental results obtained on benchmark datasets. The
experiments are conducted on four benchmark datasets, and re-465

sults are compared with the recently published state-of-the-art
approaches.

5.1. Evaluation Metrics
Previous works on crowd density estimation used the Mean

Absolute Error (MAE) and the Root Mean Squared Error (MSE)470

as evaluation metrics [35, 34, 11, 1], which are defined by:

MAE =
1
M

M∑
m=1

∣∣∣Cest
m −Cgt

m

∣∣∣ (22)

and

MSE =

√√
1
M

M∑
m=1

(
Cest

m −Cgt
m

)2
, (23)

where M is the number of testing images, Cgt
m denotes the exact

number of people inside the ROI of the m-th image and Cest
m is

the corresponding, estimated number of people. In the bench-
mark datasets discussed below, the ROI is the whole image un-475

less otherwise explicitly stated. We follow the methodology
in [35] to prepare the ground truth density data. Note that the
number of people in an image can be calculated by the sum-
mation over the pixels of the ground truth (Dgt

i ) as it is defined
in Eq. 8 and the predicted density maps (Dest

i ). We follow the480

methodology in [35] to prepare ground truth density data.

5.2. Data Augmentation
We take the benefit of data augmentation to avoid the risk of

over-fitting to small numbers of training samples. We use five
types of cropping alongside with a resizing as data augmenta-485

tions. We crop each image into 1/4 of the original dimension.
The first four cropped images extract four non-overlapping patches
based on each corner of the original image. Furthermore, the
fifth crop is randomly cropped from the input scene. For resiz-
ing, we resize the input images to the dimension of 768 × 1024490

or 1024 × 768 depending on the aspect ratio of the images.

5.3. Experimental Results on the ShanghaiTech Dataset
The ShanghaiTech dataset [24] is one of the most popular

and large-scale crowd counting datasets, which contains 1,198
annotated images with a total of 330,165 people. It contains two495

parts, i.e., Part A (ShanghaiTech-A) with 482 images randomly
collected from the Internet, and Part B (ShanghaiTech-B), in-
cluding 716 images taken from the urban areas in Shanghai. As
the challenge caused by the diversity of scenes and crowdedness
level differs, it is difficult to estimate the number of pedestrians500

precisely. Following [35] and as mentioned in Section 5.1, for
setting σ for Part A, we use the KNN method to calculate the
average distance between each head and its three nearest heads
and β is set to 0.3. For Part B, we set a fixed value 15 for σ.
We compare our method with state-of-the-art methods recently505

published on this dataset.
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Table 1: Comparison of the MAE and MSE results obtained with our proposed PDANet and the-state-of-the-art crowd counting approaches on the ShanghaiTech
Part A and Part B [24], the WorldExpo10 [36], the UCF CC 50 [37] as high crowded datasets and UCSD as low crowded dataset [38], and two latest challenging
crowd counting datasets; NWPU-Crowd [39] and JHU-CROWD++ [40] .

ShanghaiTech A ShanghaiTech B WorldExpo10 UCF CC 50 UCSD NWPU-Crowd JHU-CROWD++

Methods MAE MSE MAE MSE Sce.1 Sce.2 Sce.3 Sce.4 Sce.5 AVG MAE MSE MAE MSE MAE MSE MAE MSE

A-CCNN[10] 85.4 124.6 19.2 31.5 - - - - - - 367.3 423.7 1.36 1.51 176.5 520.6 171.2 453.1
BSAD[41] 90.4 135.0 20.2 35.6 4.1 21.7 11.9 11.0 3.5 10.5 409.5 563.7 1.00 1.40 - - - -
ACSCP[42] 75.7 102.7 17.2 27.4 2.8 14.05 9.6 8.1 2.9 7.5 291.0 404.6 1.04 1.35 - - - -
D-ConvNet-v1[9] 73.5 112.3 18.7 26.0 1.9 12.1 20.7 8.3 2.6 9.1 288.4 404.7 - - - - - -
IG-CNN[25] 72.5 118.2 13.6 21.1 2.6 16.1 10.15 20.2 7.6 11.3 291.4 349.4 - - - - - -
DRSAN[43] 69.3 96.4 11.1 18.2 2.6 11.8 10.3 10.4 3.7 7.76 219.2 250.2 - - - - - -
ic-CNN[44] 68.5 116.2 10.7 16.0 17.0 12.3 9.2 8.1 4.7 10.3 260.9 365.5 - - – - -
CSRNet[34] 68.2 115.0 10.6 16.0 2.9 11.5 8.6 16.6 3.4 8.6 266.1 397.5 1.16 1.47 121.3 387.8 85.9 309.2
SANet[35] 67.0 104.5 8.4 13.6 2.6 13.2 9.0 13.3 3.0 8.2 258.4 334.9 1.02 1.29 91.1 320.4
SFCN[45] 64.8 107.5 7.6 13.0 - - - - - - 214.2 318.2 - - 105.4 424.1 77.5 297.6
TEDnet[46]64.2 109.1 8.2 12.8 2.3 10.1 11.3 13.8 2.6 8.0 249.4 354.5 - - - - - -
HA-CCN[22] 62.9 94.9 8.1 13.4 - - - - - - 256.2 348.4 - - - - - -
SPN[11] 61.7 99.5 9.4 14.4 - - - - - - 259.2 335.9 1.03 1.32 - - - -
SPN+L2SM[11] 64.2 98.4 7.2 11.1 - - - - - - 188.4 315.3 1.03 1.32 - - - -
ADCrowdNet[18] 63.2 98.9 7.7 12.9 1.7 14.4 11.5 7.9 3.0 7.7 257.1 363.5 0.98 1.25
PACNN+CSRNet[28] 62.4 102.0 8.9 13.5 2.3 12.5 9.1 11.2 3.8 7.8 267.9 357.8 0.89 1.18 - - - -
CAN[1] 62.3 100.0 7.8 12.2 2.9 12.0 10.0 7.9 4.3 7.4 212.2 243.7 - - 106.3 386.5 - -
DENet[6] 65.5 101.2 9.6 15.4 2.8 10.7 8.6 15.2 3.5 8.2 241.9 345.4 1.05 1.31 - - - -
PaDNet[23] 59.2 98.1 8.1 12.2 - - - - - - 185.8 278.3 0.85 1.06 - - - -
DM-Count[47] 59.7 95.7 7.4 11.8 - - - - - - 211.0 291.5 - - 88.4 388.6 - -
CG-DRCN-CC-Res101[40] 60.2 94.0 7.5 12.1 - - - - - - - - - - - - 71.0 278.6

PDANet 58.5 93.4 7.1 10.9 1.8 9.1 9.6 7.3 2.2 6.0 119.8 159 0.93 1.21 89.9 387.4 75.6 284.8

The quantitative results for ShanghaiTech-A are listed in
Table 1. We collect results of the state-of-the-art approaches
from their original published papers. It can be seen that our
PDANet has achieved an MAE of 58.5 and an MSE of 93.4.510

Our proposed method also exhibits significant advantages over
many top ranked methods such as PaDNet [23], ADCrowd-
Net [18], HA CNN [22], and SPN [11].

On the ShanghaiTech-B dataset, our proposed PDANet has
achieved an MAE of 7.1 and an MSE of 10.9, both are better515

than those of the state-of-the-art results. These results suggest
that our proposed PDANet is able to cope with sparse and dense
scenes, thanks to the combination of the pyramid module as
mentioned in Sect. 3.3 and the two-branch DAD as described
in Sect. 3.5. Because of these, our proposed model can distin-520

guish the crowd level of the input scene and analyze the crowd
accordingly for better estimation.

5.4. Experimental Results on the WorldExpo10 Dataset

The WorldExpo10 dataset [36] is another large-scale crowd
counting benchmark dataset. During the Shanghai WorldExpo525

2010, 1,132 video clips were captured by 108 surveillance cam-
eras to produce this large dataset. We follow the standard pro-
cedures [36] to do experiments on this dataset. Table 1 also
provides MAE results based on five different scenes. The best-
performing state-of-the-art methods are CAN [1], ADCrowd-530

Net [18], and PACNN [28] with an average MAE less than
8. However, as shown in the table, our proposed PDANet has
achieved an average MAE of 6.0, which suppresses the-state-
of-the-art results with a margin of 1.4 over the results achieved
by CAN [1]. Furthermore, our PDANet yields the lowest MAE535

in 4 out of all 5 scenes with an MAE values equal to 1.8, 9.1,
7.3, and 2.2, respectively. As it is demonstrated, the overall
performance of our PDANet across various scenes is superior
compared with the-state-of-the-art approaches.

5.5. Experimental Results on the UCF Dataset540

The UCF CC 50 [37] is one of the most challenging data
sets in crowd counting research area due to its limited number
of training images and significant variation in the number of
people within the datasets (from 94 to 4,543 across images).
We choose the setting similar to the ShanghaiTech-A [24] set-545

ting for generating ground truth density maps. Table 1 shows
that our PDANet outperforms the state-of-the-art models by a
large margin. We achieve an MAE of 119.8 with an MSE of
159, which is about 35 percent better than PaDNet [23], the
best-performing benchmark model. In our experiments, we ob-550

serve that our PDANet is able to estimate the number of people
accurately in all subsets.

5.6. Experimental Results on the UCSD Dataset

The UCSD dataset [38] is another dataset that we conduct
experiments on. In the experiments, we use Frames 601 through555

1400 for training and the remaining out of 2000 for testing. Ta-
ble 1 shows the MAE and MSE results obtained on this dataset.
Compared with nine currently best approaches tested on this
low crowed dataset, the proposed PDANet achieves the second
best results with an MAE of .93 and an MSE of 1.21, which560

are very close and very comparative to the best results from the
PaDNet model. We believe that the results is good enough tak-
ing into account that extreme resizing (image size in the UCSD
dataset is 238× 158) is needed for PDANet as we mentioned in
Sect. 5.2 to work in our model.565

5.7. Experimental Results on the NWPU-Crowd Dataset

We conduct some additional experiments on a new crowd
counting dataset, i.e., NWPU-Crowd [39]. The NWPU-Crowd
dataset consists of 2,133,375 annotated instances for the total
5,109 images. This dataset has some advantages in comparison570
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with other datasets such as large appearance variation, high res-
olution, fair evaluation and containing negative samples. Due to
that this dataset was released only recently, there are not many
crowd counting models that have reported their results based on
this dataset. As shown in Table 1, we can see that the recently575

proposed crowd counting solution DM-Count [47] has achieved
the best results on this dataset in term of MAE and MSE. How-
ever, our PDANet solution is the second best model in terms
of MSE 387.4, which is among the three best models in terms
of MAE and MSE. This result again proves that our PDANet580

detects and handles the intra-density variation the same as best
crowd counting solutions.

5.8. Experimental Results on the JHU-CROWD++ Dataset

Finally, we also conduct experiments on another new dataset,
JHU-CROWD++ [40]. The JHU-CROWD++ dataset [40] in-585

cludes 4,372 images with various density levels in different con-
ditions such as illumination variations and weather-based degra-
dation. Table 1 shows that our proposed PDANet achieves the
MAE of 75.6 and MSE of 284.8, and is the second best model
after the CG-DRCN-CC-Res101 [40].590

Overall, it can be concluded that our proposed PDANet can
work well in both sparse and dense scenarios. We will also
explore the results in detail at the Ablation Study section as
follows.595

6. Ablation Study

To further demonstrate the effectiveness of each component
proposed in our PDANet model, we conduct a series of ablation
studies.

In this section, we first visualize some examples of the re-600

sults achieved, and then explore some of our model components
and discuss their outputs to analyze the effectiveness of each
component. The ablation studies are conducted on the UCF
CC50 [37] and the ShanghaiTech [24] datasets.

6.1. Density Map Visualization605

Qualitatively, we visualize the density maps generated by
our proposed PDANet method on the ShanghaiTech Part A,
Part B [24], and UCF CC 50 [37] datasets in comparison with
the original ground truth (GT). These are shown in Figs. 7, 8
and 9. In these figures, three sample images corresponding to610

low, medium and high density scenes are selected from each
dataset. For each sample image, we show the input image with
an index of 0, and its Ground Truth (GT) density map, its esti-
mated overall density map, and its estimated dense and sparse
density maps with an index of 1 to 4, respectively.615

Fig. 7 presents some sample results obtained on the Shang-
haiTech Part A dataset. For this dataset, we select three images
with total crowd counts of 99, 582 and 2,270, respectively, to
represent input scenes of low density (the top row of Fig. 7),
medium density (the middle row of Fig. 7) and high density (the620

bottom row of Fig. 7). As shown in this figure, the estimated

counts are very close to the actual ground truth counts, demon-
strating that our proposed model performs well in the scenes
with various crowdedness levels. For instance, for the image
in the bottom row of Fig. 7, the ground truth count is 2,270,625

while our prediction is 2,213, which is a reasonable estimation
for such a highly crowded scene. On the other hand, for low
crowdedness scenes, such as Fig. 7(a0), our proposed PDANet
also produces accurate density maps. Fig. 7 also shows that
our proposed model can accurately discriminate more crowded630

areas from less crowded ones. When looking further into the
results of dense and sparse scenes, we can draw a conclusion
that our model works well for extracting better information for
more accurate overall density map estimation.

Fig. 8 presents results on three sample scenes from the Shang-635

haiTech Part B dataset. In this figure, we choose three sam-
ple images with crowd counts varying from 29 to 251, corre-
sponding to low, medium, and high crowdedness images. These
figures also demonstrate that our PDANet works well in low
crowdedness areas. For instance, in Fig. 8(a0), the predicted640

density map and the actual density map appear to be very sim-
ilar, and so are the estimated count and the ground truth count
of crowd in the scene. Fig. 8 also shows that for medium and
low crowdedness scenes, our proposed model produces accu-
rate density maps.645

Fig. 9 illustrates the results on three sample images from the
UCF CC 50 dataset [37], which is a highly crowded challeng-
ing dataset. In this figure, we choose three images with crowd
counts equal to 555, 1,852, and 4,706, corresponding to low,
medium, and high crowdedness scenes, respectively. We can650

see that our proposed PDANet works well in highly crowded
images as well as low and medium crowdedness images. It is
also evident that our proposed DAD model helps to localize
dense and non-dense areas of the input image.

6.2. Effectiveness of Loss Augmentation655

As discussed in Sect. 4.1 and specifically in Eq. 14, we es-
calate the `1

i value by 10 times for the areas that have the higher
misestimation values and the areas with the ground truth Dgt

i
equal to zero. We have claimed that it speeds up the conver-
gence and improves the estimation results. In this subsection,660

we provide the ablation study to demonstrate the effectiveness
of the loss augmentation compared to the loss without the aug-
mentation.

In term of convergence speed, according to empirical ex-
periments on five parts of the UCF CC 50 dataset, the model665

converges before 100 iterations, but when we utilize the `1
i loss

without the augmentation, the model needs more than 150 iter-
ations to converge. On the other hand, as shown in Figs. 7, 8
and 9, the model performs well in no-crowded areas, which we
penalize with the augmented `1

i loss.670

In terms of performance improvement, we compare the ef-
fect of loss augmentation on the UCF CC 50 dataset. Tables 2
illustrates the results of PDANet trained with the loss augmen-
tation (PDANet) against the PDANet trained without the aug-
mented (`1

i ) loss (PDANet WOA). As shown in Table 2, we675

achieve better improvement in crowd density estimation by adopt-
ing the loss augmentation. Part0 has the highest improvement,
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Figure 7: Results of the estimated density maps of images from the ShanghaiTech Part A dataset. We illustrate three test images (a0, b0, c0), their actual ground truth (a1, b1, c1), our
estimated overall density maps (a2, b2, c2), our estimated density maps for dense areas (a3, b3, c3), and our estimated density maps for sparse areas and their crowd counts (a4, b4, c4).

Table 2: Effect of `1
i loss augmentation on crowd counting performance based

on the UCF crowd-counting dataset [37]

UCF CC 50
Metrics Part0 Part1 Part2 Part3 Part4 AVG

PDANet WOA MAE 174 133 82 129 109 125.4
MSE 217 189 99 191 132 165.6

PDANet MAE 157 128 80 126 108 119.8
MSE 202 182 95 186 130 159

which matches with our expectation to have better density esti-
mation in high crowdedness areas.

6.3. Effectiveness of the PFE Module680

In the first experiment, we investigate the impact of different
numbers of GAP modules on the baseline model (baselineAD,
i.e., a PDANet without the PFE module).

We test our proposed model with different numbers of GAPs
from 0 GAP (baselineAD) to 10 GAPs. We obtain the GAPs of685

input feature maps by resizing them with divisors of 2, 4, 8, 3,
6, 10, 5, 7, and 9, respectively. For example, for the input fea-
ture map with size of H × W, we apply GAP with a divisor of
2 to generate the corresponding GAPs’ feature maps with the
size of H

2 ×
W
2 . We sort these numbers with the order of use. For690

example, if we aim to utilize 3 GAPs, we divide the input fea-
ture maps with the divisors of 2, 4, ..., respectively, to capture
the information of various scales from the input feature maps.

Fig. 10(a) presents the results of this experiment on Part0 of
the UCF CC 50 dataset. In this figure, we report the achieved695

MAE and MSE results for the PFE module with various GAPs.
As shown in this graph, our PDANet has achieved an MAE

of 157 and an MSE of 202 at three GAP settings (the third
one in Fig. 10(a)), utilizing the division factors 2, 4, and 8, as
three different scales of input feature maps. As it is shown, the700

proposed PDANet with this setting outperforms other PDANets
with more or fewer GAPs modules, as well as the baselineAD
model. Among the various PFE modules, PFEs with three GAPs
(3GAP) and six GAPs (6GAP) provide better crowd level pre-
dictions in Part0. Fig. 10(a) also shows that the PDANet with705

GAPs in the worst-case still improves the estimation of the
baselineAD (MAE of 202 vs. 300).

We test the effect of different numbers of pyramid GAPs on
the ShanghaiTech dataset as well. The test results are shown
in Fig. 10(b) and Fig. 10(c), for the ShanghaiTech PartA and710

partB, respectively. The results again show that our proposed
PDANet (with three GAPs) outperforms the baselineAD and
other PDANet models with more or fewer GAPs. The results
of the other numbers of GAPs fluctuate slightly from an MAE
of 58.5 to 65.7 for Part A and an MAE of 7.3 to 7.8 for Part B,715

which are very consistent.

In summary, the PFE with three GAPs works better in the
PDANet model for crowd counting. By using the scales like
the ones used in PDANet (i.e., three GAPs or 3GAP), the out-720

put feature maps have more accurate scale information than
those of the other PDANet models with different numbers of
GAPs. On the other hand, increasing the number of GAPs will
increase the number of parameters, which in turn increases the
complexity of the model. Thus, the performance of the model725

will slightly decrease with the increase of over-fitting. Overall,
our proposed PDANet (3GAP) has the most optimal number of
parameters for the PFE modules. Thus, it can be trained more
efficiently to capture the essential scale information.
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t
Figure 8: Results of the estimated density maps of images from the ShanghaiTech Part B dataset. We illustrate three test images (a0, b0, c0), their actual ground truth (a1, b1, c1), our
estimated overall density maps (a2, b2, c2), our estimated density maps for dense areas (a3, b3, c3), and our estimated density maps for sparse areas and their crowd counts (a4, b4, c4).

t
Figure 9: Results of the estimated density maps of images from the UCF CC 50 dataset [37]. We present three test images (a0, b0, c0), their actual ground truth (a1, b1, c1), our estimated
overall density maps (a2, b2, c2), our estimated density maps for dense areas (a3, b3, c3), and our estimated density maps for sparse areas and their crowd counts (a4, b4, c4).
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(a) UCF CC 50 (b) ShanghaiTech PartA (c) ShanghaiTech PartB
Figure 10: Comparison of MAE and MSE results between various numbers of GAP layers on the UCF CC 50 crowd counting [37], the ShanghaiTech PartA, and the ShanghaiTech PartB
datasets [24]

6.4. Effectiveness of the Attention Module730

To gain an insight into the effectiveness of the Attention
Module, we perform an ablation study to demonstrate the con-
tribution of the module to the performance of the proposed
model. We also compare our proposed attention modules with
the two most common attention modules, i.e., the Convolution735

Block Attention Module (CBAM) [48] and SENet [32] atten-
tion modules. We replace the proposed attention module in
our PDANet model with the mentioned attentions, and name
them as PDANet CBAM and PDANet SE, respectively. We
compare the performance of our design choices with the base-740

line PFE and DAD module (BaselinePD), PDANet CBAM and
PDANet SE.

Tables 3 and 4 illustrate the results obtained on the UCF
CC 50 and the ShanghaiTech datasets. Part0 of UCF CC 50
dataset has the greatest improvement in terms of MAE/MSE,745

but the improvement on the performance of part1 to part4 is
small. As shown in Table 4, we have achieved more or less
the same improvement in crowd counting by adopting the pro-
posed attention module. From these tables, we can find the pro-
posed attention helps the PDANet perform slightly better than750

the PDANet CBAM and PDANet SE. It is expected due to that
the proposed attention modules take advantages of both the spa-
tial and channel attention with a parallel orientation to amplify
the input feature map data and re-calibrate the crowded area
within each input convolution layer.755

Overall, we use the attention module for localizing the crowd
area and improving the performance of our model. As shown in
these tables, we achieve our goal by combining spatial/channel
based attentions on both sparsely and densely crowded areas.
Thus, these results prove the application of the attention mod-760

ule on improving the accuracy of the crowd counting model.

6.5. Effectiveness of the Classification and DAD Modules

To address the density variation within and between differ-
ent input images, we proposed a two-branch DAD module. In
this section, we aim to understand the effect of this module in765

our overall performance improvement. Like what was done in
the previous sections, we compare the results of our PDANet
with DAD and without DAD (passing the data to one branch
only (Baseline PA)) on both UCF CC 50 and the ShanghaiTech
datasets.770

Table 3: Effect of adopting the attention module on crowd counting perfor-
mance based on the UCF crowd-counting dataset [37]

UCF CC 50
Metrics Part0 Part1 Part2 Part3 Part4 AVG

BaselinePD MAE 205 138 86 127 112 133.6
MSE 243 198 111 189 135 175.2

PDANet CBAM MAE 187 128 81 126 109 126.2
MSE 221 185 97 187 131 164.2

PDANet SE MAE 197 131 84 127 111 130
MSE 235 191 106 187 133 170.4

PDANet MAE 157 128 80 126 108 119.8
MSE 202 182 95 186 130 159

Table 4: Effect of Attention Module on crowd counting performance based on
the ShanghaiTech crowd-counting dataset [24]

Metrics ShanghaiTech
PartA PartB

BaselinePD MAE 62.3 7.3
MSE 98.6 11.6

PDANet CBAM MAE 59.8 7.2
MSE 95.3 11.1

PDANet SE MAE 60.2 7.3
MSE 96.8 11.5

PDANet MAE 58.5 7.1
MSE 93.4 10.9
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Table 5: Effect of classification and DAD modules on crowd counting perfor-
mance based on the UCF crowd counting dataset [37]

UCF CC50
Metrics Part0 Part1 Part2 Part3 Part4 AVG

BaselinePA MAE 217 151 116 146 114 148.8
MSE 267 207 124 185 138 183.4

PDANet MAE 157 128 80 126 108 119.8
MSE 202 182 95 186 130 159

Table 6: Effectiveness of the classification and DAD modules on crowd count-
ing performance based on the ShanghaiTech crowd-counting dataset [24]

Metrics Shanghai
PartA PartB

BaselinePA MAE 66.5 7.5
MSE 104.1 12.6

PDANet MAE 58.5 7.1
MSE 93.4 10.9

Tables 5 and 6 show the experimental results obtained on
the UCF CC 50 and the ShanghaiTech datasets, respectively. As
seen from Table 5, we are able to boost the accuracy of crowd
counting by about 20 percent for the UCF dataset in all subsets.
With the ShanghaiTech dataset, we also achieve a noticeable775

improvement in accuracy with the help of the DAD module.
These results demonstrate the effectiveness of our initial

idea about processing the sparsely and densely crowded feature
maps separately. We believe that the DAD module helps the
PDANet generate proper density maps for both high and low780

crowdedness areas in the images, and simultaneously, it guides
the proposed model to react to the difference among input im-
ages with different crowdedness.

7. Conclusion

In this work, we have introduced a novel deep architecture785

called Pyramid Density-Aware Attention-based network (PDANet)
for crowd counting. The PDANet incorporates pyramid fea-
tures and attention modules with a density-aware decoder to ad-
dress the huge density variation within the crowded scenes. The
proposed PDANet has utilized a classification module for pass-790

ing the pyramid features to the most suitable decoder branch to
provide more accurate crowd counting with two-scale density
maps. To aggregate these density maps, we took the benefit
of the sigmoid function and produced a gating mask for pro-
ducing the final density map. Extensive experiments on vari-795

ous benchmark datasets demonstrated the performance of our
PDANet in terms of robustness, accuracy, and generalization.
Our approach is able to achieve better performance on almost
all of the major crowd counting datasets over the state-of-the-
art methods, especially on the UCF CC 50 with more than 35800

percent immediate improvements in the results. For the fu-
ture research, we have two main suggestions. Firstly, to utilize
zooming in the middle of crowd counting model to address the

intra-dense areas within the input scene. Secondly, to perform
patch-based processing in the middle feature maps of crowd805

counting model. Our initial investigation has proved that these
two ideas can lead to further improvement in the accuracy of
crowd counting techniques.
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