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Abstract—Mission-critical machine type communication (MC-
MTC) systems in which machines communicate to perform var-
ious tasks such as coordination, sensing, and actuation, require
stringent requirements of ultra-reliable and low latency commu-
nications (URLLC). Edge computing being an integral part of
future wireless networks, provides services that support URLLC
applications. In this paper, we use the edge computing approach
and present a statistical learning-based dynamic retransmission
mechanism. The proposed approach meets the desired latency-
reliability criterion in MC-MTC networks employing framed
ALOHA. The maximum number of retransmissions Nr under
a given latency-reliability constraint is learned statistically by
the devices from the history of their previous transmissions
and shared with the base station. Simulations are performed in
MATLAB to evaluate a framed-ALOHA system’s performance in
which an active device can have only one successful transmission
in one round composed of (Nr + 1) frames, and the performance is
compared with the diversity transmission-based framed-ALOHA.

Index Terms—Mission-critical machine type communication;
retransmissions; edge computing; framed-ALOHA

I. INTRODUCTION

Mission-critical machine type communication (MC-MTC)
systems require stringent requirements of ultra-reliable and
low-latency communications (URLLC). Remote sensing,
autonomous transport, Industory 4.0, robot control, and
telesurgery are among the emerging applications of MC-MTC
networks. In such systems, messages from MTC devices need
to be delivered successfully at the base station (BS) within a
prescribed end-to-end latency of L (ms). From the physical
(PHY) layer perspective, the concept of reliability is related
to the packet-error rate (PER). However, reliability can also
be defined as the probability of satisfying a latency bound
L (ms) [1], and this notion of reliability is more useful while
addressing URLLC requirements at the medium access control

(MAC) layer and the other higher layers. If LD is the latency
experienced by a packet from an MTC device, and εr is
the reliability constraint, the MC-MTC system is required
to exhibit Pr (LD ≤ L) ≥ 1− εr, where Pr (.) denotes the
probability measure. Future MC-MTC networks aim to achieve
εr ≤ 10−5 and L ≤ 1 (ms).

Several PHY and MAC layer techniques have been proposed
to design URLLC based systems [2]–[4]. Short packet trans-
mission and grant-free non-orthogonal multiple access meth-
ods can reduce latency considerably [5], while the diversity-
based and retransmission schemes enhance the reliability [6]–
[10]. It is identified that present approaches are primarily
BS centered and employ centralized decision-making schemes
where a central controller or a BS performs all the network-
level decisions, which causes additional latency. It becomes
very challenging to meet the required latency-reliability crite-
rion when network parameters change dynamically. Hence, the
network edge-nodes and edge-devices must have the capability
of learning and adapting to the network dynamics. Moreover,
current literature focuses on the schemes which involve either
a single transmission or a fixed number of retransmissions and
replications. However, in MC-MTC networks, the retransmis-
sions limit needs to be adapted dynamically according to the
network conditions, which is the main focus of this paper.

Edge computing is an integral part of future wireless net-
works that enable distributed computing, storage, and con-
trol services at the network edge-nodes. These features of
edge computing can lead to provisioning a platform that
is suitable for mission-critical applications. In this regard,
potential enablers for edge computing-based mission-critical
applications are discussed in [1]. This paper considers MC-
MTC networks employing framed-ALOHA and uses an edge
computing approach to demonstrate how edge-devices can



Fig. 1. Framed-ALOHA based transmission over one MCR composed of N
frames.

help the edge-node/BS determine the retransmissions limit.
The following are the key contributions of this paper:

• For MC-MTC networks employing framed-ALOHA, we
present an edge computing-based statistical learning
mechanism to predict the retransmissions limit Nr, which
can meet the desired latency-reliability criterion. A se-
quence of (Nr + 1) frames is termed as a mission-critical
round (MCR), and each device uses its history of previous
J MCRs to estimate the collision probability in one
frame. This estimate is used to formulate a value at risk
(VaR) problem to predict the retransmissions limit under
a given latency-reliability constraint. Finally, each device
shares the prediction of Nr with the BS.

• Through simulations, we present the performance analy-
sis of a restricted MCR-based framed-ALOHA system in
which after the first successful transmission, the device
stops transmitting in the current MCR and attempts in
the next MCR if it has another packet to transmit. In
this regard, we compare the performance of a restricted
MCR based framed-ALOHA system with the diversity
transmission-based framed-ALOHA (DTFA).

II. RETRANSMISSIONS LIMIT PREDICTION

We consider a homogeneous MC-MTC network composed
of W MTC-devices in which, at a given instant, M ≤ W
active devices attempt to communicate with one BS. The
uplink transmission between the MTC-devices and the BS is
modeled as multi-channel slotted ALOHA or framed-ALOHA,
which is also used by Long-Term Evaluation (LTE) during
the contention phase [11]. As shown in Fig. 1, each frame is
composed of K channels or resource blocks, and a sequence
of N = Nr + 1 frames is called a mission-critical round
(MCR). All active devices begin to transmit at the start of an
MCR. It is assumed that an active device will always have
a packet to transmit throughout the MCR. In each frame,
every active device selects one of the K available channels
randomly following a uniform distribution independently from
other devices. We perform the MAC layer analysis only while
considering PHY layer abstraction in which transmission fails
if two or more devices select the same channel, and the failed
devices attempt again in the next frame. Upon successful
transmission, the device receives an acknowledgment from
the BS and continues to transmit in subsequent frames. The
parameter Nr is the maximum affordable retransmissions, and
the value of Nr is determined at the edge dynamically. The
number of active devices M at the start of each MCR is
not known by the devices and the BS a priori. If processing

Fig. 2. MTC devices sharing locally predicted retransmissions limit with the
BS.

and propagation delays are assumed constant, latency (LD) is
primarily a function of Nr. We aim to estimate the collision
probability in one frame and then determine the optimal
number of retransmissions at the edge, such that the desired
latency-reliability criterion is met.

The number of transmission attempts an MTC device per-
forms for a successful transmission depends upon the collision
probability in one frame. The probability that an MTC device
of interest will collide with at least one of the (M − 1) devices
in one frame is given as [12]:

α := 1−
(
1− 1

K

)M−1

(1)

Since, exact value of M is not known by the devices, we
cannot use (1) to determine the exact value of α at the device
level. However, the devices can estimate the value of α by
using the history of their previous transmissions. For that
purpose, each device keeps the record of its last Nh = JN
transmissions attempts spanned over J MCRs in a vector
Hm =

[
A

(1)
m , A

(2)
m , ..., A

(Nh)
m

]
, where each element of Hm

is an independent Bernoulli random variable defined as:{
A(n)
m

}
m=1,2,..,W
n=1,2,..,Nh

=

{
1 collision with other device/s
0 successful transmission

(2)

The estimate of collision probability at the mth device denoted
by α̂m is computed as:

α̂m =
1

Nh

Nh∑
n=1

A(n)
m (3)

Risk sensitive learning and control is a promising tool to
address URLLC related problems [2]. We use the collision
probability estimate α̂m to formulate a value at risk (VaR)
problem to predict the number of retransmissions the MTC
device is allowed under a given latency-reliability constraint.
Let the random variable Xm show the number of collisions
faced by mth device before a successful transmission. The
random variable Xm follows the geometric distribution, and
the probability that a device undergoes up to Nc collisions



Fig. 3. Retransmissions limit against the collision probability for different
values of reliability constraint εr .

before having a successful transmission is given as:

Pr (Xm ≤ Nc | α̂m) = 1− (α̂m)
Nc+1 (4)

Each retransmission adds to the latency experienced by a data
packet in a given MCR, and there exists a maximum value of
retransmissions under the given latency-reliability constraint,
after which it will be too late to receive that data packet at
the BS. Thus, the retransmissions limit Nr can be found by
computing the VaR of Xm as follows:

Nr (α̂m) = inf
Nc

{Nc ≥ 0 : Pr (Xm ≤ Nc | α̂m) ≥ 1− εr}
(5)

An optimal value of Nr that can meet the stringent re-
quirements of the URLLC will require that the collision
probability α is kept very small. Each device predicts the
retransmissions limit Nr (α̂m), and shares with the BS as a
part of its data packet. As shown in Fig. 2, the BS keeps
a record of the last update sent by each device in a vector
R = {Nr (α̂1) , Nr (α̂2) , ..., Nr (α̂L)}. After every F number
of MCRs, the BS broadcasts its updated retransmissions limit
Nr = max {Nr (α̂1) , Nr (α̂2) , ..., Nr (α̂L)} to be used by
all the devices for determining the size of the MCR, and the
outage event, which is part of our future research work. A
device is said to be successful in one MCR if it has at least
one successful transmission in that MCR, and the probability
of this event is given as:

p(N)
suc = 1− (α)

N (6)

Fig. 3 provides an insight into the number of retransmissions
a system should allow for different values of reliability con-
straint εr against the collision probability α. It is interesting
to note that a specific value of Nr can be valid for a range
of α. Moreover, due to the discrete nature of Nc, Equation
(5) can yield same value of Nr for two different values of
(1− εr) valid over a range of collision probability. In such
cases Nr corresponds to retransmissions limit for higher value
of (1− εr). Since each active device updates its history vector
after each attempt, the BS captures the increasing traffic load
and updates value of Nr after every F number of MCRs.

Fig. 4. NMSE of locally predicted retransmission limit Nr (α̂m) against
length of history vector for different values of collision probability.

Thus, the network adapts to the dynamic changes by learning
the network statistics, i.e., the collision probability.

III. SIMULATION RESULTS AND DISCUSSION

Extensive simulations are performed in MATLAB to eval-
uate performance of the proposed system. In Fig. 4, for
εr = 10−5 and Nr = 3, the normalized mean squared error
(NMSE) of Nr (α̂m) is plotted against length of the history
vector Hm used to predict the retransmission threshold. The
NMSE is defined as: NMSE = MSE

[Nr(α)]
2 , and the mean squared

error (MSE) is computed as:

MSE =
1

Ns

Ns∑
n=1

[
Nr (α)−N (n)

r (α̂m)
]2
, (7)

Where Ns = 10000 is the number of iterations performed
to compute MSE against one value of Nh, and N (n)

r (α̂m) is
the retransmission limit prediction in nth iteration. As shown
in Fig. 3, there exists a unique value of Nr (α) for a specific
interval of α. We pick three different values of α such that each
corresponds to a different value of Nr (α). For each value of
α, the NMSE of retransmission threshold prediction is plotted
against Nh. It is shown that the NMSE of retransmission
threshold prediction decreases randomly when the value of
Nh is increased and becomes stable asymptotically when Nh
is large.

A. Restricted-MCR

In restricted-MCR, all the active devices begin to transmit
at the start of an MCR. However, after the first successful
transmission, the device stops transmitting in the current MCR
and attempts in the next MCR if it has another packet to
transmit. The restricted transmission strategy helps reduce the
collision probability in successive frames of an MCR, which
results in latency reduction. On the other hand, in the diversity
transmission-based framed-ALOHA (DTFA) method, each ac-
tive device sends one replica of its message in N frames
of an MCR, such that in each frame, it selects one of the
K channels randomly. Devices may collide in some frames,
but they can also be successful in some other frames. This



Fig. 5. Performance comparison of restricted-MCR based framed-ALOHA
and DTFA in terms of average successful devices with K = 20.

Fig. 6. Performance comparison of restricted-MCR based framed-ALOHA
and DTFA in terms of average attempts by a successful device with K = 20.

helps increase the number of successful devices by reducing
the overall collision probability. The analytical expression for
the overall collision probability of the framed-ALOHA based
diversity transmission scheme is provided in [13].

We compare the performance of the restricted-MCR based
framed-ALOHA with the DTFA scheme. Performance is com-
pared in terms of the average number of successful devices and
average transmission attempts performed by successful devices
in one restricted-MCR against a range of active devices. For
the DTFA strategy, we consider the case where a device
is successful if at least one transmission remains successful
in one MCR. As shown in Fig. 5, for different values of
Nr, both schemes depict similar behavior with respect to the
average number of successful devices in one MCR. However,
as illustrated in Fig. 6, the average number of transmission
attempts performed by a successful device in the restricted-
MCR is less than that of the DTFA method. Thus, the overall
average latency can be reduced by using the restricted-MCR
based retransmission scheme.

IV. CONCLUSION

By using an edge computing approach, we present a sta-
tistical learning-based dynamic retransmission mechanism for
MC-MTC networks employing framed-ALOHA. Each MTC

device in the network uses its history of the previous transmis-
sions to learn statistically the number of retransmissions it can
afford such that the desired latency-reliability criterion is met.
In order to have a network-wide uniform value, each device
shares its knowledge of retransmissions with the base station
(BS). Simulations are performed in MATLAB to evaluate
the performance of MC-MTC networks employing a framed-
ALOHA system for the case where each active device can
have only one successful transmission in one MCR called a
restricted-MCR. For the same average successful devices in
one MCR, the restricted-MCR based framed-ALOHA system
requires a less average number of attempts as compared to
the DTFA scheme. As future work, we aim to perform the
analytical modeling of restricted-MCR based framed-ALOHA
for MC-MTC networks.
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