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Abstract—Moving Target Defense (MTD) is an emerging
proactive defense technology, which can reduce the risk of
vulnerabilities exploited by attacker. As a crucial component of
MTD, route mutation (RM) faces a few fundamental problems
defending against sophisticated Distributed Denial of Service
(DDoS) attacks: 1) It’s unable to make optimal mutation selection
due to insufficient learning in attack behaviors. 2) Because
network situation is time-varying, RM also lacks self-adaptation
in mutation parameters. In this paper, we propose a context-
aware Q-learning algorithm for RM (CQ-RM) that can learn
attack strategies to optimize the selection of mutated routes. We
firstly integrate four representative attack strategies into a unified
mathematical model and formalize multiple network constraints.
Then, taking above network constraints into considerations, we
model RM process as a Markov decision process (MDP). To
look for the optimal policy of MDP, we develop a context
estimation mechanism and further propose the CQ-RM scheme,
which can adjust learning rate and mutation period adaptively.
Correspondingly, the optimal convergence of CQ-RM is proved
theoretically. Finally, extensive experimental results highlight the
effectiveness of our method compared to representative solutions.

Index Terms—Moving Target Defense, Distributed Denial-of-
Service (DDoS) attack, Route Mutation, Reinforcement Learning,
Context Awareness.

I. INTRODUCTION

NETWORK security is essential for service availability
and Quality of Service (QoS) against increasing common

network threats, such as Distributed Denial of Service (DDoS)
and eavesdropping. For example, as per the attack report in [1],
many Internet services were forced to interrupt under DDoS
attacks in 2018, which caused $221, 836, 80 in downtime
damage. Static network defense technologies always need to
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detect attack behaviors [2] [3] [4] or preserve privacy [5] [6],
but these technologies are easy to be disrupted. For instance,
current DDoS mitigation techniques [7] [8] try to filter out
attack traffic, but attack behaviors [9] are going more stealthy,
so that these techniques can not distinguish between benign
and malicious traffic. As a result, static network defense
technologies are incapable to resist the premeditated cyber
attack to a great extent.

To cope with this serious inherent weakness, Moving Target
Defense (MTD) technology [10] was proposed as a game-
changing innovation, which can modify network properties
to reduce the success probability of cyber attacks. Since
routing is a crucial asset to protect [11][12][13][14], many
route mutation (RM) techniques have been came out to im-
plement MTD in recent years [15]-[21]. RM changes routing
periodically to avoid the necessary of passing through some
compromised links or nodes. Early researches [15][16][17][18]
just consider purely random route mutation, which will avoid
attacks to a certain extent, but still limited. In [9], Kang et
al. show that the skewed distribution of flows result in the
emergence of critical links or nodes, which are easy to be
compromised by reconnaissance, eavesdropping and DDoS
attacks. Based on this conclusion, some researches [19] [20]
[21] have focused on recognizing attack strategies to optimize
mutation selections, but these approaches cannot response
fast to the changes of attack strategies. In fact, RM aims to
establish dynamics into static network by reconfiguring the
routing to keep unpredictability. The objective of this dynamics
is to invalidate attacker’s prior knowledge, which will thwart
the attack chain. Thus, RM has become an emerging MTD
solution to defend against network threats.

Although considerable researches have been devoted to RM
[15]-[21], rather less attention has been paid to withstand
sophisticated DDoS attack, e.g., attack strategy is dynamic.
Frequent changes of attack strategy will cause two big chal-
lenges that need to be studied and addressed in depth for
RM techniques. Firstly, and most importantly, the blindness of
mutated routing selection gives rise to inadequate attack avoid-
ance due to insufficiency self-learning in attack strategies,
which adversely impact the benefits from RM. Secondly, when
facing dynamic attack strategies, RM can’t adjust mutation pa-
rameters (e.g., mutation period) adaptively to reduce network
overheads because current methods are unable to characterize
and analyze the real-time network situation. Consequently,
how to mitigate sophisticated DDoS attack to improve the
effectiveness and feasibility of RM scheme leaves much to
be desired.

Authorized licensed use limited to: University of Technology Sydney. Downloaded on April 28,2021 at 07:20:51 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2021.3065680, IEEE Internet of
Things Journal

IEEE INTERNET OF THINGS JOURNAL, VOL. XX, NO. X, XX 2021 2

To address the problems above, we propose a Context-
aware Q-learning method for network Route Mutation (CQ-
RM), which is a significant extension of our previous work
[22]. The objective of CQ-RM is to learn attack strategies
iteratively with adjusting learning rate and mutation period
adaptively. Distinguished from existing solutions, we apply Q-
learning [23] into RM innovatively. Q-learning is a model-free
reinforcement learning (RL) algorithm that can evaluate the
state-action value effectively. RL has been used in theoretical
analysis of attack behaviors [24] [25], enhance security [26]
and data privacy [27]. In this paper, we attempt to design
an extended Q-learning algorithm for RM scheme to defend
against dynamic attack strategies. To the best of our knowl-
edge, this is the first work to employ an extended Q-learning
in solving RM issues.

To sum up, the main contributions of this paper are sum-
marized as follows:

1) Considering practical conditions, we model multiple
network requirements. Based on Satisfiability Modulo
Theory (SMT), above requirements are all transformed
into network constraints to guarantee the feasibility of
mutated routes. We also integrate four representative
attack strategies into a unified mathematical model.

2) Taking above constraints into considerations, we model
RM process as a Markov decision process (MDP) with
multiple constraints. Thereinto, we define the state as
current flows’ distribution and the action as selecting a
mutated route. Then, how to select the optimal mutated
route will be transformed into looking for the optimal
policy of MDP. In particular, the malicious behaviors of
attacker becomes as a part of the environment.

3) For solving above optimization problem, we develop
an intelligent CQ-RM innovatively. A context estima-
tion mechanism is designed to characterize and analyze
network situation accurately. Differently form directly
applying Q-learning algorithm, CQ-RM is capable of
adjusting mutation period and learning rate adaptively
to reduce network overheads and accelerate the conver-
gence of learning.

4) To demonstrate the effectiveness, we analyze the com-
plexity and the optimal convergence of CQ-RM theoret-
ically. Then, we carry out extensive simulations and the
results show that CQ-RM provides significant improve-
ments in multiple aspects including defense, mutation
overhead, network and convergence performance with
respect to state-of-the-art approaches.

The rest of this paper is organized as follows: Section II
explains the related work. System architecture, mutation space
formalization and threat model are introduced in Section III.
In Section IV, an optimization problem is stated in detail. Next
in Section V, to solve the optimization problem, we propose
a CQ-RM scheme, which can adjust mutation period and
learning rate adaptively. Furthermore, the theoretical analysis
of CQ-RM including complexity and convergence is given
in Section VI. Section VII shows extensive experimental
evaluation about CQ-RM. Lastly, section VIII concludes this
paper.

II. RELATED WORK

RM is one of the most important research directions in
MTD technologies. In the early researches, mutated routing
selection is purely random. For example, Duan et al. [16]
firstly present a RM framework called random route mutation
(RRM), which adopts SMT to acquire appropriate mutated
routes. Based on the previous RRM, the work by Gillani et al.
[17] formulates both network performance and crossfire attack
into SMT constraints. The work by Aseeri et al. [18] proposes
a bidirectional multipath routing algorithm. By the negotiation
between source and destination, routes are mutated randomly
during multi-flow transmission. Other researches [28][29][30]
employ software defined network (SDN) to improve perfor-
mance in implementation. However, these approaches have the
deterministic routing selection strategy and don’t consider the
importance of different nodes or links to optimize mutation
behaviors. Over the recent years, researches have focused on
this problem and tried to propose some solutions. The work
by Zhang et al. [20] proposes a mutation selection strategy
that uses hypothesis test to learn malicious reconnaissance
strategies. The work by Duan et al. [21] presents a proactive
RM technique to invalidate attacker’s knowledge about critical
links in the network. These approaches can learn the adversary
strategy to some extent, but the ability of learning is still
limited and cannot response fast to the changes of attack
strategies.

Some researches consider different attacks such as crossfire
attack [31]. Aydeger et al. [31] present an SDN-based MTD
for proactive and reactive defense simultaneously against
crossfire attack. There also exist other researches, for instance,
Rauf et al. [32] present a decentralize RM scheme without
reconfiguring infrastructure devices and Tan et al. [33] propose
an area-dividing RRM that can decrease convergence time
caused by link changes. All of these approaches don’t analyze
the network situation to reduce network overhead, which will
cause the feasibility of RM to be limited.

On the other hand, many researchers have been inspired
to apply RL into solving security problems. For example,
Yousefi et al. [24] propose an RL-based attack graph analysis
for discovering the potential attack path. Trejo et al. [25]
investigate the stackelberg security game. Then, they formulate
an adaptive actor-critic framework, and finally find the Nash
equilibrium of game. Xiao et al. [26] apply deep Q-network
(DQN) into a mobile crowdsensing system to derive the
optimal policy against sensing attacks. Xiao et al. [27] use RL
to provide secure offloading for edge nodes against jamming
attacks. In [34], R. Elderman et al. use different RL algorithms
to examine their effectiveness of learning opponents in an
incomplete information markov game.

From all these RL-based approaches, we can know the
basic idea of RL is to learn optimal strategy iteratively by
maximizing cumulative reward value from the environment.
Therefore, RL methods are more focused on the strategy of
learning to solve problems. Based on these characteristics, RL
is considered as a good way to address the main problems
in current RM researches. This is because it can optimize the
mutated routing selection by learning attack strategies and be
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efficient towards multiple kinds of attacks. Meanwhile, the op-
timal mutated routing selection can reduce mutation overhead
effectively. Nevertheless, to the best of our knowledge, the
study of combining RM technology with RL is still in a blank
stage. Hence, this work is the first attempt to apply RL into
solving RM issues.

III. PRELIMINARY

In this section, we introduce system architecture, and for-
malize the RM space and threat model.

A. System Architecture

Fig.1 shows the framework of our proposed CQ-RM
scheme, which is deployed in the centralized network, e.g.,
SDN. Centralized controller, where the defender is located,
has the ability of computing and completing route generation
by sending flow tables to routers, which carry out the next
mutated route. The protected substrate network consists of
many nodes (switchers or routers), which is connected to end-
hosts. Each flow is from an end-host to any another end-
host and lasts for a certain period of time. Without loss of
generality, we assume that there are multiple flows transmitted
concurrently in the network. In practical, centralized controller
collects and stores traffic information from routers by remote-
ly installing monitoring softwares, such as Cacti [35]. The
network topology won’t change violently because changing
topology is generally expensive and slow [36]. Substrate
network can be abstracted as a directed graph G = (V,E),
in which V is node set and E is edge set. An attacker initially
compromises or resides in some of the nodes. Whereafter,
it can uses the nodes as step stones and further conducts
malicious actions like reconnaissance or DDoS attack.

Fig. 1. Framework of CQ-RM scheme.

B. Route Mutation Space Formalization

Considering mutated routes should satisfy multiple network
constraints, we formalize these constraints based on SMT [37].
Suppose the network includes n nodes denoted as v1, . . . , vn
and m edges denoted as e1, . . . , em. The incoming edge set
of node vi(1 ≤ i ≤ n) is defined as Ii, the outgoing edge
set of node vi is defined as Oi, and the set of incoming and
outing neighbor nodes of vi is defined as Li. We define the

flow set as F and use boolean variable bfi to denote whether
node vi is selected into flow f (f ∈ F), and if so, bi equals
1, otherwise bi equals 0. Hence, the route formalization of
flow f is Bf =

{
bf1 , b

f
2 , · · · , bfn

}
. Based on the practical

conditions, the flow f from source S to destination D should
satisfy multiple constraints, and they can be formalized with
SMT as following:

1) Reachability Constraints: A valid mutated route should
be reachable from source S to destination D, which can be
formalized as: ∑

eji∈Oj ,vi∈Lj

bfi =
∑

eij∈Ij ,vi∈Lj

bfi , (1)

∑
eSi∈OS ,vi∈LS

bfi = 1,
∑

eiS∈IS ,vi∈LS

bfi = 0, (2)

∑
eiD∈ID,vi∈LD

bfi = 1,
∑

eDi∈OD,vi∈LD

bfi = 0, (3)

bfi ∈ {0, 1},∀vi except S and D,∀f ∈ F . (4)

First equation indicates that any node (except source and
destination) must have identical number of outgoing and
incoming edges in the flow. The second and third equations
indicate that source and destination must be S and D. The last
equation denotes the value range of variable bfi .

2) Middle-ware Device Constraints: An application flow
might require some specialized services from the substrate
(e.g., the IPSec, etc.). Mostly, only a handful of nodes can
provide such requested feature. Suppose these nodes are
bfi1 , · · · , b

f
ik

, the SMT formalization is:(
bfi1 = 1

)
∨ · · · ∨

(
bfik = 1

)
, vik ∈ V,∀f ∈ F , (5)

which indicates the flow f must pass through one of these
middle-ware devices.

3) Capacity Constraints: Mutated routes cannot pass
through those switch nodes that have no resources for usage
costs. This constraint is formalized as:

M∑
k=0

bfki c
fk
i ≤ Cthi ,∀vi ∈ V, fk ∈ F , (6)

whereM is the number of flows passing through node vi, c
fk
i

denotes the cost of using the resource at switch node vi in
flow fk and Cthi is the maximum threshold of cost at node vi.
The important characteristic on switch nodes is that the costs
of resource usage inflate with the increase on the workloads
of resources. Thereinto, cfki can be described as:

cfki = C′i

(
ξ

1− C′i(k)
C′
i

c − 1

)
,∀vi ∈ V, fk ∈ F , (7)

where C′i(k) is the number of available entries in the routing
table at node vi when the k-th flow arrives. In addition, ξc is
a parameter that is usually set to 2n, n is the total number of
nodes [38].

Authorized licensed use limited to: University of Technology Sydney. Downloaded on April 28,2021 at 07:20:51 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2021.3065680, IEEE Internet of
Things Journal

IEEE INTERNET OF THINGS JOURNAL, VOL. XX, NO. X, XX 2021 4

4) Quality of Service Constraints: Mutated routes should
satisfy some required QoS, such as transmission delays or max
number of hops. The delay SMT formalization is described as:∑

vi∈V
bfi Df +

∑
vi∈V

∑
vj∈Li

bfi b
f
jDt ≤ ϕ

th
del,∀f ∈ F , (8)

where Df is node forward delay and Dt is link transmission
delay. In addition, ϕthdel is the threshold of delay. The hop SMT
formalization is described as:∑

vi∈V
bfi ≤ ϕ

th
hop,∀f ∈ F . (9)

It means total hop is smaller than threshold ϕthhop.

C. Threat Model

For an attacker, it can discover the network topology by
reconnaissance in advance. High-volume malicious traffic is
usually easy to be filtered while low-volume malicious traffic
is adopted widely to cause packets dropping [39]. Therefore,
selecting multiple nodes to send low-volume traffic is more
likely to obstruct a flow persistently. If nodes in the route are
attacked successfully, both attacker and defender know results.
In addition, the attacker’s resources are limited, it’s impossible
to compromise all nodes simultaneously. The maximum ability
of attacker is supposed to attack ρ nodes. In order to maximize
the effectiveness, the attacker needs to adopt appropriate
strategies. As shown in Fig.2, we investigate four widely used
attack strategies.

Fig. 2. Four attack strategies and mixed strategy with entropy constraints

(1)Critical Node Attack: An attacker is more likely to
select nodes with high degree to launch DDoS attacks [40].
Let D(i)(1 ≤ i ≤ n) be the degree of node vi. Let Pnode(i)
be the probability of selecting node vi to attack, and it can be
written as:

Pnode(i) =
λnode(i)D(i)∑n
i=1 λnode(i)D(i)

, (10)

where λnode(i) is the coefficient of node vi. The objective
of coefficient λnode is to amplify the selection probability of
high-degree nodes to avoid randomization. Sorting all nodes
in decreasing order of degree, if node vi is one of ρ highest

degree nodes, λnode(i) will be a large constant (λnode(i) > 1).
Otherwise, λnode(i) will be 1.

(2)Critical Edge Attack: Let B(i, j) be the weight of edge
connecting nodes vi and vj , where B(i, j) = D(i) × D(j).
We describe the probability of selecting edge eij to attack as
follows:

Pedge(i, j) =
λedge(i, j)D(i)D(j)∑n

i=1

∑
j∈Li λedge(i, j)D(i)D(j)

, (11)

where λedge(i, j) is the coefficient of edge eij . The objective
of coefficient λedge is also to amplify the selection probability
of high-degree edges to avoid randomization. Sorting all edges
in decreasing order of weight, if edge eij is one of 0.5ρ
highest weight edges, λedge(i, j) will be a large constant
(λedge(i, j) > 1). Otherwise, λedge(i, j) will be 1.

(3)Multi-target Attack: This strategy is abstracted from
crossfire attack [9]. Let χ be the target node set and |χ| be the
cardinality of the set. The attacker firstly selects a random node
vi(1 ≤ i ≤ n) to make χ = {vi}. If |Lχ| < ρ, all neighbor
nodes will be added into χ and iterating above process until
|Lχ| ≈ ρ. Then, the attacker sends malicious traffic to nodes
in the set Lχ to throttle shared edges, which will cause the
denial to service of nodes in χ indirectly.

(4)Experience Attack: An attacker can determine the pri-
ority of targets based on its knowledge background. The
probability of selecting node vi to attack is shown as follows:

Pexp(i, t0) =

∑t0
t=1 Bi(t)∑n

i=1

∑t0
t=1 Bi(t)

, t0 ∈ N+, (12)

where Bi(t) denotes whether node vi is compromised by the
attacker at time slot t, and if so, Bi(t) = 1, otherwise 0.

Considering above four strategies, we formulate a unified
mathematical model to select attack strategy dynamically. We
define the strategy space as Σa = {σ1, σ2, σ3, σ4} and the
probability distribution as Pa = {p1, p2, p3, p4}, which should
satisfy:

0 ≤ px ≤ 1,∀px ∈ Pa and
∑
px∈Pa

px = 1. (13)

Relative entropy describes the similarity of two probability
distributions and is defined as:

D(Pa(t+1)‖Pa(t)) = −
∑
px∈Pa

px(t+1) log
px(t+ 1)

px(t)
, (14)

where Pa(t) is the probability distribution at time slot t.
To ensure the unpredictability of attack strategies, probability
distribution also needs to change dynamically, and it can be
formalized as:

D(Pa(t+ 1)‖Pa(t)) ≥ ϕtha , (15)

where ϕtha is the threshold.

IV. PROBLEM STATEMENT

We assume that the time is divided into equal slots, whose
length is ∆T . Hence, time can be slotted with time index
t ∈ {0, 1, 2, · · · }. In this section, we model the process of RM
as a MDP containing the basic elements of state set, action set,
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state transition probability, and reward function. Then, how to
select the optimal mutated route is transformed into looking
for the optimal policy of MDP.

(1)State Set: the network state is denoted as a multi-
dimensional vector S(t) = {s1, · · · , sn}, where si (1 ≤ i ≤
n) is the number of flows passed through node vi at time slot
t. Assuming the quantified number of flow distributions is L,
the state set can be expressed as S = {S1, S2, · · · , SL}. When
L becomes very large, the convergence of RL will be slow.
This problem has been solved in our other work [41].

(2)Action Set: selecting a mutated route can be considered
as an action, which is denoted as a multi-dimensional vector
Af (t) =

{
bf1 , · · · , bfn

}
, where bfi = 1 denotes node vi is

selected into the route of flow f at time slot t, otherwise
bfi (t) = 0. It can be seen that the total number of possible
mutated action is 2n, which will grow exponentially with
the number of network nodes. However, most actions in
mentioned space are illegal because they don’t satisfy network
constraints formalized in Section III.B. Supposing the number
of feasible mutated routes is H , action set can be described
as Af =

{
Af1 , A

f
2 , · · · , A

f
H

}
.

(3)State Transition Probability: the state transit between
consecutive time slots is decided by the state transition prob-
abilities. According to the Markov property, the network state
S(t+ 1) depends only on current state S(t) and the selected
action Af (t), thus we denote the state transition probability
as Pr

(
S(t+ 1)|S(t), Af (t)

)
.

(4)Reward Function: to evaluate the effectiveness of ac-
tions, a reward function needs to be designed. For simplicity
and without loss of generality, we define the reward, influenced
by attack behaviors, as follows:

R(t) =

{
−ξrN (t), if route is attacked successfully
C, if route avoids being attacked

(16)
where ξr is a coefficient, N (t) is the number of nodes
compromised by the attacker at time slot t and C is a constant.
If current route is attacked successfully,R(t) will be a negative
value linearly related to N (t). On the contrary, if current route
avoids attacks, R(t) will be a positive constant.

Based on the perspective of defender, its objective is to
select the optimal mutated route, which can be transformed
into solving the problem of maximizing expected cumulative
reward obtained from the environment. To this end, we for-
mulate the optimization problem for RM as follows:

P1 : max
π

Eπ

[ ∞∑
k=0

γkR(t+ k)

∣∣∣∣∣S(t) ∈ S

]
(17)

s.t. (1)− (9), and (13), (18)

where π is the policy of selecting mutated routes, E is
expectation operator and γ is a discount factor between 0 and
1.

Theoretically, above optimization problem can be solved by
the traditional dynamic programming method [42]. However, it
is hard to mathematically trace the state transition probability
of RM process, which must be used for computing in this
scenario. Fortunately, RL has shown the capability to learn the

optimal policy, enabling it a good fit for MDP. In this problem,
the attacker becomes as a part of the environment. Meanwhile,
considering that the defender cannot know attacked targets in
advance, P1 is considered as an online problem with multiple
constraints. Therefore, to solve P1, we develop a context-
aware Q-learning algorithm, which can adjust learning rate
and mutation period adaptively.

V. CONTEXT-AWARE REINFORCEMENT LEARNING-BASED
ROUTE MUTATION SCHEME

Usually, programmable centralized controller has limited
computing and communication resources. However, solving
mutated routes that satisfy SMT constraints formalized in
Section III.B is NP-complete [16], and real-time computing
for mutated routes will consume lots of resources. In this pa-
per, considering aforementioned problem, all feasible mutated
routes are pre-calculated by Z3 solver [49] in the centralized
controller, staged in router configurations in advance and
activated on demand. Then, P1 can be transformed into a
new problem that selects feasible mutated routes to maximize
the objective function. Fig.3 shows the flow chart of CQ-
RM scheme. There exist two cycles, which are learning and
awareness cycle respectively. At each time slot, the defender
selects a feasible mutated action, then decided by attacker’s
behaviors, reward and state transition will be returned back to
defender for iterative learning, which is called the learning cy-
cle. Context estimation mechanism collects information from
the defender and environment, then it outputs threat value to
help adjust learning rate and mutation period, which is called
the awareness cycle.

Fig. 3. Flow chart of CQ-RM scheme

In conclusion, CQ-RM makes important contributions to the
following two stages:
• Accurately estimates the reliability of context in real time,

which is illustrated in Section V.A.
• To solve the optimization problem P1, an extended Q-

learning algorithm, which contains dynamic learning rate
and adaptive mutation period modules, is proposed in
Section V.B.

CQ-RM is also general enough to consider new attack
strategies by only updating threat model without changing any
other parts.
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A. Context Estimation Mechanism

The objective of context estimation mechanism is to analyze
the reliability of context, which depends on whether selected
routes are compromised by attacker. In this paper, context can
be regarded as current network situation. We formulate the
context as four-tuple

〈
Cat , G

a
t , C

d
t , G

d
t

〉
, where Cat is attack

cost, Gat is attack profit, Cdt is defense cost and Gdt is defense
profit. In DDoS attack architecture, command-and-control
server issues commands to zombie machines to send malicious
traffic. If attacked nodes are not in the route, malicious traffic
sent to these nodes can be regarded as attack cost. If reducing
the network system throughput successfully, the attacker will
have corresponding attack profit. On the other hand, mutating
routes periodically also has defense cost, i.e., loss of system
throughput. If routes are protected successfully, the defender
will have defense profit. We give following definition:

Definition 1. We define context matrix Φ as:

ΦT×I ,


φt,i = −gat,i, if vi in the route is attacked,
φt,i = gdt,i, if vi in the route avoids attacks,
φt,i = 0, otherwize,

(19)
where T denotes time slots, I denotes nodes, gat,i ∈ Gat denotes
the attack profit at node vi and gdt,i ∈ Gdt denotes the defense
profit at node vi.

Context matrix is the log of attack-defense confrontations.
In context matrix, each row represents the confrontation result
at one time slot. If node vi in the route is attacked successfully
at time slot t, gat,i will equal to the loss of system throughput.
On the contrary, if node vi in the route avoids attacks at
time slot t, gdt,i will equal to the real-time system throughput.
Otherwise, if node vi is not in the route at time slot t, there is
no attack profit or defense profit, i.e, φt,i will be zero. Based
on the context matrix, we calculate the context value, whose
definition is shown as follows:

Definition 2. The context value Ω is described as:

Ω (T ) ,
1

T

T∑
t=1

(
n∑
i=1

φt,i +
n∑
i=1

ĉat,i − Cdt

)
, (20)

where ĉat,i is the estimated attack cost at node vi at time slot
t from the perspective of defender.

Existing intrusion detection method [43] can detect the
malicious traffic with high accuracy rate. The relationship
between estimated attack cost and true attack cost is ĉat,i =
ξac

a
t,i (0 < ξa < 1, cat,i ∈ Cat ), where ξa is the accuracy

rate. It’s worth to be noted that only estimated attack cost ĉat,i
is known for the defender while actual attack cost cat,i and
accuracy rate ξa are both unknown. If node vi is attacked at
time slot t, but is not in the route, ĉat,i will equal to the volume
of detected malicious traffic. In addition, the mutation cost Cdt
is formalized as:

Cdt = ξd ×
n∑
i=1

|bfi (t)− bfi (t− 1)|, t ≥ 2, (21)

where ξd is the cost coefficient. The definition of context value
is to calculate the sum of all profits and costs, then take the

mean value of sum on time slots. To improve the accuracy
of context awareness without being influenced by incomplete
information, we define threat value as the negative derivative
of context value, which is shown as follows:

Definition 3. The threat value K at time slot t0 is defined as:

K(t0) , −Ω′ (t0) = − lim
∆t→0

Ω (t0 + ∆t)− Ω (t0)

∆t
. (22)

Threat value is to utilize the trend of context value to
represent the reliability of context. It is easy to understand that
when K > 0, the reliability is low because the profit of attacker
becomes larger in the attack-defense confrontation. Otherwise,
when K < 0, the reliability is high because the profit of
defender becomes larger in the attack-defense confrontation.

Algorithm 1 Context Awareness Algorithm
Input: {ĉat,1, · · · , ĉat,n}, {φt,1, · · · , φt,n}, Cdt .
Output: Threat value K.

1: Update the context matrix ΦT×I via formula (20).
2: Calculate context value Ω (t) via formula (21).
3: Calculate threat value K via formula (22).
4: return K.

The pseudo code of context estimation mechanism is shown
as Algorithm 1. The inputs of context awareness algorithm are
estimated attack cost, attack profit, defense profit and defense
cost. First of all, as context matrix only records information
of previous time slots, we update it to contain the latest
information (line 1). Then, we calculate context value and
threat value (line 2-3). Finally, The output is the threat value
of current time slot (line 4). In general, our context estimation
mechanism is an effective method to assess reliability of
context and will be applied in next section.

B. Extended Q-learning Algorithm for Optimization Problem

We now use RL to solve the optimization problem of
mutated routing. The objective of RL is to learn the optimal
strategy for accomplishing goal by maximizing cumulative
reward obtained from the environment. Among many of RL
algorithms, Q-learning is a model-free algorithm that can
evaluate the state-action value (Q-value) effectively. According
to Bellman equation, update process after state transition is
shown as following:

δ = R(t) + γmax
A′

Qt (S(t+ 1), A′)−Qt (S(t), A(t)) ,

(23)
Qt+1 (S(t), A(t)) = Qt (S(t), A(t)) + αδ, (24)

where δ is TD-error and Qt is Q-value at the time slot t.
In addition, Q-learning also has the dilemma between select-

ing the action that has highest state-action value (exploitation)
and selecting other actions to update Q-values (exploration).
There exist three distinguished exploration strategies called
ε-greedy, softmax [44] and UCB-1 [45] respectively. In this
paper, we adopt ε-greedy that selects random action with
probability ε and the optimal Q-value action with probability
1− ε.
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Differently from applying Q-learning directly, we propose
an extended Q-learning algorithm for RM to adjust the
learning rate and mutation period adaptively. Extended Q-
learning algorithm mainly have two extra modules, which are
introduced next.

(1)Dynamic Learning Rate Module: To accelerate the
convergence rate of Q-learning, learning rate is adjusted by
context estimation mechanism. Update process after state
transition can be rewritten as following:

Qt+1 (S(t), A(t)) = Qt (S(t), A(t)) + αt (K) δ

= (1− αt (K))Qt (S(t), A(t))

+ αt (K)
[
R(t) + γmax

A′
Qt (S(t), A′)

]
,

(25)

where αt (K) is the dynamic learning rate depended on threat
value K. Then, we use sigmoid function to define dynamic
learning rate function:

αt (K) , 1
/(

1 + e−K
)
τ , (26)

where τ is the time duration that consists of multiple time
slots. We defined it as τ =

⌈
t
ξτ

⌉
(ξτ ∈ N+).

The learning rate α determines the rate at which new
information overrides the old one. When most nodes in the
route have been attacked, α should be closer to 1. It indicates
that the defender will focus more on new information. When
most nodes in the route avoid attack, α should be closer to 0. It
indicates that the defender will focus more on old information.

(2)Adaptive Mutation Period Module: Mutation period
is the key feature of impacting the defense performance.
Short mutation period will lead to high network overheads
while long mutation period will decrease the effectiveness of
RM. Therefore, determining the length of mutation period
is a trade-off between defense performance and network
overheads. We propose an adaptive mutation period based on
the context estimation mechanism. This module can adjust the
length of mutation period under different threat values in order
to reduce network overheads and keep defense performance
simultaneously. The principle of adaptive mutation period
module is described as following:

Np =

 τm, when K > ϕthl ,
Clτm, when K ≤ ϕthl and K > ϕthh ,
Chτm, when K ≤ ϕthh ,

(27)

where parameter τm is the basic mutation interval. Cl and Ch
are both constants with Cl ≤ Ch. ϕthl and ϕthh are low and
high thresholds respectively. K is the threat value calculated by
formula (22). When threat value K is high, the mutation period
becomes short. On the contrary, when threat value K is low,
the mutation period becomes long. Our focus here is to design
an adaptive mutation period module, which aims to reduce
network overheads. Multiple parameters in this adaption rule
can be set according to experiment data in practice.

The pseudo code of extended Q-learning for RM is shown as
Algorithm 2. Discount factor, greedy factor and output matrix
Q are initialized (line 1-2). In addition, mutation period is
initialized with one time slot, and the value of mutation flag

is same as mutation period at beginning (line 3). Then, the
defender explores different network states without knowledge
background. The exploration starts from a random network
state until after T time slots, which is called an episode (line
4-5). On each time slot, if mutation flag equals 0, the defender
will use greedy policy to select an action (line 7-15). Then, the
defender executes the selected action and observes the reward
R(t) (line 16-18). Reward is decided by attack behaviors
formulated in threat model. The learning rate and mutation
period are adjusted by two modules specified as before (line
19-21). Mutation flag is reset to a new mutation period (line
22). Finally, the matrix Q will be updated (line 23). We should
notice that the maximization problems in line 14 and 23 are
easy to be solved by only querying the Q-table to find the max
Q-value.

Algorithm 2 Extended Q-learning Algorithm for Route Mu-
tation
Output: Mutated route selection policy (Matrix Q).

1: Set parameters of discounted factor γ, greedy factor ε.
2: Initialize Q as 0s.
3: Initialize mutation period Np = 1 and mutation flag Fp =
Np.

4: for episode k = 1, 2, · · · ,K do
5: Select a random initial state (S(t) ∈ S).
6: for time slot t = 1, 2, · · · , T do
7: Fp = Fp − 1.
8: if Fp == 0 then
9: Choose a random probability p.

10: Select one mutated route from RM space as,
11: if p ≤ ε then
12: Randomly select an action Af (t).
13: else
14: Af (t) = arg maxAf Q(S(t), A′).
15: end if
16: Execute mutated action Af (t)
17: Observe outcome reward R(t).
18: Obtain next state S(t+ 1).
19: Update threat value K via Algorithm 1.
20: Adjust learning rate αt via (26).
21: Adjust mutation period NP via (27).
22: Reset Fp = Np.
23: Update Q:

Qt+1

(
S(t), Af (t)

)
= (1− αt (K))Qt

(
S(t), Af (t)

)
+ αt (K)

[
R(t) + γmax

A′
Qt (S(t+ 1), A′)

]
.

24: end if
25: end for
26: end for
27: return Q

VI. COMPLEXITY AND CONVERGENCE ANALYSIS

In this section, we theoretically investigate two properties,
which are complexity and convergence respectively.
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A. Complexity Analysis

Assuming that |S| is the number of network states, |A| is
the number of mutation actions, |T | is the number of time
slots, n is the number of nodes and |K| is the number of
episodes. The space complexity of Algorithm 1 is O(n|T |)
and that of Algorithm 2 is O (|S||A|). The time complexity of
Algorithm 1 is O(|T |). Considering that the Algorithm 2 is a
kind of value iteration algorithm, its max time complexity is
O (|K||T |(|A|+ |T |)).

B. Convergence of Threat Value

From the global perspective, just for proving the conver-
gence of threat value, we model the interactions between
attacker and defender as a finitely repeated game. In the
time horizon, we assume the number of attacks is finite but
sufficient. Attack strategies and RL exploration strategies are
supposed to be public. In addition, interaction history, utility
functions and the type of game are also common knowledge.

Definition 4. (Repeated RM Game): The repeated RM game is
defined as a tuple < N ,A,D,Σ, U >, where N = {Na,Nd}
represents attacker and defender respectively, A represents
attacker’s action set, D represents defender’s action set,
Σ = {Σa,Σd} represents the mixed-strategy set of attacker
and defender, U = {Ua, Ud} represents the utility function of
attacker and defender, which can be described as:

Ua =
1

T

T∑
t=0

uta (σa) =
1

T

T∑
t=0

(
n∑
i=1

(
gat,i − cat,i

))
, σa ∈ Σa,

(28)

Ud =
1

T

T∑
t=0

utd (σd) =
1

T

T∑
t=0

(
n∑
i=1

(
rdt,i
)
− Cdt

)
, σd ∈ Σd,

(29)
where T is the number of stages and {utk (σk)} is the one-shot
utility of player k with mixed-strategy σk at time slot t.

Because the game is strictly competitive, it’s impossible
to cooperate between attacker and defender. As per [46],
the existence of fixed point satisfies the Kakutani’s theorem,
there exists a mixed strategy equilibrium σ∗ in the one-shot
game. Therefore, there also exists at least one subgame perfect
Nash equilibrium in the repeated game [47]. Let t∗ be the
equilibrium beginning time. When arriving the equilibrium σ∗,
one-shot utility values are constants that defined as ut

∗

a (σ∗)
and ut

∗

d (σ∗). Then, we can have:

ut
∗

d (σ∗)− ut
∗

a (σ∗) =
n∑
i=1

(
gdt∗,i − gat∗,i + cat∗,i

)
− Cdt∗

=
n∑
i=1

φt∗,i +
n∑
i=1

cat∗,i − Cdt∗ .
(30)

Based on the relationship between estimated attack cost and
true attack cost, we know

∑n
i=1 ĉ

a
t∗,i is also constant. We

define equilibrium context value Θ0 as:

Θ0 =
n∑
i=1

φt∗,i +
n∑
i=1

ĉat∗,i − Cdt∗ , (31)

where Θ0 is still constant. Then, by the Definition 3, we have:

K(t∗) = − lim
∆t→0

∆t

t∗
Θ0

∆t
= −Θ0

t∗
. (32)

Finally, K will converge to −Θ0/t
∗ from time slot t∗.

C. Optimal Convergence of CQ-RM

Watkins and Dayan [23] have proved that Q-learning al-
gorithm must converge to the optimal state-action value Q∗.
To show the optimal convergence of CQ-RM, we adopt the
convergence theorem of stochastic sequence from [48].

Lemma 1. The random process Pt taking values in Rn and
defined as:

Pt+1(S) = (1− αt)Pt(S) + αtGt(S), (33)

converges to zero with probability 1 under the following
assumptions:

1) The state and action spaces are finite,
2) 0 ≤ αt ≤ 1,

∑∞
t=0 αt =∞,

∑∞
t=0 α

2
t <∞,

3) E [Gt(S) |Ft] ≤ γ||Pt||∞, where γ ∈ (0, 1) ,
4) var [Gt(S)|Ft] ≤ C

(
1 + ||Pt||2∞

)
, where C > 0.

Here, Ft stands for the history at time slot t. The notation
‖ · ‖∞ refers to sup-norm. We define optimal Q-value as
Q∗ (S(t), A(t)) and subtract it from both sides of formula
(27). Then, Pt(S,A) = Qt(S,A) − Q∗(S,A), Gt(S,A) =
Rt + γmaxA′ Qt (S(t+ 1), A′) − Q∗ (S(t), A(t)) . We have
the same formulation as (33).

In CQ-RM, network states and actions are both finite.
When repeated game reaches the equilibrium, threat value will
converge to a constant described as K∗. The value of sigmoid
function 1

/(
1 + e−K

∗)
is also a constant described as Ψ.

We define τ∗ =
⌈
t∗

ξτ

⌉
to be the equilibrium beginning time

duration. Now we have:
∞∑
t=0

αt(K) =
1

(1 + e−K1)
+

1

2 (1 + e−K2)
+ · · ·+

1

τ∗ (1 + e−K∗)
+

1

(τ∗ + 1) (1 + e−K∗)
+ · · · .

(34)
The sum of series items before τ∗ is a constant defined as Θ1.
We rewrite (34) as:

∞∑
t=0

αt(K) = Θ1 −Θ2 + Ψ
∞∑
τ=1

1

τ
, (35)

where Θ2 =
(

1 + 1
2 + · · ·+ 1

τ∗−1

)/(
1 + e−K

∗)
and

Ψ = 1
/(

1 + e−K
∗)

. Since Θ1, Θ2 and Ψ are all
constants, we now just need to prove the divergency
of harmonic series

∑∞
τ=1 1/τ . We assume that the

harmonic series converges, so limn→∞(S2n − Sn) =
limn→∞(

∑2n
τ=1 1/τ −

∑n
τ=1 1/τ) = 0. On the contrary,

we also know S2n − Sn = 1/(τ + 1) + · · · + 1/2τ > 1/2.
It is obvious that above two formulas contradict each
other. Therefore, the assumption is not true, i.e.,∑∞
t=0 αt(K) = Θ1 −Θ2 + Ψ

∑∞
τ=1 1/τ =∞.
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Similar to above proof process, we have:
∞∑
t=0

α2
t (K) = Θ3 −Θ4 + Ψ2

∞∑
τ=1

1

τ2
, (36)

where Θ3 is the sum of series items before τ∗

and Θ4 =
(

1 + 1
4 + · · ·+ 1

(τ∗−1)2

)/(
1 + e−K

∗)2
.

In fact,
∑∞
t=0 αt

2 =
∑∞
τ=1 1/(τ2) = π2/6. Then,∑∞

t=0 α
2
t (K) = Θ3 − Θ4 + Ψ2π/6, i.e.,

∑∞
t=0 α

2
t < ∞.

Therefore, the assumption (2) is satisfied.
Next, we prove that the random process satisfies assump-

tions (3) and (4) curtly:

E [Gt(S,A)|Ft]

=
∑
S′∈S

P aS,S′

[
R(S,A) + γ max

A′∈A
Qt (S,A′)−Q∗(S,A)

]
≤ γ||Qt −Q∗t ||∞ = γ ‖Pt‖∞ ,

(37)
where we have the condition that

∑
S′∈S P

a
S,S′ = 1.

Var [Gt(S,A)|Ft]

= Var

[
R(S,A) + γ max

A′∈A
Qt (S(t+ 1), A′) |Ft

]
≤ C

(
1 + ||Pt||2∞

)
,

(38)

where R(S,A) is bounded, 0 < γ < 1 and C is a constant.
More details on the proof of assumptions (3) and (4) can be
seen in [49]. So Pt = Qt−Q∗ will converge to zero, i.e., Qt
will be the optimal Q-value when learning process converges.

VII. EXPERIMENTAL EVALUATION

To show the effectiveness of our proposed Algorithm 1 and
Algorithm 2, we conduct a series of simulations and compare
CQ-RM with latest solutions called I-RRM [21] and Two-
way Multi-path [18] respectively. In our experiment, SMT
constraints problem is solved by Z3 Solver [49], which is
a latest theorem prover from Microsoft Research and can
solve tens of thousands of constraints and millions of variables
[50]. Meanwhile, we utilize Python to build CQ-RM scheme
that combines Z3 solver. Considering that CQ-RM focuses to
protect cyber-physical systems in real-world complex network
environment, we use BRITE [51] to generate the experimental
network topology that satisfies Waxman model [52] with
parameter α = 0.2 and β = 0.15. As shown in Fig.4, the
number of nodes is set to 100 and red lines are examples
of feasible mutated routes from node 0 to node 50. We have
used a machine with Core i7-8750H, 2.2 GHz processor and
16GB RAM to run all simulation-based experiments. The main
simulation parameters are given in Table I. We analyze the
performance of proposed CQ-RM scheme from following five
aspects:

A. Defense Performance

Attack success rate is one of the most important parameters
to measure defense performance. We carry out 2.3× 105 time
slots of experiments and calculate the attack success rate on
each time slot against different attack strategies while I-RRM,
Two-way Multipath and CQ-RM are deployed respectively.

TABLE I
SIMULATION PARAMETERS

Description Value
Number of network nodes N = 100

Parameters of Waxman model α = 0.2, β = 0.15
Discount factor γ = 0.9
Number of IPS k = 20

The max capacity for node vi C′
i = 50 [38]

Parameter ξc ξc = 200 [38]
Node forward delay Df = 0.5ms [53]

Link transmission delay Dt = 10ms [53]
Link bandwidth 10Mbps

Total hop threshold ϕth
hop=15

The coefficient of reward ξr = 1
The accuracy rate ξa = 0.8

The coefficient of time duration ξ3 = 1× 104
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Fig. 4. Network topology with N = 100, where red lines are examples of
feasible mutated routes from node 0 to node 50.

As shown in Fig.5, attack success rate in I-RRM does
not change significantly over time slot. Experience attack has
the highest success rate, reaching about 25%. Other attack
strategies have the success rates of about 23.5%, 19.5% and
18.5% respectively. This is because experience attack has most
knowledge background, which can increase attack success
rate significantly. Compared with I-RRM, Two-way Multipath
can reduce attack success rate to a certain extent shown in
Fig.6. Experience attack also has the highest success rate,
reaching about 21%. Other attack strategies have the success
rates of about 16.5%, 15.25% and 15% respectively. The
results in Fig.7 show that attack success rate in CQ-RM drops
significantly with time slot until converges. Results indicate
that our proposed algorithm can learn attack strategy and
further avoid being attacked. Therein, the success rate of
experience attack gradually decreases from 27% to 15%. At
the beginning, success rate in CQ-RM is slightly higher than
that in I-RRM but eventually decreases by 12%. This is due
to random route selection has a little defense capability but
is still limited. The success rate of edge attack drops from
23% to 5% with a maximum decrease of 18%. Other attacks
decrease from 21% to 7% and from 20% to 10% respectively.

Particularly, the decline of success rate of mixed attack is
obviously smaller than that of other attack strategies because
mixed attack dynamically changes attack strategies at each
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time slot. As shown in Fig.8, we compare attack success rates
when three RM schemes deployed respectively. It is obvious
that CQ-RM can reduce attack success rate by about 10%
compared with I-RRM and about 5% compared with Multi-
path. Meanwhile, the difference of attack success rate of mixed
attack between three RM schemes is the least. However, CQ-
RM can still minimize the success rate of mixed attack. In
conclusion, experimental results prove that our method can
greatly reduce the success rate of various attack strategies
and is better than I-RRM and Two-way Multipath in defense
performance.
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Fig. 5. Defense performance comparison of five attack strategies when I-RRM
is deployed.
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Fig. 6. Defense performance comparison of five attack strategies when Two-
way Multipath is deployed.
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Fig. 7. Defense performance comparison of five attack strategies when CQ-
RM is deployed.
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schemes are deployed respectively.

B. Context-aware Analysis

As specified in Section V.A, context value is the sum of all
profits and costs in the attack-defense confrontation process.
As shown in Fig.9, red dashed line illustrates that the sum of
profits and costs reaches zero. Comparison with red dashed
line can reflect who has an advantage in the attack-defense
confrontation indirectly.

We calculate the context value with CQ-RM deployed
against different attack strategies. Now we analyze the trend
of context value to indicate the accuracy of context estimation
mechanism. According to results in Fig.9, context values of
attack strategies are all drop firstly and rise subsequently. It is
caused by the decline of attack success rate so that the defender
have more profit in the confrontation gradually. Context value
of node attack only drops a little and then increases rapidly
because the route avoids attacks largely in CQ-RM. On the
other hand, context value under mixed attack declines slowly
for a long time because mixed attack is hard to defense.
The defender needs to take more time slots to learn how to
avoid attacks. Similar results can be concluded in other attack
strategies. Based on these analysis, it is reasonable to define
the threat value with negative derivative of context value.
The threat value represents the accurate awareness of network
situation.
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Fig. 9. The context value of five attack strategies, where the red dashed line
indicates that the sum of profit and cost is zero.
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C. Mutation Overhead Performance

The cost of RM mainly includes network and management
overhead. Therefore, the added network performance overhead
is a key factor that leads to poor availability for RM scheme.
Considering that mutation at each time slot will cause a
large number of resource consumption, our proposed adaptive
mutation period module can reduce resource consumption in
learning process.

As shown in Fig.10, we set [C1, C2] pairs as [1, 1], [2, 4] and
[3, 5] respectively. [1, 1] means that mutation period does not
change adaptively in learning process. The results show that
adaptive mutation period module will not reduce the defense
performance of CQ-RM significantly while it will affect the
convergence time of CQ-RM slightly. The reason is context
estimation mechanism can guarantee non-mutation happens in
the relatively secure environment. Furthermore, we can know
that the number of mutation reduce substantially shown in
Fig.11, which means the mutation overhead can be reduced
to a great extent. The numbers of non-mutation under five
attack strategies are 2× 105, 1.75× 105, 1.7× 105, 1.25× 105

and 1.5× 105 respectively. Results show that the decrease of
mutation number is most under node attack while the decrease
of mutation number is least in the experience attack. It is
because the experience attack is depended on hit history so
that defender must take mutation actions more times to invalid
attacker’s knowledge background.
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Fig. 10. Defense performance of mixed attack deploying adaptive mutation
period module with [C1, C2] = [1, 1], [2, 4], [3, 5], where blue dashed line is
the success rate with consistent mutation period.

D. Network Performance

We consider two metrics called delay and mutation distance
to measure the network performance in the RM scheme. Delay
is one of the most important metrics for QoS. For simplicity,
we assume that hop count is proportional to network latency in
the relatively homogeneous network. This assumption has been
widely used in existing literature[54]. Mutation distance is
also positively correlated with the required additional network
overhead caused by RM.

As shown in Fig.14, delays under other attack strategies will
eventually decline about 46% except increasing by 30% under
the edge attack. The reason is when attacker selects the critical
edges to launch DDoS attack, defender should select the route
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Fig. 11. Deploying the adaptive mutation period module, the number of
mutation compares with the number of non-mutation.

that bypasses those critical edges, which will cause more delay.
As a whole, CQ-RM will not have a strong impact on delay.
The results in Fig.15 show that mutation distance decreases
gradually from about 3 at the beginning until converge to about
2. It means that mutation distance in CQ-RM under all attack
strategies drops by about 43%. This is because mutation period
will become longer with the decrease of attack success rate
in RL process. Hence, it can be explained that CQ-RM helps
reduce network overhead and increase the feasibility of RM
scheme.
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Fig. 14. Transmission delay comparison of four attack strategies when CQ-
RM is deployed.

E. Convergence Performance

Fitness [55] is regarded as the cumulative and incremental
update value of partial history. Fitness can be described as
F (hk), where hk = {S(0), A(0), S(1), · · · } is the state-action
history generated by the RL process in episode k and F
is a kind of evaluation measure for the history. In practice,
fitness can be approximated as F (hk) ≈

∑|hk|
t=1 δ (t), where

|hk| is the number of time slots in history hk and δ (t) is
calculated by (23). We compare dynamic learning rate with
constant learning rate that set as 0.9. As shown in Fig.16, the
fitness of dynamic learning rate rises faster than the fitness
of constant learning rate at beginning. However, after about
0.75 × 105 time slots, the fitness of constant learning rate
exceeds the fitness of dynamic learning rate and the difference
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Fig. 12. Defense performance of four attacks deploying the adaptive mutation period module with [C1, C2] = [1, 1], [2, 4], [3, 5], where blue dashed line is
the success rate with consistent mutation period. (a) Node attack. (b) Edge attack. (c) Multi-Target attack. (d) Experience attack.
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Fig. 13. Convergence performance comparison between dynamic learning rate and constant learning rate. (a) Node attack. (b) Edge attack. (c) Multi-Target
attack. (d) Experience attack .
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Fig. 15. Mutation distance comparison of four attack strategies when CQ-RM
is deployed.

of fitness becomes larger from that moment. At last, the fitness
of dynamic learning rate has converged while the fitness of
constant learning rate still increases. When attack success rate
converges, dynamic learning rate is close to zero so that the
fitness of it converges more quickly. It illustrates that dynamic
learning rate can accelerate the convergence of RL. The similar
experimental results are also shown in Fig.13(a), Fig.13(b),
Fig.13(c) and Fig.13(d).

VIII. CONCLUSION AND FUTURE WORK

In this work, we have proposed the CQ-RM scheme to
increase the defense performance significantly. Firstly, we

0.5×10
5

1.0×10
5

1.5×10
5

2.0×10
5

Time Slot

0

-1

-2

-3

-4

-5

F
it

n
e
s
s

Context Awareness

Constatn-0.9

×10
5

Fig. 16. Convergence performance comparison between dynamic learning
rate and constant learning rate.

formalize network constraints based on SMT and integrate
four representative attack strategies into a unified mathemat-
ical model. Considering the requirements of adaptiveness,
we develop a context estimation mechanism to characterize
and analyze the network situation accurately. Based on this
mechanism, we design adaptive mutation period and dynamic
learning rate module. Then, we further propose a novel extend-
ed Q-learning algorithm that can adjust mutation period and
learning rate adaptively. Furthermore, the complexity analysis,
the convergence of threat value and the optimal convergence
of CQ-RM are proved theoretically. Finally, we conduct se-
ries of simulation experiments to confirm the feasibility and
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effectiveness of our method.
In future work, we will investigate how to deploy our CQ-

RM scheme in distributed SDN controller. Besides, we will
also discuss the learning of optimal mutation period to improve
the effectiveness of CQ-RM particularly.
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