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Abstract 

As the side effect of urbanization, acoustic noise from various sources is the most 

common health threat in our day-to-day life. Passive noise control methods are 

constrained by several factors such as frequency content of noise, absorbing material type, 

thickness and geometry. Alternatively, active noise control method has emerged as a 

promising solution to control low-frequency noise cost-effectively. In an active noise 

control system, the acoustic path from the control source to the error microphone affects 

the control performance. If the reference microphone is placed in close proximity of the 

control source, an unwanted acoustic feedback signal from the control source will be 

captured by the reference microphone, which may lead to system instability. Furthermore, 

the adaptive control algorithms have a high computational complexity, which limits its 

application with high sampling frequency and the scalability of a control system for 

generating a larger quiet zone. Various algorithms have been proposed in literature for 

modelling acoustic paths, low-complexity implementation of single and multiple channel 

control systems. However, they are still constrained by factors such as computational 

complexity, noise reduction performance, causality issue and stability issue.  

    The objectives of this PhD research are to develop low-complexity algorithms for (1) 

online modelling of acoustic paths without affecting noise reduction performance, (2) 

achieving improved control performance at transient and steady state, (3) high sampling 

frequency operation and broadband noise control and (4) multiple channel decentralized 

algorithm for broadband noise control.  

    In the first aspect of this thesis, the online modelling of secondary path and feedback 

path are explored and two active control methods are proposed. One method is for online 

modelling of secondary path, and the other is for online modelling of feedback path. 
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Unlike the existing methods in literature, the proposed methods do not require auxiliary 

noise injection, rather uses the control signal and decorrelation filters to model the 

acoustic paths. The simulation results demonstrate the improved control performance and 

low computational complexity of the proposed method compared to the existing methods 

in literature.  

    In the second aspect of this thesis, an affine combination of adaptive filters are 

investigated for active control operation. Unlike the convex combination, the combining 

parameter in this linear combination is not constrained to lie in a specific interval and 

plays a vital role in deciding the overall control performance. An adaptation rule is 

developed for updating the combining parameter. The simulation results demonstrate that 

the proposed algorithm provides faster convergence and improved steady-state control 

performance.  

    In the third aspect of this thesis, a time-frequency domain flexible structure is proposed 

for active control operation, which has no signal path delay and is well suited for low-

cost DSP implementation. The proposed structure divides the long filters into many equal 

partitions and carry out the control filter update in frequency domain while generating the 

control signal in both time and frequency domains. The simulation results using the 

measured acoustic paths in a duct and in a normal room demonstrate that the proposed 

structure maintains similar performance as that of the time domain algorithm but with 

much less computational complexity. 

    In the last aspect of this thesis, a multiple channel decentralized control algorithm is 

proposed to achieve the similar noise reduction performance as the centralized one. 

Auxiliary filters are introduced to filter the reference signal for control filter update and 

a unique design method is proposed to shape the frequency response of the auxiliary 



xix 
 

filters. The simulation results using the measured acoustic paths demonstrate the efficacy 

of the proposed algorithm for broadband noise control.  

    In summary, online acoustic path modelling methods are proposed using the control 

signal; an affine combination of adaptive filters are proposed for improved control 

performance; a time-frequency domain flexible structure is proposed for active control 

operation for high sampling frequency operation; a decentralized algorithm is proposed 

to achieve similar noise reduction performance as the centralized one for broadband 

control.  

Keywords: Active control system, online secondary path modelling, online feedback path 

modelling, computational complexity, decentralized control.     
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1  Introduction 

As the side effect of urbanization, acoustic noise from various sources is the most 

common health threat in our day-to-day life, which includes discomfort, annoyance, 

hearing loss, cardiovascular diseases, cognitive impairment, sleep disturbance, and 

tinnitus (Kujawa & Liberman 2009; Münzel et al. 2014). The World Health Organization 

(WHO 2018) recently published a report that covers all aspects of negative effect of 

environmental noise and provided recommendation for protection of human health. 

According to National institute for occupational safety and health (NIOSH), the 

maximum allowable exposure time to a sound (say 85 dBA) in hours per day reduces 

significantly to half with an increase in sound pressure level by 3 dBA (Prince et al. 1997). 

Exposure to loud noise can lead to serious health threat. Therefore, there is a need for 

controlling acoustic noise for a quality life. The noise might be controlled at the source 

location or along the propagation path or at the receiving end.    

1.1  Motivation and objectives 

The methods to control acoustic noise are broadly classified into three categories such as 

passive, active and semi-active control. The passive control method is generally used to 

control acoustic noise at the source location by means of absorbing materials, however, 

the noise control performance depends on frequency content, absorbing material type, 

thickness and geometry. The passive control method earns its reputation for controlling 

high frequency noise and becomes less effective for low frequency noise. Alternatively, 

active noise control (ANC) method, which works on principle of destructive interference 

of acoustic waves have been emerged to control low frequency noise and cost-effective. 

The semi-active control method integrates both the passive and active control methods 

for an effective control of both high and low frequency noise. The unwanted noise is 
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called primary noise. The system uses control sources, also known as secondary sources, 

to generate anti-noise noise signal, which is of same magnitude and opposite phase to that 

of the unwanted noise (Elliott 2000; Hansen et al. 2012; Kuo & Morgan 1996). Several 

applications of ANC includes duct noise reduction (Kajikawa, Gan & Kuo 2012), noise 

cancelling headphones (Kuo et al. 2018; Kuo, Mitra & Gan 2006), vehicle interior noise 

control (Jung, Elliott & Cheer 2019; Lee et al. 2018), noise control in machines (Reddy, 

Panahi & Briggs 2010) and active headrest systems (Buck, Jukkert & Sachau 2018; 

Pawelczyk 2004). Although the ANC technology is tested successfully for several 

applications, most of them are prototype, and requires further development for 

availability to the end user at low cost.     

    In practice, the unwanted noise is time varying in nature, thus it is required to have an 

adaptive controller to generate the necessary anti-noise for effective noise control. A 

reference microphone is used for sensing the unwanted noise and the signal captured by 

the reference microphone is processed by the controller to generate an anti-noise signal 

that drives the control source. An error microphone is used to obtain residual noise. The 

controller equipped with an adaptive algorithm uses both the microphone signals to 

generate the necessary anti-noise. Depending on with and without the reference sensor, 

the ANC system is classified as feedforward or feedback system, respectively. This thesis 

is focused on feedforward ANC system. 
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Figure 1.1 A basic single channel feedforward ANC system. 

 

    Figure 1.1 illustrates the basic single channel ANC system, where the primary noise is 

generated by the noise source, a reference sensor is placed upstream to capture the 

primary noise through a preamplifier, an anti-aliasing filter and an analog-to-digital 

converter (ADC).  The sensed signal is processed by the controller and the generated anti-

noise drives the control source through a digital-to-analog converter (DAC), a 

reconstruction filter, and a power amplifier. An error sensor is placed downstream to 

monitor the residual noise through a preamplifier, an anti-aliasing filter and an ADC. The 

controller is used in such way that the noise level is reduced near the error sensor. The 

acoustic path from the control source to the error sensor is called the secondary path or 

cancellation path. The controller used in an ANC system is an adaptive finite impulse 

response (FIR) filter, and its coefficients are updated using a suitable learning rule.  

    The filtered-x least mean square (FxLMS) algorithm is commonly employed in ANC 

system for control filter update. In the FxLMS algorithm, a model of the secondary path 

is used to filter the reference signal, which is further used to update the control filter 

coefficients. An imperfect model of secondary path affects the control performance (Saito 

& Sone 1996); hence offline modelling is adopted before control operation (Elliott 2000). 
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However, the acoustic path from control source to the error sensor is time varying in 

nature due to the environment such as variable operating temperature, change in flow rate, 

change in sound speed,  surrounding changes and component aging. Therefore, an online 

modelling of secondary path is required. White noise can be used for online modelling 

the secondary paths; however, the injected white noise affects the noise reduction 

performance.  

    In certain applications, where the reference microphone is placed in close proximity of 

the control source, an unwanted acoustic feedback signal from the control source will be 

captured by the reference microphone. This acoustic feedback will lead to instability of 

the ANC system (Kuo & Morgan 1996). Directional sensors can be used to avoid such 

acoustic feedback; however the application is limited due to the poor directivity in low 

frequency range (Eghtesadi & Leventhall 1981). Non-acoustic sensors can be used to 

avoid the interference of feedback signal (Nelson & Elliott 1991). However, the available 

techniques are applicable for tonal noise only. The common method for solving the 

feedback problem is the FIR-based feedback neutralization, where a fixed neutralization 

filter is used to subtract the feedback signal from the reference signal. In certain 

applications, the feedback path is time varying in nature due to environment such as 

variable operating temperature, change in flow rate, change in sound speed,  surrounding 

changes and component aging. Therefore, an online modelling of feedback path is utmost 

important. White noise can be used for online modelling the feedback paths; however, 

the injected white noise affects the noise reduction performance (Kuo 1999).  

     The FxLMS algorithm used for control filter update has a good balance among the 

convergence speed, noise reduction performance and computational complexity. On the 

other hand, its complexity increases significantly with the length of the secondary path 

model and the control filter. In some applications, the order of these filters can be very 
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high at the required sampling frequencies,  which imposes a significant amount of 

computational burden for the implementations (Kuo & Morgan 1996; Song & Zhao 

2019). The frequency domain FxLMS algorithms has been implemented by using block 

operation such as the frequency domain block FxLMS (Das, Panda & Kuo 2007) and 

partitioned block FxLMS (Rout, Das & Panda 2015) to reduce the computational burden. 

However, these algorithm cannot eliminate the associated block delay in the forward path, 

which is not desired for broadband control to maintain the causality requirement (Zhang 

& Qiu 2014). Unfortunately, the large size fast Fourier transform based frequency domain 

implementation of the FxLMS algorithm results in additional quantization error.  

    In a single channel ANC system, the noise is reduced around the error sensor. In order 

to control noise in a multidimensional space, i.e., for global noise control multiple channel 

ANC systems have been used (Elliott, Stothers & Nelson 1987; Kuo & Morgan 1996), 

where one or more reference sensor is used to capture the noise, multiple control sources 

are used to generate necessary anti-noise, multiple error sensors are deployed to monitor 

the residual noise around the zone of interest (Ferrer et al. 2008; Gonzalez et al. 2003). 

When the number of channel increases, the computational complexity of the adaptive 

algorithm increases dramatically. In addition, the cost of wiring, the communication 

overhead between the error sensors and the controller and the offline modelling of 

secondary paths limits its application. Decentralized ANC systems have been used in lieu 

of the centralized multiple ANC system to address above issues. However, the stability 

of the system cannot be guaranteed if the magnitude of the control signals are not limited, 

which in turn affects the noise reduction performance (Elliott & Boucher 1994).  

   Therefore, developing adaptive algorithms for online modelling of acoustic paths 

without affecting noise reduction, broadband noise control and multiple channel 

decentralized ANC system without stability issue are crucial. This motivated the research 
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of this PhD thesis to develop low-complexity adaptive algorithms for active control 

systems. Following an extensive literature survey and a study on the crucial issues in the 

area of active noise control, the objectives of this thesis are defined and listed below: 

1. To develop a low-complexity algorithm for online modelling of the secondary 

path and the feedback path in ANC system without affecting noise reduction 

performance. 

2. To develop an algorithm using linear combination of adaptive filters for improved 

control performance. 

3. To develop a time-frequency domain flexible structure based on frequency 

domain adaptive filtering technique that is suitable for low-cost DSP 

implementation and controlling broadband noise with high sampling frequency. 

4. To develop multiple channel decentralized algorithm for broadband noise control 

that can achieve similar noise reduction as that of the centralized counterpart. 

1.2  Contributions  

The main contributions of this thesis includes: 

 proposing an active control method with online secondary path modelling 

using the control signal; 

 proposing an active control method with online feedback path modelling 

using the control signal; 

 proposing an affine combination of adaptive filters for faster convergence in 

transient state and lower residual noise at steady state; 

 developing a time-frequency domain flexible structure based on frequency 

domain adaptive filtering technique for controlling broadband noise at high 

sampling rate and maintaining the causality requirement; and  
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 developing time domain decentralized algorithm for broadband noise control 

without sacrificing noise reduction performance. 

1.3  Thesis outline 

The thesis is organized into seven chapters including the introduction chapter. 

Chapter 1: Introduction 

This chapter gives a brief introduction to the area of active control and presents the 

motivation and objectives of this thesis. The contributions are also listed. An outline of 

the thesis is presented. 

Chapter 2: Literature review 

This chapter gives an extensive and critical literature review in the field of active noise 

controls, which includes online secondary path modelling, online feedback path 

modelling, improving convergence speed and noise reduction performance, low-

complexity frequency domain implementation of the control algorithms and multiple 

channel ANC system for global noise control. 

Chapter 3: Online modelling of acoustic paths in active control systems using control 

signal 

This chapter describes the methodology adopted for online modelling of the acoustic 

paths without using auxiliary noise. With an objective to improve the control performance 

in a scenario of time-varying secondary path, a practical method with online secondary 

path modelling is proposed without using auxiliary white noise. The proposed method 

consists of five stages such as the primary path estimation, controller initialization, 

secondary path estimation, primary and secondary path change detection and active 

control operation. Adaptive decorrelation filters have been deployed to accelerate the 

secondary path modelling process. Furthermore, a four-stage method is proposed to carry 
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out online feedback path modelling with the control signal, which consists of controller 

initialization, feedback path modelling using decorrelation filters, active control 

operation, and feedback path change detection for maintaining the control operation. 

Adaptive decorrelation filters are used to increase the feedback path modelling 

performance. Numerical experiments reveal the effectiveness of the proposed methods. 

Chapter 4: Affine combination of adaptive filters for active control 

The commonly used FxLMS algorithm has a trade-off between the convergence speed 

and noise reduction performance, and an imperfect secondary path model and long control 

filter has significant effect on the convergence behaviour. In this chapter, an affine 

combination of adaptive filters is proposed to achieve both faster convergence and better 

noise reduction performance. Unlike the convex combination approach, the mixing 

parameter in the proposed approach is not forced to lie in any restricted interval and does 

not need any exponential function evaluation, thereby reduces the computational burden. 

The improved control performance has been illustrated through numerical experiments.   

Chapter 5: A time-frequency domain flexible structure for active control 

Frequency domain FxLMS algorithms can reduce the computational complexity of the 

time domain implementation with long filters, but it suffer from large block delay, 

additional quantization error and implementation difficulties in existing DSP hardware. 

In this chapter, an attempt has been made to design a time-frequency domain flexible 

structure to remove the signal path delay for low-cost DSP implementation while 

maintaining low computational complexity. Numerical experiments using measured 

acoustic paths demonstrate the usefulness of the proposed structure for broadband control.   
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Chapter 6: Decentralized algorithm for broadband active control 

A single channel ANC system cannot control noise in a multidimensional space. 

Multichannel ANC systems have been used for generating a larger zone of quiet at the 

cost of high computational load, cost of wiring and communication overhead between 

sensors. A decentralized algorithm is developed in this chapter for active control of 

broadband noise which can achieve similar noise reduction performance as that of the 

centralized counterpart with much less computational complexity. Numerical 

experiments using measured acoustic paths reveal the effectiveness of the proposed 

algorithm for broadband control.   

Chapter 7: Conclusions and future work 

The concluding remarks are drawn in this chapter. This chapter also discusses areas in 

which work may be carried out in the future. 
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2 Literature review 

This chapter provides a brief overview of the background knowledge concerning the ANC 

systems. Firstly, the operation of a single channel feedforward ANC system using the 

FxLMS algorithm is described. Secondly, several online modelling of secondary path 

approaches are reviewed. Thirdly, the effect of acoustic feedback and existing solutions 

for online modelling of acoustic feedback paths are discussed. Fourthly, some existing 

approaches are reviewed for faster convergence and lower residual noise for ANC 

systems. This is followed by a review of several low-complexity algorithms for 

controlling broadband noise at high sampling frequency. Finally, a review of the 

decentralized multiple channel active control system is presented. At the end of this 

chapter, the research questions are identified.   

2.1  Single channel feedforward ANC system 

The ANC systems, based on system identification, are widely used as they are able to 

control both narrowband and broadband noises. Furthermore, they have potential benefits 

in size, weight, volume and cost. Since the acoustic characteristics and environment are 

time varying in nature, the ANC system must generate anti-noise adaptively. Adaptive 

filters such as adaptive FIR and adaptive IIR filter are used to accomplish this task. The 

most common form of adaptive filter is the transversal filter, which uses least mean square 

(LMS) algorithm (Haykin 2005). 
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Figure 2.1 Schematic block diagram of a single channel ANC system. 

 

    The schematic block diagram of a single channel feedforward ANC system is depicted 

in Figure 2.1. The acoustic path (transfer function) P(z) represents primary path transfer 

function between the noise source and the error microphone, which includes a DAC, 

reconstruction filter and the power amplifier before noise source and microphone 

amplifier, anti-aliasing filter and ADC after error microphone (see Figure 1.1). The 

acoustic path S(z) represents secondary path transfer function between the control source 

and the error microphone, which includes a DAC, reconstruction filter and the power 

amplifier before control source and microphone amplifier, anti-aliasing filter and ADC 

after error microphone. p(n) is the unwanted noise reaching the error microphone, v(n) is 

the measurement noise associated with the system, s(n) is the anti-noise reaching the error 

microphone, y(n) is the controller output signal. The presence of the physical path 

between the controller and the error sensor leads to instability when adapted using the 

LMS algorithm. To alleviate this problem, the FxLMS algorithm was developed, which 

uses x(n) filtered through a model of the secondary path 𝑆 𝑧  as the reference signal for 

the conventional LMS algorithm (Bjarnason 1995; Morgan 1980). 

    From Figure 2.1, the residual error signal can be represented as (neglecting v(n) ) 
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 𝑒 𝑛 𝑝 𝑛 𝑠 𝑛  (2.1) 

where 𝑠 𝑛 𝒔 𝑛 𝒚 𝑛 , 𝒔 𝑛 𝑠 𝑛 , 𝑠 𝑛 , … , 𝑠 𝑛  , 𝒚 𝑛 𝑦 𝑛 , 𝑦 𝑛

1 , … , 𝑦 𝑛 𝐿 1 , 𝑦 𝑛 𝒘 𝑛 𝒙 𝑛 , 𝒘 𝑛 𝑤 𝑛 , 𝑤 𝑛 , … , 𝑤 𝑛 ,  

𝒙 𝑛 𝑥 𝑛 , 𝑥 𝑛 1 , … , 𝑥 𝑛 𝐿 1 , 𝐿  is length of control filter and  𝐿  is the 

length of secondary path. The cost function of the mean square is assumed as 

 𝑛 𝐸 𝑒 𝑛 , (2.2) 

and the adaptive filter minimizes the instantaneous squared error ζ n 𝑒 𝑛 . Using 

the steepest descent algorithm, the weight vector is updated in the negative gradient 

direction with step size µ 

 𝒘 𝑛 𝒘 𝑛
𝜇
2

∇ 𝑛  (2.3) 

where  ∇ 𝑛  is the instantaneous estimate of the mean square error (MSE) gradient at 

time n, which is expressed as 

 ∇ 𝑛 ∇𝑒 𝑛 2 ∇𝑒 𝑛 𝑒 𝑛 . (2.4) 

 From Eq. (2.1), we have ∇𝑒 𝑛 𝒙 𝑛 , where 𝒙 𝑛 𝑥 𝑛 , 𝑥 𝑛 1 , … , 𝑥 𝑛

𝐿 1   with 𝑥 𝑛  is the signal x(n) filtered through S(z). The gradient estimate 

becomes 

 ∇ 𝑛 2𝒙 𝑛 𝑒 𝑛 . (2.5) 

Substituting Eq. (2.4) in (2.3), we have 

 𝒘 𝑛 𝒘 𝑛 𝜇𝒙 𝑛 𝑒 𝑛 . (2.6) 

In practice, S(z) is unknown and must be estimated by a filter 𝑆 𝑧 . Hence, the filtered 

reference signal 𝑥 𝑛  is generated by passing x(n) through the model of secondary path 

𝑆 𝑧 . The expression in Eq. (2.6) is called FxLMS based update rule. The FxLMS 

algorithm is forbearing to the error between the physical secondary path and its model, 
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which is generally obtained offline before control operation. A variation of the FxLMS 

algorithm such as the Leaky FxLMS is proposed to enhance the control performance of 

the FxLMS algorithm (Tobias & Seara 2005; Wu, Qiu & Guo 2018).  

    For the purpose of analysis, neglecting the measurement noise v(n), the z-transform of 

the error signal is represented as 

 𝐸 𝑧 𝑃 𝑧 𝑆 𝑧 𝑊 𝑧 𝑋 𝑧 . (2.7) 

After convergence of the adaptive filter W(z), the residual error is zero (i.e., E(z) = 0). 

This requires to realize the optimal transfer function of the control filter as 

 
𝑊 𝑧

𝑃 𝑧
𝑆 𝑧

 
(2.8) 

From Eq. (2.8), it is clear that adaptive filter W(z) has to simultaneously model P(z) and 

inversely model S(z). If S(z) is a minimum phase filter, W(z) can inversely model it. 

However, an inverse model of a non-minimum phase S(z) is not stable. Hence it is 

expected that a near perfect control is possible in case of a minimum phase secondary 

path, and perfect control cannot be achieved for non-minimum phase secondary path.  The 

optimal control filter can be expressed using the Weiner solution as (Elliott 2000) 

 𝒘 𝑹 𝒓  (2.9) 

where 𝑹 𝐸 𝒙 𝑛 𝒙 𝑛  is the autocorrelation matrix of the filtered reference 

signal, 𝒓 𝐸 𝒙 𝑛 𝑝 𝑛  is the cross-correlation vector between the filtered reference 

signal and unwanted disturbance signal p(n).  

     The above discussed FxLMS algorithm has a trade-off between convergence speed 

and noise reduction performance. It is also assumed that a perfect estimate of the 

secondary path is available before control operation. It is also assumed that there is no 

acoustic feedback from the control source to the reference sensor. However, in several 

ANC applications, the reference signal is contaminated by the unwanted signal leading to 
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ANC system instability. The computational complexity of the algorithm also increases 

drastically with large control filter and secondary path model at high sampling frequency. 

The single channel ANC system is well-suited for controlling both narrowband and 

broadband disturbances, and the noise control is possible around the error sensor with a 

spatial limit being approximately λmax/10, where λmax is the wavelength of the highest 

undesired disturbance frequency (Lorente et al. 2014). Therefore, to achieve noise control 

over a larger area, multiple channel ANC system is required, which in turn increases the 

computational complexity, cost of wiring and communication overhead between sensors 

and control sources.   

2.2  Online secondary path modelling  

The FxLMS algorithm used in the active control system is tolerant to modelling error 

between S(z) and 𝑆 𝑧 . Within the limit of slow adaptation, the algorithm can converge 

with approximately 90° of phase error (Elliott 2000; Saito & Sone 1996). Offline 

modelling can be used to estimate the secondary path for ANC applications. However, in 

certain applications, the secondary path is time varying due to the acoustic surrounding, 

so online secondary path estimation is needed (Hansen et al. 2012; Kuo & Morgan 1996). 

    White noise can be used to estimate the secondary path online (Eriksson & Allie 1989). 

In this method, the injected white noise is mixed with the residual error signal, thereby 

affecting the noise reduction performance. A modelling technique is reported for both 

online and offline modelling of secondary path in the presence of primary disturbance, 

where adaptive prediction error filters are used to eliminate the effect of interference in 

the modelling process (Kuo & Vijayan 1997). An online secondary path modelling 

method has been proposed using an adaptive filtering with averaging based filtered-x 

algorithm in control process, in which the interference in the secondary path modelling 

process is removed quickly thereby leading to faster convergence (Akhtar, Abe & 
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Kawamata 2005). However, it has poor tracking performance. A two adaptive filter-based 

method has been proposed in which the modified FxLMS algorithm is used in adapting 

the control filter and a new variable step size LMS algorithm is used for adapting the 

secondary path estimation filter (Akhtar, Abe & Kawamata 2006). An optimal variable 

step size algorithm is proposed for updating both the control and secondary path 

estimation filters along with a self-tuning power scheduling strategy for the auxiliary 

noise (Carini & Malatini 2008). A power scheduling algorithm is proposed to increase 

the convergence speed when sudden changes happen in the secondary path (Lopes & 

Gerald 2015). However, these algorithms involve complicated power scheduling strategy 

or proper selection of crucial tuning parameters, which in turn increases the computational 

burden. To make it easy for implementation, a three adaptive filter-based ANC system is 

reported with a simple power scheduling method and regularized step size for secondary 

path estimation (Yang et al. 2018). A stage switching algorithm is recently proposed, in 

which the secondary path modelling and control filter update are separated based only on 

the residual error signal. In addition, a scheduled step size normalized least mean square 

algorithm is adapted for robust operation (Kim, Hur & Park 2020).  

    The control signal can be used for online secondary path modelling as well but often 

with a biased estimation (Kuo & Morgan 1999). An overall online secondary path 

modelling is capable of reducing the bias by introducing an extra adaptive filter to model 

the primary path. The LMS algorithm is used to estimate both the primary and the 

secondary paths simultaneously, while the control filter is updated with the FxLMS 

algorithm. The convergence of this algorithm is highly reliant on the control signal 

characteristics. Unlike the white noise injection method, the estimated secondary path 

must be copied more frequently to the FxLMS algorithm for smooth operation of active 
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control system, which in turn requires faster and reasonable accurate modelling of the 

secondary path. 

    A modified FxLMS algorithm based on offline and online secondary path modelling is 

proposed to control transformer noise (Zhao et al. 2017). The secondary path estimated 

offline is used as the initial value for online modelling, which uses control signal for 

secondary path estimation. An estimate of the primary path obtained offline is also used 

to remove the disturbance in modelling the secondary path. However, the system fails if 

the primary path changes. The change in primary path hinders the convergence of the 

secondary path estimation and ANC operation. Recently, an online secondary path 

modelling was studied for a single channel ANC system from the view point of acoustic 

echo cancellation, where it was found that an effective secondary path modelling is 

possible as long as the control filter is sufficiently large. In addition, without any 

restriction on control filter length, the time varying nature of the control filter also 

facilitates the effective modelling (Hu et al. 2019). The proposed method was extended 

for online modelling of secondary paths in multiple channel ANC system (Hu, Xue & Lu 

2019). However, the change in primary path degrades the secondary path modelling and 

ANC operation. 

     Several active control algorithms that do not require secondary path estimation have 

been proposed. A delayed-x least mean square algorithm was investigated for active 

control operation for narrow band noise by approximating the secondary path model as a 

delay, where the delay is estimated using an adaptive delay estimation method (Kim & 

Park 1998). A direction selection update algorithm can choose either a positive or a 

negative direction for adaptive control by monitoring the excess residual noise power 

(Zhou & DeBrunner 2007). To increase the converge speed of the algorithm when the 

phase angle of the secondary path is close to ±90, a frequency domain delayless subband 
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architecture has been proposed, where four update directions are used to minimize the 

error signal (Wu, Chen & Qiu 2008). Nevertheless, the architecture possesses high 

computational complexity as the weight update is performed in frequency domain. To 

reduce the implementation complexity, a simplified subband structure is proposed, which 

is more flexible (Gao, Lu & Qiu 2016). However, the convergence of these algorithms is 

much slower than the conventional FxLMS algorithm.  

    In summary, most of the existing online secondary path modelling techniques were 

based on injection of auxiliary white noise and complicated power scheduling strategies, 

which in turn affects the noise reduction performance and adds computational burden to 

the algorithm. Furthermore, the online modelling of the secondary path using control 

signal were found to be ineffective when the primary path changes. Though several 

methods that does not require the secondary path modelling were proposed, they are 

limited by their convergence behaviour. Therefore, a method is desired for online 

modelling of secondary path without injection of auxiliary white noise when both the 

primary and secondary path changes.  

2.3  Online feedback path modelling  

The signal generated by the control source in an ANC system propagates towards the 

reference sensor and the error sensor. Therefore, the anti-noise not only cancels the 

primary disturbances, but also corrupts the reference signal. In scenarios, where the ANC 

system is very small, the close proximity between the reference microphone and control 

loudspeaker leads to a very strong acoustic feedback. This feedback degrades the noise 

reduction performance of the ANC system and sometimes the ANC system becomes 

unstable.  
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Figure 2.2 Schematic block diagram of ANC system with acoustic feedback. 

 

     Figure 2.2 illustrates the schematic block diagram of a single channel ANC system in 

the presence of acoustic feedback. The acoustic path F(z) represents the feedback path 

transfer function between the control source and the reference microphone. The only 

difference between Figure 2.1 and Figure 2.2 is the presence of acoustic feedback. The z-

transform of the error signal is represented as 

 𝐸 𝑧 𝑃 𝑧 𝑅 𝑧 𝑆 𝑧 𝑌 𝑧   

                       = 𝑃 𝑧 𝑅 𝑧 𝑆 𝑧 . (2.10) 

After convergence of the adaptive filter W(z), the residual error is zero (i.e., E(z) = 0). 

This requires the optimal transfer function of the control filter to converge to  

 
𝑊 𝑧

𝑃 𝑧
𝑆 𝑧 𝑃 𝑧 𝐹 𝑧

 
(2.11) 

The above analysis indicates that the acoustic feedback will cause the system instability 

if the coefficients of the W(z) are large enough so that W(z) F(z) = 1 at some frequency 

and the control filter cannot converge to the ideal optimal solution.  
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     Several approaches have been proposed to overcome this issue. Directional 

microphones and loudspeakers can be used to avoid the acoustic feedback (Canevet 1978; 

Eghtesadi & Leventhall 1981). However, these techniques are expensive, the directivity 

is poor in the low frequency range and the performance is limited. The use of non-acoustic 

sensors to obtain the reference signal avoids the acoustic feedback, but the existing one 

is only applicable for narrowband and tonal noise control (Chaplin & Smith 1983; Ziegler 

Jr 1989).  

    Signal processing techniques have been used to overcome the feedback issues. The IIR 

based adaptive feedback neutralization methods have been proposed, but are constrained 

by the local minimum solution and stability issue (Crawford & Stewart 1997; Eriksson 

1991). To address the stability issue of the IIR adaptive filtering, the lattice form IIR filter 

is introduced (Lu et al. 2003). However, the algorithm assumes that the acoustic feedback 

is very weak and the feedback loop gain is much less than unity at all frequencies. The 

most popular method for solving the feedback problem is the FIR based feedback 

neutralization, where a fixed neutralization filter is used to subtract the feedback signal 

from the reference signal (Kuo & Morgan 1996; Warnaka, Poole & Tichy 1984). 

Incorporating frequency weighted penalties, a robust controller was designed with a fixed 

feedback neutralization filter to control noise in a ventilation duct system (An et al. 2019). 

In some applications, the feedback path is time varying, so online feedback path 

modelling is needed to ensure the stability of the ANC system.  

    Auxiliary noise generated by a white noise generator can be injected into the system 

for online feedback path modelling, but the injected signal is mixed with the residual 

noise and deteriorates the noise reduction performance (Kuo 2002). A three adaptive filter 

based method (Akhtar, Abe & Kawamata 2007) has been proposed to control both the 

predictable and broadband noise with online feedback path modelling using auxiliary 
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noise, in which an adaptive control filter is used to update the control coefficients, a 

feedback path modelling filter is used to compensate the acoustic feedback, and the third 

filter is used to remove the disturbance during the modelling of the feedback path. 

Nevertheless, the above method uses separate filters for feedback path modelling (FBPM) 

and feedback path neutralization (FBPN), which in turn increases the computational 

burden.  

    A computationally efficient feedback path modelling and neutralization (FBPMN) 

method has been proposed for multichannel active noise control systems by combining 

the FBPM and FBPN filters into a single FBPMN filter (Akhtar et al. 2009). A variable 

step size technique has been used for updating the coefficients of the FBPMN filter, which 

improves the performance of the online feedback path modelling for both the single 

channel and multiple channel ANC system (Akhtar & Mitsuhashi 2011). A robust 

variable step size method for feedback path modelling and neutralization in a single 

channel narrowband system is proposed to achieve faster convergence (Haseeb et al. 

2018). However, in all the above methods, the injected auxiliary noise affects the noise 

reduction performance. 

     A power scheduling strategy was imposed for the auxiliary noise used for modelling 

the feedback path to meet the conflicting requirement of faster convergence of feedback 

path modelling and lower steady-state residual error (Ahmed, Akhtar & Zhang 2013). A 

three adaptive filter based method (Ahmed & Akhtar 2016) has been proposed including 

a control filter, linear prediction filter and FBPMN filter for both single channel and 

multiple channel ANC system, which uses a tuning free gain scheduling strategy for 

injection of auxiliary noise. Recently, a feedback path neutralization filter is used to 

compensate feedback and a time varying gain is incorporated for generating the auxiliary 

noise (Tufail et al. 2019). Furthermore, a self-adapting variable step size normalized least 
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mean square algorithm is proposed for acoustic feedback path modelling, in which the 

gain of the auxiliary noise power is varied according to the modelling accuracy (Aslam, 

Shi & Lim 2021).   

    In summary, the online modelling of feedback path using auxiliary noise and gain 

scheduling strategy have been studied by several researchers; however, the proposed 

approaches either have limitation on noise reduction due to the former or computational 

complexity due to the later. Therefore, a method is desired for online modelling of 

feedback path without injection of auxiliary white noise for effective control operation.  

2.4  Convergence behaviour and noise reduction performance 

The FxLMS algorithm commonly employed in active noise control systems uses an 

adaptive filter for generating the control signal, and the performance of the systems is 

highly reliant on the transient and steady-state behaviour of the control filter (Ardekani 

& Abdulla 2010). Despite having a simple structure, the FxLMS algorithm with a fixed 

step size maintains a balance between convergence speed (CS) and noise reduction (NR). 

Furthermore, the imperfect secondary path model and long-tap control filter affect the 

convergence.  

   In order to circumvent the above issue, variable step size (VSS) techniques have been 

incorporated with the FxLMS algorithm with moderately increased computational load 

(Chang & Chu 2013; Huang et al. 2012). Filtered-x affine projection (FxAP) algorithms 

have been proposed to improve the convergence behaviour of the control filter (Carini & 

Sicuranza 2007). An optimal variable step-size filtered-x affine projection algorithm for 

active control has been proposed (Song & Park 2015). Furthermore, fast affine projection 

(FAP) based single channel and multiple channel ANC systems have been proposed 

(Bouchard 2003). However, the FxAP algorithms exhibit a trade-off between the 
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convergence speed and computational complexity as a result of increased projection order 

and matrix inversion operation.  

    Convex combination of adaptive filters have been proposed to achieve improved 

performance in transient and steady-state, in which the overall adaptive filter exploits the 

abilities of the component filters (Arenas-Garcia et al. 2015; Arenas-Garcia, Figueiras-

Vidal & Sayed 2006). Furthermore, a convex combination of variable tap-length LMS 

algorithms for a low signal-to-noise environment is proposed (Zhang & Chambers 2006). 

Several researchers have integrated the convex combination into the ANC systems, in 

which multiple control signals are combined to produce the necessary cancelling signal. 

A convex combination of the FxLMS algorithms with different step sizes has been 

proposed for single channel and multiple channel feedforward ANC systems, which is 

shown to outperform the variable step size-FxLMS algorithm (Ferrer et al. 2012).  

Motivated by the limiting performance the FxLMS algorithm under low signal-to-noise 

environment, the filtered-x least mean fourth (FxLMF) and leaky-FxLMF algorithms are 

studied; moreover, the convex combination strategy of the FxLMF algorithms with 

different step sizes has been introduced for active control (Al Omour et al. 2016). A 

filtered-x generalized mixed norm (FxGMN) algorithm and its convex combination have 

been reported (Song & Zhao 2018). In order to exploit the advantages of both the least 

mean square and fourth based learning rule, recently, a FxLMS/F algorithm is introduced 

for ANC applications (Song & Zhao 2019); with an aim to boost the control performance 

of the FxLMS/F in both transient and steady state, a convex combination strategy is 

integrated. A convex-combined step size based modified normalized FxLMS algorithm 

has been proposed for active control of impulsive noise, where the step-size is 

automatically tuned by a combining parameter (Akhtar 2020). The combining parameter 

in all the above convex combination strategies are restricted to lie in the range (0,1) and 
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requires an exponential function evaluation, thereby increasing the computational burden 

of the algorithm.  

    In summary, several approaches have been proposed to achieve faster convergence and 

lower residual noise for effective control operation, which includes variable step size 

techniques, affine projection algorithms and convex combination of adaptive filters. 

Though the control performance of the convex combination approach is promising, its 

computational complexity is increased. Therefore, it is desired to reduce the 

computational load of the combination strategy for active control.  

2.5  Low-complexity algorithms for active control at high sampling rate  

In order for active noise control systems to be effective at higher frequencies and generate 

larger quite zones, high sampling frequency and multiple channel ANC system have to 

be adopted. The most commonly used algorithm in ANC is the filtered-x least mean 

square (FxLMS) algorithm, which has a good balance among the convergence speed, 

noise reduction performance and computational complexity. However, its complexity 

increases significantly with the length of the secondary path modelling filter and the 

control filter. In some applications, the order of these filters can be very high at the 

required sampling frequencies, which imposes a significant amount of computational 

burden for the implementations (Elliott 2000; Hansen et al. 2012; Kuo & Morgan 1996). 

    Many approaches have been proposed to reduce the computational burden of the ANC 

systems such as the decentralized ANC system (Elliott & Boucher 1994), distributed 

ANC system (Ferrer et al. 2015; Kukde, Manikandan & Panda 2019) and subband 

techniques (Park et al. 2001; Qiu et al. 2006; Thi & Morgan 1993). The frequency domain 

adaptive filtering techniques reduce the computational complexity by exploiting the 

advantages of the Fast Fourier Transformation (FFT) to  implement the convolution and 
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correlation operations (Ferrara 1980; Shynk 1992). There are two ways to implement the 

FxLMS algorithm in frequency domain. One is carrying out both the control signal 

generation and control filter update in frequency domain, while the other generates 

control signal in time domain and does control filter update in frequency domain. 

    The frequency domain FxLMS algorithm can be implemented by using block operation 

(Shen & Spanias 1992; Shen & Spanias 1996). An efficient implementation of the 

frequency domain block FxLMS (FBFxLMS) has been proposed (Das, Panda & Kuo 

2007), where all the filtering and weight update operations are carried out in frequency 

domain. The authors also proposed Fast Hartley Transform based ANC structure. Later, 

the work has been extended to the multiple channel active control systems (Das & 

Satapathy 2008). In order to reduce the computational burden of the time domain virtual 

FxLMS algorithm, a block frequency domain virtual ANC algorithm has been proposed 

(Das, Moreau & Cazzolato 2013). A combining strategy of the bin-normalized frequency 

domain block LMS algorithm (Farhang-Boroujeny & Chan 2000) and the modified 

frequency domain block LMS algorithm (Lu, Qiu & Zou 2014) has been proposed for 

ANC to exploit the advantages of the former and the later in both transient and steady 

states (Wang et al. 2019). A zero forcing block adaptive filtering technique is proposed 

for active noise control incorporating the filter adaptation on a block-by-block basis in 

the frequency domain and control signal generation in the time domain thereby reducing 

the complexity and minimizing the latency (Gaiotto et al. 2020).  

    For some applications, it is hard to use large block size in the FBFxLMS algorithm. 

For example, the algorithm introduces a delay of at least one block size for control signal 

generation, and the delay might violate the causality constraint for broadband control 

(Kong & Kuo 1999; Zhang & Qiu 2014). Furthermore, most of the available DSP 

processors are designed and optimized for small size FFT operation, typically 256 points, 
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and large size FFT implementation might introduce additional quantization errors due to 

the increased number of multiplications and scaling operations (Soo & Pang 1990). 

    The multidelay adaptive filter (MDF), which is also known as the partitioned block 

frequency domain adaptive filter (PBFDAF), has been studied extensively to address the 

issues raised due to the large block size. In MDF, a long filter is partitioned into small 

sub-filters so that the small size FFT can be implemented to reduce the block processing 

delay and memory requirement (Borrallo & Otero 1992; Soo & Pang 1990). The 

convergence of the PBFDAF algorithms has been analysed (Chan & Farhang-Boroujeny 

2001; Moulines, Amrane & Grenier 1995). A generalized framework is recently studied 

for the transient analysis of both the constrained and unconstrained PBFDAF algorithms 

(Yang, Enzner & Yang 2019), where the expression for mean and mean square 

performance are derived. A frequency domain partitioned block FxLMS (FPBFxLMS) 

algorithm has been proposed to reduce the computational complexity and delay in the 

control signal generation (Rout, Das & Panda 2015). However, this algorithm cannot 

eliminate the associated delay in the forward path, and might affect the performance for 

broadband control. 

    In some ANC applications, some part of the primary disturbance might take a very 

short time to propagate from the noise source to the error microphone. In such a situation, 

the block size in the FPBFxLMS algorithm for control signal generation must be less than 

the delay to account for this part of the primary disturbance. Nevertheless, a small block 

size would reduce the efficacy of implementing the FFT. Hence, there is a desire to 

eliminate the associated block delay completely and yet exploit the advantages of the FFT 

operation. In the context of acoustic echo cancellation, some delayless PBFDAF 

algorithms have been studied using time-frequency structures (Bendel et al. 2001; Yang, 

Wu & Yang 2013; Zhou, Chen & Li 2007).  
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    In summary, several transform domain algorithms such as block frequency domain and 

partitioned block frequency domain algorithms have been proposed to reduce the 

computational complexity of the time domain implementation of ANC systems. 

However, these algorithms have a trade-off between the block delay and computational 

complexity. Large delay might affect the causality requirement for broadband control and 

small delay reduces the efficacy of transform domain implementation. Therefore, an 

adaptive filtering technique is a desirable to eliminate the block delay completely and 

reduce the computational complexity simultaneously. 

2.6  Decentralized algorithms for active control 

The FxLMS algorithm is the most commonly used algorithm in ANC applications due to 

its robustness and low computational complexity. To achieve global noise control, a 

centralized multiple channel ANC system can be employed, which requires many 

secondary path models for generating the filtered reference signals and all the error 

signals to update the control filters (Kuo & Morgan 1999). When the number of channels 

increases, the computational complexity of the centralized algorithm increases 

significantly, and the complexity and cost of wiring and communication overhead 

between error sensors and the controller cause a big problem (George & Panda 2012; Shi 

et al. 2019).  

    Many approaches have been proposed to reduce computational complexity of multiple 

channel systems. A mixed-error approach has been proposed by combining all the error 

signals into one and used it for centralized control (Murao et al. 2017); however, the 

system possesses high communication load to feed all the error signals to the centralized 

controller. Alternatively, a distributed control approach has been proposed by considering 

each secondary source as a node in a ring network, in which the computational burden is 

distributed across all the nodes, but at the cost of high transmission bandwidth and delay 
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(Ferrer et al. 2015). Recently, a distributed control strategy is reported using multiple 

channel filtered-x affine projection algorithm with a ring topology and incremental 

communication, where strategies have been proposed to lessen the computational burden 

(Ferrer et al. 2020).            

     Due to their low computational complexity, reduced wiring cost, and flexibility of 

scaling up, decentralized multiple channel ANC systems are attractive in many 

applications, in which a number of smaller subsystems are employed to update the control 

filter independently with only the associated error signal. A study on a two channel 

frequency domain decentralized ANC (DANC) system shows that the system stability 

cannot be maintained if the control signals are not constrained in magnitude (Elliott & 

Boucher 1994). A practical stability condition for decentralized feedback ANC systems 

has been derived by taking into account the geometrical configuration of secondary 

sources and error sensors (Leboucher et al. 2002). It has been found that reducing the 

number of channels and the distance between secondary loudspeakers and error 

microphones can increase system stability but at the cost of smaller noise reduction (Tao 

et al. 2016). A decentralized scheme for active noise control from a game-theory 

standpoint was studied, in which the Nash equilibrium is formalized to examine the 

interaction between the controllers for ensuring system stability (Quintana & Patino 

2018). A decentralized feedback control strategy using the 𝐻  method for each controller 

is applied for active control of sound inside the automobile cabin by considering the 

uncertainty caused by the movement of the occupants (Ghanati & Azadi 2020).    

   Recently, it is shown that a two channel DANC system can achieve the same noise 

reduction performance as the centralized one by shaping the eigenvalues of a 2×2 matrix 

for each frequency bin properly such that they lie on the right complex domain (Zhang et 

al. 2018). However, it only considers single frequency. An et al. proposed a time domain 
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multiple channel DANC system for controlling periodic disturbances recently, but their 

method has two limitations (An, Cao & Liu 2018). First, N nonlinear equations are 

required to be solved to shape the eigenvalues of an N×N matrix for each frequency, 

which remains an open problem without knowing whether a solution exists or not; second, 

when converting the solution from frequency to time domain, the design of the auxiliary 

filter to filter the reference signal (to be used in the FxLMS algorithm) is complicated. 

The sensitive shaping parameters and the filter delay introduced in their system affect the 

convergence speed of the control algorithm. By generalizing the eigenvalue shaping 

approach by An et al. (2018), a DANC system is proposed for overdetermined ANC 

system for controlling periodic disturbances (An, Cao & Liu 2021). However, the 

convergence behaviour exhibits some ripples. Though the convergence ripples can be 

restricted by a criterion function, the complete removal of ripple is not guaranteed.   

    In summary, the decentralized algorithms are effective in reducing the computational 

burden and cost of implementation compared to the centralized counterpart. However, 

the stability of the algorithms cannot be guaranteed and the noise reduction might be 

affected.  Though certain decentralized algorithms can achieve similar noise reduction as 

that of centralized algorithm, they are effective for single frequency or periodic 

disturbances. Little research has been done for controlling broadband noise using 

decentralized algorithm. Therefore, it is desirable to develop a multiple channel 

decentralized algorithm for broadband noise control.    

2.7  Summary 

This chapter presents an extensive literature review on the online modelling of acoustic 

paths for active control operation, improving convergence and noise reduction 

performance, low-complexity algorithms at high sampling operation and decentralized 

multiple channel active control systems. In Section 2.1, the basic operation of a single 
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channel feedforward ANC system is presented. Several algorithms for online modelling 

of secondary path are summarized in Section 2.2, which includes auxiliary white noise 

injection and auxiliary noise power scheduling strategies. A few methods that does not 

require secondary path modelling are also briefed. In Section 2.3, several algorithms for 

online modelling of feedback path are summarized including the auxiliary white noise 

injection and power scheduling strategies. These sections provide the background 

knowledge for the two proposed methods for online modelling of acoustic paths using the 

control signal. One is for online modelling of secondary path, and the other is for online 

modelling of feedback path. 

    In Section 2.4, several algorithms for active control are summarized for faster 

convergence and better noise reduction performance, which includes variable step size 

approaches, affine projection algorithms and convex combination of adaptive filters. This 

motivates to develop low-complexity algorithm for faster convergence in transient state 

and lower residual noise at steady state.  

    In Section 2.5, computationally efficient transform domain control algorithms for high 

sampling frequency operation are summarized including the frequency domain block 

implementation and partitioned block frequency domain implementation. This section 

motivates to develop adaptive algorithm to remove block processing delay and achieve 

computational saving. 

    Finally, the decentralized algorithms for multiple channel active control operations are 

summarized in Section 2.6. Controlling broadband noise using decentralized algorithms 

is challenging, this motivates to develop multiple channel decentralized algorithm for 

broadband noise control.  

    To develop computationally efficient algorithms for active control operation, the 

following research questions are identified: 



30 
 

 How can the acoustic paths be modelled online using the available control signal? 

 How can the computational complexity of the combination strategy of adaptive 

filters be reduced? 

 How can the unwanted block delay in the transform domain active control be 

compensated and the computational complexity be reduced simultaneously? 

 How can a similar noise reduction performance of the decentralized algorithm as 

that of the centralized one for broadband control be achieved? 
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3 Online modelling of acoustic paths in active control systems 

using control signal 

3.1  Introduction 

The time-varying acoustic paths in active control systems degrade the control 

performance. In this chapter, emphasis was given on online modelling of the acoustic 

paths. An active control method is proposed with online secondary path modelling1. The 

proposed method consists of five stages, i.e., primary path estimation, controller 

initialization, secondary path estimation, primary and secondary path changing detection, 

and active control operation, where the speed of the secondary path modelling is 

improved by incorporating decorrelation filters. The simulation results demonstrate the 

proposed method is capable of tracking the changes in both primary and secondary paths, 

remodelling the secondary path, and maintaining the noise reduction performance and 

stability of the system when both primary and secondary paths change.  

    The presence of control signal feedback to the reference microphone in feedforward 

active control systems deteriorates the control performance. A four-stage method is 

proposed in this chapter to carry out online feedback path modelling with the control 

signal2. It consists of controller initialization, feedback path modelling using 

decorrelation filters, active control operation, and feedback path change detection for 

maintaining control operation. In contrast to the existing auxiliary noise injection method, 

the proposed method uses five switches and three thresholds to control and maintain the 

system stability by avoiding the interference between control operation and feedback path 

                                                            
1 A portion of this chapter has been published as: Pradhan, S. & Qiu, X. 2020, ‘A 5-stage active control 

method with online secondary path modelling using decorrelated control signal’, Applied Acoustics, vol. 
164, p. 107252. https://doi.org/10.1016/j.apacoust.2020.107252. 

2 A portion of this chapter has been published as: Pradhan, S., Qiu, X. & Ji, J. 2019, ‘A four-stage method 
for active control with online feedback path modelling using control signal’, Applied 
Sciences, vol. 9, no. 15, p. 2973. https://doi.org/10.3390/app9152973. 
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modelling, and adaptive decorrelation filters are used to increase the feedback path 

modelling performance. Simulation results reveal that the proposed method is capable of 

tracking feedback path changes without injecting any auxiliary noise and maintaining the 

noise reduction performance and stability of the system. 

3.2  Online secondary path modelling 

3.2.1 Proposed method 

Though the extended adaptive filtering methods (Kuo & Morgan 1999; Zhao et al. 2017) 

are capable of estimating the secondary path using the control signal, the performance is 

deteriorated as the primary noise characteristics changes. An intelligent ANC system 

should be able to detect the changes in both primary and secondary paths, and remodel 

those paths for effective operation. This section proposes a 5-stage active control method 

with online secondary path modelling using the decorrelated control signal. The 

contributions made in this work are: (1) a new systematic method for active control with 

online secondary path modelling using the control signal, which includes primary path 

estimation, controller initialization, secondary path estimation, primary and secondary 

path changing detection, and active control operation; and (2) increasing the modelling 

speed of the secondary path with the control signal by using decorrelation filters.  

     Figure 3.1 shows the block diagram of the proposed method, which consists of five 

stages, i.e., primary path estimation, controller initialization, secondary path estimation, 

primary and secondary path changing detection, and active control operation. In the block 

diagram, three switches, K1, K2 and K3, are used for choosing the active control operation, 

the primary path modelling and the secondary path modelling, respectively. Figure 3.2 

presents the flowchart of the proposed method, where the normal noise reduction, primary 

path modelling accuracy, and secondary path modelling accuracy are assumed to be Tr0, 
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Tp0, and Ts0, respectively. The toggling of three switches associated with different stages 

and the corresponding operations of the active control system are briefed sequentially. 

 

Figure 3.1 Block diagram of the proposed method for active control operation. 

 

    The first stage is for the primary path estimation. When the system starts, K1 and K3 

are turned off, and K2 is turned on. The cancelling signal s(n) and estimated cancelling 

signal �̂� 𝑛  are absent, p(n) and �̂� 𝑛  represent the undesired noise and its estimate. The 

primary path P(z) between the reference microphone and error microphone is estimated 

using the NLMS algorithm. The adaptive filter estimating the primary path is updated by  

 
𝒑 𝑛 1 𝒑 𝑛 𝜇

𝑛 𝒙 𝑛
𝒙 𝑛 𝒙 𝑛

 
(3.1) 

where xp(n) = [x(n), x(n1), …,   x(nLp+1)]T is the Lp sample reference signal vector, p 

is the step size, and εp(n) = ε(n) is the error signal when K1 and K3 are turned off.  
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Figure 3.2 Flowchart of the proposed method. 
 

    In the second stage, K1 is turned on and K2 and K3 are turned off for controller 

initialization. An initial controller with a single gain G is set for ANC operation, i.e., W(z) 

= G. The gain is tuned in such a way that the amplitude of the error signal e(n) is higher 

than that of 𝑝 𝑛 . In the process, the initial controller G is increased from a small pre-

defined value (for example, G = 1% of the maximal gain can be applied on the system)  

by two times each step until 𝜎 𝜎 , where 𝜎  is the power of the error signal e(n), 

which can be estimated by  
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 𝜎 𝑛 𝜆𝜎 𝑛 1 1 𝜆 𝑒 𝑛  (3.2) 

where λ is the forgetting factor (0.9 < λ < 1), 𝜎  is the power of the primary disturbance, 

which can be estimated before controller initialization similarly with Eq. (3.2) by turning 

off the controller with K1.  

    The third stage involves the estimation of the secondary path S(z) using the control 

signal, for which K1 and K3 are turned on, and K2 is turned off. The control signal y(n) = 

Gx(n) is used as the excitation signal for estimating the secondary path. In this case, the 

primary signal p(n) acts as an interference signal in the estimation process, so the filter 

𝑃 𝑧  (estimated in the first stage) is used to remove this interference. The final error signal 

𝑛 𝑝 𝑛 𝑠 𝑛 �̂� 𝑛 �̂� 𝑛  is used in the update rule given by 

 𝒔 𝑛 1 𝒔 𝑛 𝜇 𝑛 𝒚 𝑛  (3.3) 

where y(n) = [y(n), y(n1), …,   y(nLs+1)]T is the  Ls sample control signal vector, s is 

the step size. Hence, a bias free estimation of S(z) is possible. If y(n) is a coloured signal, 

the modelling may be improved by incorporating pre-whitening filters. 

    The fourth stage is for the complete active control operation. After obtaining the initial 

𝑃 𝑧  and 𝑆 𝑧 , the switches K2 and K3 are turned off, and K1 is turned on. This means 

there is no update for 𝑃 𝑧  and 𝑆 𝑧 , and the FxLMS algorithm is used for ANC 

operation. The control weights are updated as 

 𝒘 𝑛 1 𝒘 𝑛 𝜇 𝑒 𝑛 𝒙 𝑛  (3.4) 

where xs(n) = [xs(n), xs(n1), …,   xs (nLw+1)]T, xs(n) is the reference signal ( )x n filtered 

through the secondary path estimate 𝒔 𝑛  and w is the step size.  

    The active control operation is prone to acoustic path change. To detect which path 

changes, three thresholds are defined.  
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𝑇 10 log

𝜎
𝜎

 
(3.5) 

 
𝑇 10 log

𝜎
𝜎

 
(3.6) 

 
𝑇 10 log

𝜎
𝜎

 
(3.7) 

Tr is the threshold to detect sudden rise in the residual error signal e(n), Tp and Ts are the 

thresholds to detect if the estimated acoustic paths are accurate, 𝜎  is the power of the 

error signal 𝑒 𝑛 𝑒 𝑛 �̂� 𝑛  during secondary path modelling. 

    Assume that the normal noise reduction is 10 dB for the system, i.e., Tr0 =10, and if 

suddenly it becomes less than 10 dB, i.e., Tr < 10 dB, there should be an acoustic path 

change, which may come from the primary path or the secondary path or x(n), the update 

for W(z) is ceased. To check whether the change is due to the primary path, K1 and K3 are 

turned off, K2 is turned on, and the threshold Tp is checked. Assume that normal acoustic 

path modelling accuracy is 20 dB for the system, i.e., Tp0 = 20, and if it becomes less than 

20 dB, i.e., Tp < 20 dB, it is confirmed that the preciously estimated acoustic path is no 

more matching with the changed acoustic path. 

     For Tp < 20, it is confirmed that there is a change in the primary path. Hence, 𝑃 𝑧  is 

updated until the condition Tp > 20 is met, and then the FxLMS algorithm is used for ANC 

operation. If the condition Tp > 20 is valid, the change in e(n) might be due to the change 

in secondary path. To update 𝑆 𝑧 , K2 is turned off and K1 and K3 are turned  on. The 

secondary path modelling is carried out until the condition Ts > Ts0 is met with the 

previously obtained W(z).  The normal secondary path modelling accuracy can be 

assumed to be 20 dB, i.e., Ts0 = 20.  

    Decorrelation filters are widely employed for adaptive filtering application such as 

feedback cancellation in hearing aids (Rotaru, Albu & Coanda 2012). However, they have 
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little application in active control operation. Two identical adaptive decorrelation filters 

D(z)=1z1Q(z) are introduced to accelerate the convergence behaviour of the secondary 

path modelling process, where Q(z) is the z-transform of 𝒒 𝑛 𝑞 𝑛 , 𝑞 𝑛 , … ,

𝑞 𝑛  with M representing the tap-weight length of  Q(z)  (Zhang et al. 2017; Zhang, 

Zhang & Han 2016). The signal y(n) passes through the adaptive decorrelation filter to 

provide the signal 𝑦 𝑛 𝑦 𝑛 𝒒 𝑛 𝒚 𝑛 , where 𝒚 𝑛  = [y(n-1), y(n2), …,   

y(nM)]T. Similarly, the error signal ( ) n  passes through the decorrelation filter to 

provide 𝑛 𝑛 𝒒 𝑛 𝜺 𝑛 , where 𝜺 𝑛 = [ε(n-1), ε(n2), …,   ε(nM)]T. The 

signals ( )y n  and ( ) n  are used to update the filter 𝑆 𝑧 . The decorrelation filter can 

pre-whiten the updating signals y(n) and the error signal ε(n), which in turn accelerates 

the convergence of 𝑆 𝑧 . The adaptive decorrelation filters is updated using the NLMS 

algorithm as 

 
𝒒 𝑛 1 𝒒 𝑛 𝜇

𝑦 𝑛 𝒚 𝑛

𝒚 𝑛 𝒚 𝑛
 

(3.8) 

The tap-weights of the of 𝑆 𝑧  are updates as 

 𝒔 𝑛 1 𝒔 𝑛 𝜇 𝑛 𝒚 𝑛  (3.9) 

where 𝒚 𝑛 𝑦 𝑛 , 𝑦 𝑛 1 , … , 𝑦 𝑛 𝐿 1  . 

      After obtaining 𝑆 𝑧 , K2 and K3 are turned off, K1 is turned on, the new secondary 

path estimate is used in the FxLMS algorithm for active control operation by updating the 

control coefficients as in Eq. (3.4). The stages involved in the proposed method are 

summarized in Table 3.1.   
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Table 3.1 The five stages of the proposed method. 

Stage 1: Primary path estimation 

              Turn off K1 and K3, turn on K2  

              Estimate of the primary path 𝑃 𝑧  

              𝒑 𝑛 1 𝒑 𝑛 𝜇
𝒙

𝒙 𝒙
 

Stage 2: Controller initialization 

              Turn on K1, turn off  K2 and K3 

                     Set the initial controller 

Stage 3: Secondary path estimation 

              Turn on K1 and K3, turn off K2  

               Estimate of the secondary path 𝑆 𝑧  using control signal 

              𝒔 𝑛 1 𝒔 𝑛 𝜇 𝑛 𝒚 𝑛  

Stage 4: Primary and secondary path changing detection in active control operation  

              Operate the active control system 

              𝒘 𝑛 1 𝒘 𝑛 𝜇 𝑒 𝑛 𝒙 𝑛  

              if Tr  < Tr0 , A path change is detected. 

              To check primary path change,  turn off K1 and K3, turn on K2, run the system 

              if  Tp < Tp0 , update 𝑃 𝑧 . 

              else, turn on K1 and K3, turn off  K2, update 𝑆 𝑧  using  

              𝒒 𝑛 1 𝒒 𝑛 𝜇
𝒚

𝒚 𝒚
 

              𝒔 𝑛 1 𝒔 𝑛 𝜇 𝑛 𝒚 𝑛  

Stage 5: Active control operation 

              Turn off K2 and K3, turn on K1 

              Operate the active control system with updated 𝑆 𝑧  

              If rise in e(n) is detected, follow the procedures of Stage 4 
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3.2.2 Numerical experiments 

In this subsection, the results obtained from numerical experiments using available 

acoustic paths for active control operation, are presented. A detailed discussion on results 

are also included, and the results are compared by means of performance metrics with the 

state-of-the-art methods to validate the effectiveness of the proposed method. 

Furthermore, the advantages and pitfalls of the method are found.  

    In the simulations, the primary path P(z) and secondary path S(z) are FIR filters of 

length 48 and 16 respectively which are obtained from the data provided by Kuo and 

Morgan (1996), the frequency response of which are depicted in Figure 3.3. Part A 

represents the normal paths, Part B represents the path after a sudden change. The 

estimated secondary path and control filter are FIR filters of length Ls = 16 and Lw = 48, 

respectively. The adaptive decorrelation filter Q(z) is an FIR filter of length M = 5. The 

sampling frequency used in the simulation is 2000 Hz. The mean square error (MSE) and 

the relative modelling error S are used as the metrics for comparison, which are defined 

as  

 MSE 10 log 𝐸 𝑒 𝑛  (3.10) 

 
∆𝑆 dB 10 log

‖𝒔 𝑛 𝒔 𝑛 ‖
‖𝒔 𝑛 ‖

. 
(3.11) 



40 
 

 

(a) 

 

(b) 

Figure 3.3 Frequency response of (a) the primary path and (b) the secondary path. 

 

    Simulations have been carried out to compare the performance of the proposed five-

stage method with the extended filtering (EF) method (Zhao et al. 2017), which is 

hereafter referred to as EF-1, the conventional extended adaptive filter method (Kuo & 
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Morgan 1999), which is hereafter referred to as EF-2, Carini’s method (Carini & Malatini 

2008) and Yang’s method (Yang et al. 2018). In EF-1, the extended filter is the estimate 

of the primary path, which is fixed for control operation, whereas the extended filter is 

adaptive one for EF-2. Both Carini’s method and Yang’s method use auxiliary noise with 

an initialized variance of 0.05 and power scheduling strategy for simultaneous update of 

the control filter and secondary path modelling filter. All the results obtained are 

averaged over ten independent trials. 

3.2.2.1 The five stage method 

In this subsection, simulation has been carried out for different situations to test the 

efficacy of the five-stage method for both the primary and the secondary path change. 

3.2.2.1.1 Case 1: Autoregressive signal 

In this case, the input signal x(n) is generated from a first order autoregressive (AR) 

process  

 𝑥 𝑛 0.9𝑥 𝑛 1 𝑣 𝑛  (3.12) 

where v(n) is a white noise of zero mean and unit variance. A white Gaussian 

measurement noise with a signal to noise ratio (SNR) of 40 dB is considered. The 

simulation runs for 50 sec and suddenly both the primary and secondary paths are changed 

(Part B). The simulation parameters used for the proposed method are: µp = 0.5, µs = 

0.004, µw = 0.0001, and for the EF methods are: µp = 0.008, µs = 0.02, µw = 0.0001. The 

simulation parameters used for Yang’s method are: µw = 0.000005, α = 0.02 and 

µh=0.003, c = 1, λ = 0.999, and for Carini’s method are: 𝜇 = 0.001, delay D = 8, 𝜆 = 

0.8, R = 1. The step sizes and other simulation parameters are chosen by trial and error to 

keep the system stability for normal acoustic paths and yet with the best possible control 

performance.  
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    The learning curves are shown in Figure 3.4.  The proposed method maintains the 

control after both the primary and the secondary path change, while the EF-1 and EF-2 

algorithms diverge. The methods of Yang and Carini are able to maintain the control 

operation before and after the acoustic path change. However, the control performance is 

limited compared to the proposed method due to the fact that the control operation and 

secondary path modelling process interfere with each other, and the injected auxiliary 

noise in these two methods affect the residual noise level. Furthermore, it is to be noted 

that the initial residual error levels (Part A) of the two methods are higher than that of the 

other methods due the injection of auxiliary noise. For the proposed algorithm, after the 

detection of the path change at 50th second, the controller update is ceased, K1 and K3 are 

turned off, K2 is turned on, and the primary path is remodelled. Hence, the residual error 

becomes exactly same as the primary disturbance during that time, which is clear from 

the learning curve (50th-60th sec). During the secondary path modelling, K1 and K3 are 

turned on, K2 is turned off, the controller preserves the previously updated coefficients 

(60th-70th sec). After the modelling of the acoustic paths are completed, K2 and K3 are 

turned off, K1 is turned on, the controller is continued to update to reduce residual noise. 

    For Part A, the proposed method, EF-1 and EF-2 are able to reach same residual noise 

level of approximately –11.5 dB, where that from Yang’s method and Carini’s method is 

about –7.5 dB despite having the fact that the convergence behavior of Yang’s method is 

the worst among the methods under study. After acoustic path change, the achieved 

residual noise levels for the proposed method, Yang’s method and Carini’s method are –

11 dB, 2 dB and –0.07 dB, respectively. The improved performance of Carini’s method 

(among Yang’s method and Carini’s method) might be attributed to the use of optimal 

variable step size for control filter update and secondary path modelling and appropriate 

auxiliary noise power scheduling. 
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Figure 3.4 Case 1: Learning curve for the 5-stage method obtained from an AR(1) input 

signal. 

    The deterioration in performance for the EF methods after both the primary and the 

secondary path change is due to the fact that it is not capable of estimating the changed 

paths accurately. It is found that the phase error between the actual and estimated 

secondary path for the EF-1 and EF-2 methods is greater than ±90, thereby making both 

the algorithms diverge. Furthermore, in the simultaneous update of secondary path 

estimation filter and the control filter, both the processes interfere with each other. An 

inaccurate secondary path estimation filter leads to increased interferences in control 

operation. 

3.2.2.1.2 Case 2: Frequent acoustic path change 

In this case, a more critical scenario is considered, where both the primary and secondary 

paths change frequently. The input signal is same as Case 1. The simulation runs for 25 

seconds with normal acoustic paths (Part A), and then both the paths are changed (Part 
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B). The acoustic paths again changes to Part A and Part B at 50th and 75th second, 

respectively. The simulation parameters used for this case are:  the proposed method (µp 

= 0.5, µs = 0.004, µw = 0.0001), the EF methods (µp = 0.0005, µs = 0.001, µw = 0.0001), 

Yang’s method (µw = 0.000005, α = 0.02 and µh = 0.003, c = 1, λ = 0.999) and Carini’s 

method (𝜇 = 0.001, delay D = 8, 𝜆 = 0.8, R = 1). The step sizes are chosen by trial and 

error to have same initial convergence (the proposed method and EF methods), and 

stability of all the methods for the normal acoustic paths. The operation of the switches 

are same as Case 1. The learning curves are shown in Figure 3.5, which shows the 

superiority of the proposed method after sudden path change. The EF-1 and EF-2 

algorithms diverge after the acoustic path change for the same reason as Case 1. Though 

Yang’s method and Carini’s method offer control operation after each path change, their 

control performance is limited due to the simultaneous update of control filter and 

secondary path modelling filter and the existence of auxiliary noise in the residual error 

signal. 

 

Figure 3.5 Case 2: Learning curve for the 5-stage method obtained from an AR(1) input 

signal with a frequent acoustic path change. 
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    For normal acoustic path (Part A), the proposed method, EF-1 and EF-2 are able to 

reach the same residual noise level (that is around –11.5 dB), whereas Yang’s method 

and Carini’s method achieve –2.8 dB and –6.5 dB, respectively. The residual noise levels 

for the proposed method, Yang’s method and Carini’s method for the first acoustic path 

change are –9 dB, 4 dB and 1 dB, respectively, while such obtained values for the second 

path change are –10.8 dB, –5 dB and –6.5 dB, respectively. Also, the third acoustic path 

change offers –9.5 dB, 3.5 dB and 0.9 dB, respectively for the 3 methods. 

     One can observe from the results that the proposed method is able to achieve similar 

level of noise reduction only after remodelling the acoustic paths. The primary path 

modelling is carried out during 25th-35th second, 50th-60th second and 75th-85th second. 

Similarly, the secondary path modelling is carried out during 35th-45th second, 60th-70th 

second and 85th-95th second. The remodelling process took longer time compared to the 

controller update duration, which means the unwanted disturbance is present for a long 

time. Hence, it is expected that the time duration for remodelling the acoustic paths could 

be shorter compared to the time gap between two consecutive path changes. The 

convergence time might otherwise be reduced at the expense of modelling accuracy, 

which in turn would affect the control performance, i.e., the convergence of the control 

filter would be slower. However, it is not desirable in an active control system. 

Alternatively, shorter remodelling time may be achieved by accelerating the convergence 

behaviour of the adaptive filters used for modelling. The adaptive decorrelation filters are 

introduced in Section 3.2.2.2 to reduce the modelling time.  

    There might be some situations where only one acoustic path changes. If Tr < Tr0, the 

controller is ceased, K1 and K3 are turned off, K2 is turned on. If Tp < Tp0, it confirms the 

need for remodelling of the primary path. However, the remodelling of primary path takes 

some time. After the remodelling is completed, the controller update is continued, which 
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means the convergence of the FxLMS algorithm in such a case depends on the primary 

path remodelling time. Similarly, if Tr < Tr0, and Tp > Tp0, it confirms the need for 

remodelling of the secondary path, for which K1 and K3 are turned on and K2 is turned 

off. The controller update is continued after remodelling of the secondary path, which 

means the convergence of the FxLMS algorithm in such a case depends on the secondary 

path remodelling time. 

    In summary, the proposed 5-stage method is capable of maintaining the noise reduction 

performance even both the primary and the secondary path change. However, one 

weakness of this method is that it takes some time for remodelling the acoustic paths, 

which makes it ill-suited for the situation where the changes in the acoustic paths occur 

more frequently before one remodelling is completed.   

3.2.2.2 The decorrelation filter 

In this subsection, the advantages of using the adaptive decorrelation filter is illustrated 

through simulations. For applying the decorrelation filter for modelling the secondary 

path (Part B), the modelling signal used is the controller output signal from Part A. After 

the confirmation of secondary path change, K1 and K3 are turned on, K2 is turned off, the 

controller preserves the previously updated coefficients (from Part A). Please note that 

this decorrelation filter is not effective for tonal and white excitation signal. 

3.2.2.2.1 Case 1: Autoregressive signal 

The input signal and other simulation parameters are same as the Case 1 of previous 

section. The step size used for updating the coefficients of the decorrelation filter is µq = 

0.01. It is evident from Figure 3.6 that the decorrelation filter accelerates the convergence 

behaviour of the secondary path modelling filter. Unlike the conventional LMS adaptive 
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filter, the decorrelation adaptive filter takes approximately 2 second to achieve similar 

modelling accuracy. That means the use of adaptive decorrelation filter can reduce the 

overall modelling time. The improvement in the convergence behaviour of the 

decorrelation adaptive filter is due to its pre-whitening operation, which decreases the 

spectral dynamic range of the excitation signal used for modelling. 

 

Figure 3.6 Relative modelling error for the AR(1) signal. 

 

3.2.2.2.2 Case 2: Broadband signal 

A broadband reference noise signal is considered in this case. A 21 order FIR filter with 

a pass band of [100 500] Hz is designed using fir1 MATLAB command. A white noise 

of zero mean and unit variance is filtered through this bandpass filter to generate the 

reference signal x(n). A white Gaussian measurement noise with an SNR of 40 dB is 

considered. The acoustic paths used in the simulation are shown in Figure 3.3. The control 

operation is carried out for Part A and the acoustic paths are changed suddenly (Part B). 

The decorrelation adaptive filter is used for remodelling the secondary path. The 
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simulation parameters used for the proposed method are: µp = 0.9, µs = 0.01, µw = 0.00005 

and µq = 0.01. 

    The relative modelling error is shown in Figure 3.7(a), from which one can notice that 

the proposed decorrelation filter is improving the modelling accuracy by approximately 

3 dB. The adaptive filter without the decorrelation filter takes 10 second to achieve 

approximately –4 dB modelling error, while the decorrelation adaptive filter reaches the 

same level at around 2 second. The reason for such improvement is explained in the 

previous case. In this case, the reference signal has bandwidth [100 500] Hz, and the 

secondary path can be modelled accurately only in that band. Figure 3.7(b) shows the 

modelling error in the frequency band of the reference signal, from which it is clear that 

the modelling is improved using the decorrelation filter. The modelling error in Figure 

3.7(a) is higher compared to the previous case as it is obtained by considering the whole 

range of frequency response of the secondary path. However, the condition Ts > Ts0 is 

met. 

 

(a) 
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(b) 

Figure 3.7 (a) Relative modelling error for the full frequency range, (b) Relative 

modelling error for the frequency band of [100 500] Hz. 

3.2.2.2.3 Case 3: Mixture of white noise and multitone 

In this case, the reference signal is a mixture of white noise with zero mean and unit 

variance and multitone signal comprising frequencies of 100, 200, 300, 400 and 500 Hz. 

The variance of the multitone signal is adjusted to 2. A white Gaussian measurement 

noise with an SNR of 40 dB is considered. The acoustic paths used in the simulation are 

shown in Figure 3.3. The control operation is carried out for Part A and the acoustic paths 

are changed suddenly (Part B). The decorrelation adaptive filter is used for remodelling 

the secondary path. The simulation parameters used for the proposed method are: µp = 

0.9, µs = 0.003, µw = 0.0002 and µq = 0.004. 

    The relative modelling error is illustrated in Figure 3.8, from which it is clear that the 

decorrelation filter accelerates the convergence speed of the secondary path modelling 

filter. Although the reference signal constitutes white noise, the presence of the control 
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filter makes the output of controller as a correlated (coloured) signal, increasing the 

spectral dynamic range. The adaptive decorrelation filter, in such a case, improves the 

convergence speed. It is to be noted that if the controller output, the excitation signal for 

modelling the secondary path is white or tonal, the decorrelation filter is not more 

effective than that without using the decorrelation filter for modelling the secondary path. 

 

 

Figure 3.8 Relative modelling error for the mixture of white noise and multitone signal. 

 

     In summary, although the decorrelation filter is not effective to increase the 

convergence speed for tonal and white excitation signals, it can accelerate the 

convergence speed of the secondary path modelling for broadband and narrowband 

signals. Even though the reference signal might be white noise, the presence of the control 

filter, the frequency response of which is not flat in general, converts a white reference 

input signal to a coloured excitation signal for the secondary path modelling, which makes 

the decorrelation filter become effective. The effectiveness decreases with the reduction 

of bandwidth of the excitation signal. The order of the decorrelation filter also plays a 



51 
 

role in improving the convergence speed. In the simulations, a small order filter is 

considered. However, a higher order filter may be chosen for complicated coloured 

signals. 

3.2.2.3 The five-stage method with decorrelation filter 

In this subsection, the complete ANC operation is carried out, which includes the 

proposed five-stage method and the adaptive decorrelation filter. Three cases have been 

considered here.  

3.2.2.3.1 Case 1: Coloured signal 

The input signal considered in this case is a coloured signal, generated by passing a white 

noise with zero mean and unit variance through a filter 1 0.5𝑧 0.81𝑧 / 1

0.59𝑧 0.4𝑧 . A white Gaussian measurement noise with an SNR of 40 dB is 

considered. The acoustic paths considered are depicted in Figure 3.3. The simulation is 

carried out with normal acoustic paths (Part A), then there is a sudden change in both the 

acoustic paths at 40th second. The operation of the switches for remodelling of acoustic 

paths and control operation are same as previous cases.  The simulation parameters used 

for this case are:  the proposed method (µp = 0.5, µs = 0.004, µw = 0.0001, µq = 0.5), the 

EF methods (µp = 0.01, µs = 0.004, µw = 0.0001), Yang’s method (µw = 0.000005, α = 

0.02 and µh = 0.003, c = 1, λ = 0.999) and Carini’s method (𝜇 = 0.06, delay D = 8, 𝜆 

= 0.9, R = 1).   

     In the proposed method, the primary path modelling is carried out during 40th-50th 

second. After the detection of secondary path change, K2 is turned off, K1 and K3 are 

turned on. The secondary path modelling can be completed earlier using the decorrelation 

filter because the controller output signal is coloured. The adaptive decorrelation filter 
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reduces the spectral dynamic range of the control signal, thereby improves the 

convergence speed of the modelling filter. Unlike the LMS adaptive filters, the 

decorrelation adaptive filter takes approximately 2 second (50th-52nd second) data 

samples for the secondary path modelling. The learning curves of the system are shown 

in Figure 3.9, from which it is clear that the decorrelation filter reduces the remodelling 

time and helps to resume the control operation. The steady-state performance with and 

without the decorrelation filter are similar. It is also evident that both the primary and the 

secondary path change cause the EF-1 and EF-2 algorithms diverge, while the proposed 

algorithm is able to achieve similar level of noise reduction. Yang’s method and Carini’s 

method are also capable of maintaining control operation after acoustic path change, but 

the control performances are lesser than the proposed method due to the simultaneous 

update of control filter and secondary path modelling filter and the existence of injected 

auxiliary noise in the residual error signal. 

 

 

Figure 3.9 Learning curve for the 5-stage method obtained from a coloured input signal. 
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    For Part A, the proposed method (with and without decorrelation filter), EF-1 and EF-

2 reach the same residual noise level, i.e., around –9.5 dB, whereas Yang’s method and 

Carini’s method achieves similar residual noise level, i.e., around –5.5 dB. The residual 

noise levels for the proposed methods, Yang’s method and Carini’s method after the 

acoustic path change are –10.2 dB, –0.1 dB and –0.8 dB, respectively. 

3.2.2.3.2 Case 2: Mixture of white noise and multitone 

In this case, the input signal and other simulation parameters (for the proposed methods) 

are same as the Case 3 of Section 3.2.2.2. The simulation is carried out with normal 

acoustic paths (Part A), then there is a sudden change in both the acoustic paths at 25th 

second. The operation of the switches for remodelling of acoustic paths and control 

operation are same as previous cases. The simulation parameters used for the existing 

methods are: the EF methods (µp = 0.001, µs = 0.01, µw = 0.0002), Yang’s method (µw = 

0.00001, α=0.07 and µh=0.003, c=1, λ=0.999) and Carini’s method (𝜇 = 0.02, delay 

D=8, 𝜆=0.9, R=1). 

     It can be observed from the relative modelling error depicted in Figure 3.8 that the 

decorrelation adaptive filter can remodel the secondary path earlier compared to the LMS 

counterpart. The primary path remodelling is carried out fast, within one second as the 

reference signal constitutes a white noise. The LMS adaptive filter remodels the 

secondary path during 26th-31st second, while the decorrelation adaptive filter can do it in 

2 second. The learning curves of the system are shown in Figure 3.10, from which it is 

clear that the decorrelation filter reduces the remodelling time and the control operation 

is maintained. The EF-1 and EF-2 algorithms diverge after both the primary and the 

secondary path change. 
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     For Part A, the proposed method (with and without decorrelation filter), EF-1 and EF-

2 reach the same residual noise level, i.e., around –9.3 dB, whereas Yang’s method and 

Carini’s method achieves similar level of residual noise, i.e., around –8 dB. The residual 

noise levels for the proposed methods, Yang’s method and Carini’s method after the 

acoustic path change are –10.5 dB, 2.4 dB and –0.5 dB, respectively. It can also be noticed 

from part A that the initial residual noise levels for Yang’s method and Carini’s method 

are higher than that of the other methods, which are caused by the power scheduling of 

the injected auxiliary noise. 

 

Figure 3.10 Learning curve for the five-stage method obtained from a mixture of white 

noise and multitone input signals. 

3.2.2.3.3 Case 3: Effect of measurement noise 

In this case, the effect of different level of measurement noise on the performance of the 

proposed method is demonstrated. The input signal, simulation condition and all other 

simulation parameters are same as Case 1 of Section 3.2.2.3. A white Gaussian 

measurement noise with 4 SNR values of 30 dB, 20 dB, 10 dB and 0 dB are considered. 
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The obtained learning curves are depicted in Figure 3.11. As shown in Figure 3.9, the EF-

1 and EF-2 diverge after the acoustic path changes, so only Yang’s method and Carini’s 

method are compared with the proposed method with decorrelation filters. The residual 

noise levels for Part A and Part B are shown in Table 3.2, from which one can observe 

that the SNR values of 30 dB and 20 dB has little effect on the residual noise levels for 

the methods, but all the 3 methods are affected by the measurement noise with SNR 

values of 10 dB and 0 dB. Furthermore, the proposed method outperforms Yang’s and 

Carini’s methods and achieves lower level of residual noise for all SNR values. 

 

                                       (a)                                                                     (b) 

 

(c)                                                                     (d) 

Figure 3.11 Learning curves for the proposed method obtained from a colored input 

signal and different level of measurement noise. (a) SNR = 30 dB, (b) SNR = 20 dB, (c) 

SNR = 10 dB and (d) SNR = 0 dB. 
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Table 3.2 Residual noise levels of different methods for different measurement noise 

levels. 

 Residual noise level (dB) 

 SNR=30 dB SNR = 20 dB SNR = 10 dB SNR = 0 dB 

Methods Part A Part B Part A Part B Part A Part B Part A Part B 

Proposed -9.5 -10.2 -9.2 -10.0 -6.7 -7.3 0.3 0.1 

Yang’s -5.4 -0.1 -5.2 0.0 -3.8 0.6 1.9 3.0 

Carini’s -5.0 -0.8 -5.0 -0.7 -3.8 0.0 1.8 3.0 

 

3.2.3 Computational complexity 

A detailed computational complexity of the proposed method is discussed in this section. 

For an active control system with a control filter of length 𝐿 , a secondary path modelling 

filter of length 𝐿 , a primary path modelling filter (extended filter) of length 𝐿 , and 

decorrelation filters of length M, the proposed method requires 𝐿  multiplications and 

𝐿 1 additions to obtain the control output; 𝐿  multiplications and 𝐿 1 additions to 

obtain the filtered reference signal; 𝐿  multiplications and 𝐿 1 additions to obtain the 

estimated cancelling signal; 𝐿  multiplications and 𝐿 1 additions to obtain the output 

of extended adaptive filter; 2𝑀 multiplications and 2 𝑀 1  additions to obtain the 

decorrelation filter outputs; 𝐿 1 multiplications and 𝐿  additions to update the control 

filter; 2𝐿 1 multiplications, 2𝐿 1 additions and 1 division to update the extended 

adaptive filter 𝑃 𝑧 ; 𝐿 1 multiplications and 𝐿  additions to update the secondary path 

modelling filter; 2𝑀 1 multiplications, 2𝑀 1 additions and 1 division for updating 

the decorrelation filter. For calculating the thresholds, 6 multiplications, 6 additions, 3 

divisions and 3 logarithmic operations are required. So, the proposed method may 

requires a total of  2𝐿 3𝐿 3𝐿 4𝑀 10 multiplications, 2𝐿 3𝐿 3𝐿

4𝑀 2  additions, 5 divisions and 3 logarithmic operations. Hence, 4𝐿 6𝐿 6𝐿
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8𝑀 16 computations are required per sample. However, it is to be noted that the 

secondary path modelling and control operations are decoupled by means of the threshold 

detection and the toggling of the switches, which may lead to a reduced computational 

complexity than the above mentioned values.  

Table 3.3 Computational complexity of different methods 

Methods Total computations per 

sample 

Example 

Proposed Method 4𝐿 6𝐿 6𝐿 8𝑀 16 632 

EF-1  4𝐿 6𝐿 2𝐿 4 380 

EF-2 4𝐿 6𝐿 6𝐿  576 

Yang’s Method 4𝐿 6𝐿 4𝐿 24 344 

Carini’s Method 13𝐿 12𝐿 8𝐷 25 905 

Gao’s Method 
𝐿 𝐿 ∆

𝑁 2𝐿 1
𝑁

 

3 𝐾 𝑁 log 𝑁
𝑁

 

𝑁 10 8𝐿  

1778 

 

    For comparison purposes, the computational complexity of some existing approaches 

is summarized in Table 3.3, which includes the extended filtering method (Zhao et al. 

2017), conventional extended filtering method (Kuo & Morgan 1999), Yang’s method 

(Yang et al. 2018), Carini’s method (Carini & Malatini 2008) and Gao’s method (Gao, 

Lu & Qiu 2016). To make a straightforward comparison, one example is provided, where  

𝐿 = 48, 𝐿 = 16, 𝐿 =48, 𝑀= 5, and for Gao’s method, the length of the prototype filter 

𝐾 =128, the down sampling rate 𝑁 =10, the number of total subband 𝑁 =20, the number 

of actual used subband 𝑁 =4, direct path delay ∆=17, length of Hilbert filter 𝐿=34. The 

details of the computational complexity of Gao’s method can be found in (Gao, Lu & Qiu 

2016). It can be observed from Table 3.3 that the computational complexity of the 
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proposed method is higher than that of the extended filtering methods and Yang’s method. 

However, it is lesser compared to that of Carini’s and Gao’s methods. 

 

3.3  Online feedback path modelling 

3.3.1 Proposed method 

To avoid using auxiliary sound for feedback path modelling, in this work, we propose to 

use the control signal for online feedback path modelling and neutralization. A systematic 

method is proposed, which includes controller initialization, feedback path estimation, 

active control operation, and feedback path changing detection for maintaining control 

operation. In the online feedback path modelling, de-correlation filters are used to 

increase the convergence rate and reduce the bias of the feedback path modelling. Unlike 

the existing methods, the proposed method has three advantages. First, it avoids the need 

of an extra auxiliary noise generator; second, it uses a single filter for feedback path 

modelling and neutralization to reduce the overall computational complexity, and third, 

it decouples the feedback path modelling and control process to improve the 

performances. Furthermore, a stability detector is set in the ANC system to ensure the 

system stability in the event of howling or a feedback path change. In the first stage of 

the proposed method, if a howling is detected, a nominal estimate of the feedback path is 

used in order to stabilize the system. Then feedback path is estimated followed by the 

control operation. If a feedback path change is detected depending upon the preset 

thresholds in the middle of control operation, the control filter update is ceased and 

feedback path is remodeled. The proposed method therefore helps in decoupling the 

control operation and feedback path modelling.      
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Figure 3.12 Schematic diagram of the proposed method for active control with online 

feedback path modelling using the control signal. 

    The proposed method shown in Figure 3.12 consists of four stages: controller 

initialization, feedback path estimation, active control operation, and feedback path 

changing detection for maintaining control operation. P(z) is the primary path between 

the reference microphone and error microphone, 𝑃 𝑧  is the estimate of the primary path, 

F(z) is the acoustic feedback path from output of control filter W(z) to the reference 

microphone, 𝐹 𝑧  is the estimate of F(z), S(z) is the secondary path from output of control 

filter to the error microphone, and 𝑆 𝑧  is the estimated secondary path. Five switches are 

used to manage the control flow: control signal generation (K1), control filter update (K2), 

feedback path estimation (K3), detection of secondary path change (K4, K5). 
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Figure 3.13 Flowchart of the proposed feedback path modelling method. 

 

    Figure 3.13 depicts the flowchart of the proposed method. In the initialization, the 

primary path estimate 𝑃 𝑧  can be obtained by using the reference microphone signal and 

the error microphone signal with K1 switched off, and the estimated secondary path 𝑆 𝑧  

is assumed to be identified as S(z) to focus on feedback path modelling in the paper. To 

detect the path changes, three thresholds are defined  

 
𝑇 𝑛 10 log

𝜎 𝑛
𝜎 𝑛

 
(3.13) 

 
𝑇 𝑛 10 log

𝜎 𝑛
𝜎 𝑛

 
(3.14) 

 𝑇 𝑛 10 log |𝜎 𝑛 𝜎 𝑛 |, (3.15) 
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where Tr(n) is the threshold to detect the residual noise level, Ts(n) is the threshold to 

detect the accuracy of the estimated secondary path, Td(n) is the threshold to detect the 

feedback path change (stability). 𝜎 𝑛  is the power of the measured error signal e(n), 

which can be estimated by  

 𝜎 𝑛 𝜆𝜎 𝑛 1 1 𝜆 𝑒 𝑛 , (3.16) 

where λ = 0.999 is the forgetting factor with 𝜎 0 0, and the range of λ is 0.9 < λ < 1, 

in general (Benesty et al. 2006). 𝜎 𝑛  is the power of the primary disturbance, which 

can be estimated similarly with Eq. (3.16) by turning off K1. For 𝜎 𝑛  is the power of 

the modelling error signal ε(n), and 𝜎 𝑛  is the power of the signal x(n). 𝜎 𝑛  is the 

power of the signal 𝑥 𝑛 𝛽tanh 𝑥 𝑛 /𝛽 , where  is a scaling parameter that 

determines the mapping of the signal x(n) to the linear range of tanh function. The value 

of  is chosen by trial and error in such a way that the most likely range of the incoming 

reference signal r(n) lies in the linear range of the tanh function, i.e., 𝑟 𝑛

𝛽tanh 𝑟 𝑛 /𝛽 , which is depicted in Figure 3.14. The normal residual noise level with 

control, the normal estimated secondary path accuracy and the normal threshold Td(n) are 

assumed to be Tr0, Ts0 and Td0, respectively. All the powers are estimated recursively 

similar to Eq. (3.16) with their initial values equal to zero, i.e., 𝜎 0 0, 𝜎 0

0, 𝜎 0 0 and 𝜎 0 0. 
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Figure 3.14 Effect of different value of β on mapping of r(n) to the linear range of tanh 

function. 

     After initialization, the system enters into the first stage. In the first stage, K1 is turned 

on and the other switches are turned off for setting the initial controller. The last 

coefficient of the control filter is set as a single gain G, and all other coefficients are set 

as zeros, i.e., 𝑊 𝑧 𝑧 𝐺, with Lw denoting the length of the control filter. G is 

tuned in such a way that the amplitude of the residual error signal e(n) is higher than that 

of the undesired noise p(n) without howling. At this stage, if the power of the residual 

error signal e(n) becomes 20 dB higher than the power of undesired noise p(n), it is 

considered as starting of howling. 

    If a howling happens, record 2Lf (Lf denotes the length of 𝐹 𝑧 ) controller output signal 

y(n) and reference microphone signal m(n) and use them directly to calculate a nominal 

estimate of F(z). The nominal estimate of F(z) can be obtained as  

 
𝒇 𝑛 IFFT

𝑀 𝜔
𝑌 𝜔

, 
(3.17) 
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where IFFT denotes the inverse Fourier transform, 𝒇 𝑛  is the impulse response vector 

of the nominal estimate, M(ω) is the FFT of the microphone signal m(n), and Y(ω) is the 

FFT of y(n). Although Eq. (3.17) might not provide an exact estimate of F(z) because the 

reference signal is contaminated, it can be used to stabilize the system for further feedback 

path modelling. It should be noted that the magnitude of y(n) should be quite large in the 

above identification because it makes the power of the residual error signal e(n) about 20 

dB higher than the power of p(n) when a howling happens.   

    If there is no howling, the controller G is increased from a small pre-defined value (for 

example, G = 1% of the maximal gain can be applied on the system without causing a 

howling) by 2 times each step until 𝜎 𝑛 𝜎 𝑛 . That means the system stays in the 

first stage until 𝜎 𝑛 𝜎 𝑛  without causing howling. Once the system is stable and 

the above condition is satisfied, it is ready to enter the second stage.  

    In the second stage, K1 and K3 are turned on and the other switches are turned off. The 

feedback path F(z) is estimated as an FIR filter 𝐹 𝑧  using the control signal as the 

excitation signal. The initial impulse response vector of 𝐹 𝑧  can be a vector of zeros if 

no howling occurs in the first stage or the one obtained with Eq. (3.17) if a howling occurs. 

Because the control signal y(n) and reference signal r(n) are correlated, the obtained 

model is biased. Although a delay present in the control filter in the first stage can reduce 

correlation somehow, normalized least mean square (NLMS) decorrelation filters are 

used in this stage to whiten the signals used in the feedback path modelling process to 

increase the convergence speed and reduce the bias of the adaptive filter (Mboup, Bonnet 

& Bershad 1994; Zhang et al. 2017).  

    Two identical adaptive decorrelation filters L(z) = 1  z-1A(z) are employed to address 

the bias and slow convergence issue of feedback path modelling in the second stage, 

where A(z) is the z-transform of 𝒂 𝑛 𝑎 𝑛 , 𝑎 𝑛 , … , 𝑎 𝑛  with N denoting 
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the tap-weight length of A(z). The feedback compensated signal 𝑥 𝑛 𝑟 𝑛 𝑓 𝑛

𝑓 𝑛  passes through the adaptive decorrelation filter to provide the signal 𝑥 𝑛

𝑥 𝑛 𝒂 𝑛 𝒙 𝑛 , where 𝒙 𝑛 𝑥 𝑛 1 , 𝑥 𝑛2 , … , 𝑥 𝑛𝑁 . Similarly, the 

control signal y(n) passes through the decorrelation filter to provide 𝑦 𝑛

𝑦 𝑛 𝒂 𝑛 𝒚 𝑛 , where 𝒚 𝑛 𝑦 𝑛 1 , 𝑦 𝑛2 , … , 𝑦 𝑛𝑁 . The pre-

whitened signals ( )y n  and ( )x n are used to update the filter 𝐹 𝑧 .    

The adaptive decorrelation filter is updated using the NLMS algorithm as 

 
𝒂 𝑛 1 𝒂 𝑛 𝜇

𝑥 𝑛 𝒙 𝑛

𝒙 𝑛 𝒙 𝑛 𝛿
 

(3.18) 

where 𝜇  is the step size and 𝛿 is used to avoid divide by zero. The tap-weights of 𝐹 𝑧  

are updated as 

 
𝒇 𝑛 1 𝒇 𝑛 𝜇

𝑥 𝑛 𝒚 𝑛

𝒚 𝒏 𝒚 𝑛
 

(3.19) 

where 𝜇  is the step size,  is used to avoid divide by zero, and 𝒚 𝑛

𝑦 𝑛 , 𝑦 𝑛 1 , … , 𝑦 𝑛 𝐿 1 . It is to be noted that the above described method 

is applicable for broadband control only. In this stage, the feedback path modelling is 

carried out for a certain time, which depends on the feedback signal to reference signal 

amplitude ratio. A higher value of the feedback to reference signal ratio can have shorter 

time, whereas a smaller value requires a longer time. Here, the modelling time duration 

is chosen by trial and error and can be started with the same time that is used to model 

the secondary path. 

    In the third stage, the switches K1 and K2 are turned on and the other switches are turned 

off, the control operation is carried out with the FxLMS algorithm. The control weights 

are updated as 

 𝒘 𝑛 1 𝒘 𝑛 𝜇 𝑒 𝑛 𝒙 𝑛 , (3.20) 
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where w is the step size with initial control weights 𝒘 0 𝟎, a null vector of length 

Lw, xs(n) = [xs(n), xs(n1), …, xs (nLw+1)]T with Lw denoting the tap-weight length of the 

control filter, and xs(n) is the filtered reference signal, which is obtained by filtering x(n) 

with the secondary path estimate 𝒔 𝑛 . The residual noise is reduced continuously 

towards normal noise reduction Tr0. If the noise reduction level increases suddenly, it 

triggers the system into the fourth stage. 

    The fourth stage involves the feedback path changing detection. Assume that the 

normal residual noise level is Tr0 = 10 dB in the operation. If suddenly it becomes greater 

than 10 dB, i.e., Tr (n) > Tr0, there is a path change. It is to be noted that Tr(n) is calculated 

for each instance of time. At the same time, 𝜎 𝑛 , 𝜎 𝑛  and Td(n) are also estimated in 

a side branch of the system (Detector in the schematic diagram shown in Figure 3.3). If 

Td (n) < Td0 (Td0 = 10 dB for example), the system is stable and the change is caused by 

the primary path and the control operation is resumed. If Td(n) > Td0, the rise in Tr(n) may 

be due to the secondary path change or the feedback path change, and the control filter 

update is ceased by turning off K2. In practice, the secondary path and the feedback path 

usually change simultaneously when the secondary source or sound propagation paths 

change. 

    To check whether the change is due to the secondary path, K1, K4 and K5 are turned on 

and the other switches are turned off. At this time, there is controller output but without 

controller update, 𝜎 𝑛  and Ts(n) are estimated. If Ts(n) > Ts0 (Ts0 = 15 dB for example), 

the change is in the secondary path. In this case, the secondary path is remodelled and 

then the control operation is resumed with the new model. Here, Ts0 = 15 dB is chosen 

based on an adequate secondary path model, which can be obtained with the extended 

filtering method (Kuo & Morgan 1999; Zhao et al. 2017). Though the proposed method 
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focuses on the feedback path modelling, the secondary path modelling is highlighted here 

for the sake of completeness of the whole ANC system.  

    If Ts(n) < Ts0 (when K1, K4 and K5 are turned on and the other switches are turned off), 

the rise in e(n) is due to the feedback path change. The feedback path is modelled by 

turning on switches K1 and K3 and turning off the other switches with the previously 

obtained W(z). After obtaining a new 𝐹 𝑧 , K1 and K2 are turned on, the other switches 

are turned off, the active control operation is resumed by updating the control coefficients 

as in Eq. (3.20), and the system runs in the third stage. 

3.3.2 Numerical experiments 

In this subsection, the simulation results are presented for the method described in 

subsection 3.3.1. In the literature, little research can be found for feedback path modelling 

using the control signal. The closest related algorithm is Akhtar’s method (Akhtar, Abe 

& Kawamata 2007), which uses random noise for online feedback path modelling, so it 

is used as a benchmark for comparison with the proposed method. In the simulations, the 

primary path P(z), secondary path S(z) and the feedback path F(z) are FIR filters of 

lengths 48, 16 and 32, respectively, which are collected from the data provided by Kuo 

and Morgan (1996), Their spectra are shown in Figure 3.15. The adaptive filters W(z), 

𝑆 𝑧  and 𝐹 𝑧  are selected as FIR filters of lengths Lw = 48, Ls = 16 and Lf = 32, 

respectively. The adaptive de-correlation filter A(z) is an FIR filter of length N = 5. 

    The reference signal r(n) is generated from an autoregressive process 

 𝑟 𝑛 0.9𝑟 𝑛 1 𝑣 𝑛  (3.21) 

where v(n) is a white noise with zero-mean and unit variance. The white noise injected in 

Akhtar’s method is a zero-mean with variance 0.05. The sampling frequency used in the 

simulation is 2 kHz. All the simulation results are averaged over 10 independent 
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realizations. The mean square error defined in Eq. (3.10) and the relative modelling error 

F defined in Eq. (3.22) are used as the metrics for comparison.  

 
∆𝐹 dB 10 log

𝒇 𝑛 𝒇 𝑛
‖𝒇 𝑛 ‖

. 
(3.22) 

 

(a) 

 

(b) 

Figure 3.15 Frequency response of (a) the primary path and the secondary path and (b) 

feedback path. 
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    In the first stage of the proposed online feedback path modelling method, K1 is turned 

on and the other switches are turned off for initializing the controller. The control filter is 

set as 𝑊 𝑧 𝑧 , representing a delay of 𝐿 1 samples followed by unit gain. The 

amplitude of the residual error signal e(n) is higher than that of the undesired noise p(n) 

in this initialization, a howling occurs. A nominal estimate of the feedback path using Eq. 

(3.17) is used to maintain the stability of the control system. In the second stage, the 

feedback path modelling is carried out using the proposed decorrelation filters for 10 

seconds, during which K1 and K3 are turned on and the other switches are turned off. The 

benefit of using the decorrelation filters can be noticed from the modelling error shown 

in Figure 3.16. 

 

Figure 3.16 Feedback path modelling error in the second stage. 

 

    The improved modelling accuracy is due to the reduction of bias, which is achieved by 

the whitening property of the decorrelation filter. The steady-state modelling error 

without using the decorrelation filters fluctuate more as compared to the one with the 

decorrelation filters due to the existence of bias. Furthermore, the decorrelation filters aid 
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in faster convergence of the adaptive filter, e.g., to achieve 16 dB modelling error, the 

one with the decorrelation filters takes 0.7 second compared to 1.1 seconds taken by the 

one without decorrelation filters. The modelling error obtained with and without 

decorrelation filters at 2.0 second are 20.3 dB and 17.4 dB, respectively. 

    After the feedback path modelling, K1 and K2 are turned on and the other switches are 

turned off, the simulation for control operation runs for 50 seconds with the original 

acoustic paths shown in Figure 3.15. Then the feedback path changes suddenly, resulting 

in a situation Tr(n) > 10 dB and Td(n) > 10 dB, the control update is ceased. The 

switches K1, K4 and K5 are turned on and the other switches are turned off, the threshold 

Ts(n) is checked confirming a feedback path change. The feedback path remodelling is 

carried out to estimate the new feedback path. After an adequate modelling, the control 

operation is resumed. The simulation parameters used for the proposed method are: 𝜇

0.0001, 𝜇 0.03, 𝜇 0.01, 𝛿 0.00001, and 𝛽 60. For Akhtar’s method 

𝜇 0.0001, 𝜇 0.001, and 𝜇 0.0001. The step sizes are chosen by trial and error 

to make system stable yet with the fastest convergence speed. 

    Figure 3.17(a) depicts the modelling error obtained for the whole duration of control 

operation.  One can notice that the proposed method maintains constant modelling error 

for the first 50 seconds because the feedback path is modelled before the control 

operation. After the detection of feedback path change at the 50th second, the controller 

update is ceased, K1 and K3 are turned on and the other switches are turned off. The 

feedback path modelling is carried out from the 50th second to the 70th second, and 

reasonably accurate feedback path is obtained using the decorrelation filters. The 

feedback path remodelling in the fourth stage takes longer time compared to the feedback 

path modelling in the second stage because of the presence of the control filter, whose 

frequency response is not flat in general. 
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(a) 

 

(b) 

Figure 3.17 (a) Feedback path modelling error, (b) learning curve for the whole duration 

of control operation. 

    The control operation is resumed after the 70th second, K1 and K2 are turned on, the 

other switches are turned off and thus the modelling error is constant. But for Akhtar’s 
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method, both the control operation and feedback path modelling occur simultaneously, 

resulting in a continuous variation of modelling error. It is important to notice that the 

proposed method with the decorrelation filters obtained approximately 11 dB less 

modelling error than the one without using the decorrelation filters and approximately 6 

dB less modelling error than Akhtar’s method.  

    The learning curves for the control operation are depicted in Figure 3.17(b), which 

shows the superiority of the proposed method with the decorrelation filters before and 

after the feedback path change. For the first 50 seconds, the proposed method achieves 

faster convergence and lower steady-state residual error. The convergence of Akhtar’s 

method is slow due to the fact that the control operation and feedback path modelling 

process interfere with each other. An inaccurate feedback path estimation filter leads to 

increased interferences in control operation, i.e., the presence of feedback component in 

reference signal affects the active control performance. 

    After the 50th second, the feedback path is changed, and therefore the residual error 

increases sharply. From the 50th second to the 70th second, feedback path modelling is 

carried out neutralizing the feedback component, and hence the magnitude of the 

feedback compensated input signal to the control filter is reduced, consequently the error 

level reduces due to the existence of the fixed control filter. After the 70th second, the 

control operation is resumed and the noise is further reduced. The improvement in control 

performance in the proposed method is attributed to the inclusion of the decorrelation 

filters to address the issue of biased estimation and the decoupling between the control 

operation and feedback path modelling. 
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3.3.3 Computational complexity 

Using decorrelation filters in the proposed method increases the computational load, 

which include two identical decorrelation filtering, the coefficient update of the 

decorrelation filter and obtaining the prewhitening signal, but it has less computational 

burden compared to Akhtar’s method using auxiliary noise, which uses an adaptive noise 

cancellation filter (ADNC) of length Lh and two separate filters for FBPM and FBPN. 

Furthermore, it is to be noted that the feedback path modelling and the control operation 

are not carried out simultaneously, leading to a reduced computational load. 

    The computational complexity is calculated in terms of number of multiplications (per 

samples) and number of additions (per sample). All the methods require 𝐿  

multiplications and 𝐿 1 additions to obtain the controller output; 𝐿  multiplications 

and 𝐿 1 additions to obtain the filtered reference signal; 𝐿  multiplications and 𝐿 1 

additions to obtain the estimated feedback signal; 𝐿 1 multiplications and 𝐿  

additions to update the control filter. Unlike Akhtar’s method a single filter is used for 

feedback path modelling and neutralization. The proposed method requires 2𝑁 

multiplications and 2 𝑁 1  additions to obtain the decorrelation filter outputs; 2𝐿 1 

multiplications and 2𝐿 1 additions for updating the feedback path modelling and 

neutralization filter; 2𝑁 1 multiplications and 2𝑁 1 additions for updating the 

decorrelation filter. Akhtar’s method requires 𝐿  multiplications and 𝐿 1 additions for 

obtaining the ADNC filter output; 2𝐿 1 multiplications and 2𝐿 1 additions for 

updating the ADNC filter using NLMS algorithm. The basic computational load (filtering 

and filter update) for the related methods are summarized in Table 3.4, in which  

denotes the number of multiplications per sample and  denotes the number of 

additions per sample associated with different operations. For a particular case considered 
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in the simulations, the total number of multiplications per sample and additions per 

sample are also included in the last row of Table 3.4. 

Table 3.4 Computational load for different methods 

Operation Proposed (with the 
decorrelation filters) 

Proposed (without the 
decorrelation filters) 

Akhtar’s Method 

      

Controller output 𝐿  𝐿 1 𝐿  𝐿 1 𝐿  𝐿 1 
Filtered signal 𝐿  𝐿 1 𝐿  𝐿 1 𝐿  𝐿 1 

Controller update 𝐿 1 𝐿  𝐿 1 𝐿  𝐿 1 𝐿  
Neutralization filter 

output 
𝐿  𝐿 1 𝐿  𝐿 1 𝐿  𝐿 1 

Neutralization filter 
update 

2𝐿 1 2𝐿 1 2𝐿 1 2𝐿 1 None None 

Decorrelation filter 
output 

2𝑁 2 𝑁 1  None None None None 

Decorrelation filter 
update 

2𝑁 1 2𝑁 1 None None None None 

ADNC filter output None None None None 𝐿  𝐿 1 
ADNC filter update None None None None 2𝐿 1 2𝐿 1 
FBPM filter output None None None None 𝐿  𝐿 1 
FBPM filter update None None None None 2𝐿 +1 2𝐿 1 
Total 2𝐿 𝐿

3𝐿
4𝑁 3 

2𝐿 𝐿
3𝐿
4𝑁
7 

2𝐿 𝐿
3𝐿 2 

2𝐿 𝐿
3𝐿
4 

2𝐿 𝐿
4𝐿  

3𝐿 3 

2𝐿 𝐿
4𝐿   
3𝐿
7 

Lw = 48, Lf  = 32, Ls 
= 16, Lh =16, N = 5 

231 221 210 204 291 281 

 

3.4  Summary 

In summary, the proposed five-stage method and the decorrelation filter maintain the 

control operation when both the primary and the secondary path change. Unlike the 

existing algorithms, the proposed method detects the change of acoustic paths by 

monitoring the pre-set thresholds, and then uses three switches for choosing the active 

control operation, remodelling the primary path and remodelling the secondary path. It 

removes the primary disturbance during secondary path modelling, reduces the 

convergence time of the control filter by reducing the remodelling time of the secondary 
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path modelling filter with the decorrelation filter. The proposed method possesses larger 

computational complexity than the EF-1, the EF-2 algorithms and Yang’s method due to 

the threshold detections, the presence of two identical decorrelation filters, the coefficient 

update of the decorrelation filters and obtaining the pre-whitened signals. Furthermore, 

the remodelling of the acoustic paths requires few seconds. The proposed method is 

affected by measurement noise of SNR values less than 10 dB. However, the 

measurement noise of SNR values greater than 20 dB has little effect on the control 

performance. Although the proposed method can be useful for narrowband and broadband 

signals for handling both the primary and the secondary path change, it may not provide 

significant improvement in performance in situations where the excitation signal is tonal 

or white and the changes in the acoustic paths occur more frequently before one 

remodelling is completed. 

    The proposed four-stage method and the decorrelation filters maintain the control 

operation with improved performance and system stability when the feedback path 

changes. In contrast to the existing algorithm, the proposed method detects the change of 

acoustic paths by monitoring the preset thresholds, and uses five switches to decouple the 

feedback path modelling from control operation. Therefore, the implementation of the 

proposed algorithm is quite simple. Although, the proposed method can be useful for 

broadband signals for feedback path modelling, it is not effective for tonal signals because 

it is not possible to compensate all the feedback component when the feedback path 

modelling is carried out using tonal control signal. The auxiliary noise injection method 

still holds good for tonal active control system. 
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1 This chapter has been published as: Pradhan, S., Qiu, X. & Ji, J. 2021, ‘Affine combination of the filtered-
x LMS/F algorithms for active control’, Vibration Engineering for a Sustainable Future, Springer, pp. 313-
9.

4 Affine combination of adaptive filters for active control 

4.1  Introduction 

The filtered-x least mean square algorithm is extensively employed for active control, 

which exhibits a trade-off between convergence speed and the steady-state control 

performance. In this chapter, an affine combination strategy of the filtered-x least mean 

square and fourth algorithms is proposed, which can be regarded as a generalized convex 

combination1. Unlike the convex combination, the combining parameter in this linear 

combination is not constrained to lie in a specific interval and plays a vital role in deciding 

the overall system performance. An adaptation rule is developed for updating the 

combining parameter. The proposed affine combination strategy is used to control white 

noise and multi-tone noise. The simulation results demonstrate that the proposed 

algorithm provides faster convergence and improved steady-state control performance. 

Furthermore, the proposed affine combination is also robust with an imperfect secondary 

path model. 

[Production Note:This chapter is not included in this digital copy due to copyright 

restrictions.]

View/Download from: Publisher's site

https://doi.org/10.1007/978-3-030-47618-2_39
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5 A  time-frequency domain flexible structure for active 

control 

5.1  Introduction 

Frequency domain filtered-x least mean square algorithms can reduce the computational 

complexity of the time domain counterpart with long filters; however, suffer from large 

block delay, additional quantization error due to large size transformations and 

implementation difficulties in existing DSP hardware. In this work, a time-frequency 

domain flexible structure is proposed using the partitioned block frequency domain 

adaptive filtering technique, which has no signal path delay and is well suited for low-

cost DSP implementation1. The proposed structure divides the long filters into many 

equal partitions and carry out the control filter update in frequency domain while 

generating the control signal in both time and frequency domains. The simulation results 

using the measured acoustic paths demonstrate that the proposed structure maintains 

similar performance as that of the time domain algorithm but with much less 

computational complexity.    

5.2  The proposed structure 

Figure 5.1 shows the schematic block diagram of the proposed structure for a single 

channel feedforward ANC system, where, P(z), S(z) and 𝑆 𝑧  represent the transfer 

function of the primary path, the secondary path and the secondary path model, 

respectively. The Lw long control filter is 𝒘 𝑛 𝑤 𝑛 , 𝑤 𝑛 , … , 𝑤 𝑛  and the 

Ls long secondary path model is 𝒔 𝑛 �̂� 𝑛 , �̂� 𝑛 , … , �̂� 𝑛 . x(n) is the 

1 A portion of this chapter has been submitted as: Pradhan, S., Qiu, X. & Ji, J. 2020, ‘A time-frequency 
domain flexible structure of delayless partitioned block adaptive filters for active control’, submitted to 
Applied Acoustics [under revision]. 
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reference signal, p(n) is the primary disturbance signal at the error microphone, y(n) is 

the control signal, s(n) is the cancelling signal, and e(n) is the residual error signal. In the 

figure, S/P, P/S and z–D denotes the serial-to-parallel converter, parallel-to-serial 

converter, and a block size delay of D, respectively. 

 

Figure 5.1 Block diagram of the proposed structure for a single channel feedforward 

ANC system. 

    The control filter is partitioned into Kw segments, and N = Lw /Kw is the length of 

each segment which can be expressed as  

 𝒘 𝑛 𝑤 𝑛 , 𝑤 𝑛 , … , 𝑤 𝑛 , (5.1) 

where k = 0, 1, …, Kw–1. Using the overlap-save method, N point zeros are appended at 

the end of the kth control sub-filter so that a 2N point FFT is applied to have 𝑾 𝑚

 𝐹𝐹𝑇 𝑤 𝑛 , 𝑤 𝑛 , … , 𝑤 𝑛 , 0,0, … ,0 , where m = n/N is the block index. 

The control signal y(n) can be written as  

 
𝑦 𝑛 𝑦 𝑛 𝒘 𝑛 𝒖 𝑛 , 

(5.2) 
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where 𝑦 𝑛  is the output of the kth partition and 𝒖 𝑛 𝑥 𝑛 𝑘𝑁 , 𝑥 𝑛 𝑘𝑁

1 , … , 𝑥 𝑛 𝑘 1 𝑁 1  . y(n) can otherwise be written as 𝑦 𝑛 𝑦 𝑛 𝑦 𝑛 , 

where 𝑦 𝑛  is the output of the first partition which is obtained in time domain in the 

proposed structure. The remaining part of the output is  

 
𝑦 𝑛 𝑦 𝑛 , 

(5.3) 

which is obtained in frequency domain. For a block of reference signal 𝒙 𝑚

𝑥 𝑛 , 𝑥 𝑛 1 , … , 𝑥 𝑛 𝑁 1 , the block of control signal 𝒚 𝑚 𝑦 𝑛 , 𝑦 𝑛

1 , … , 𝑦 𝑛 𝑁 1  can be obtained by 

 
𝒚 𝑚 𝟎  𝑰 𝐼𝐹𝐹𝑇 𝑑𝑖𝑎𝑔 𝑿 𝑚 𝑾 𝑚 , 

(5.4) 

where 𝟎  𝑰  is an N×2N matrix, 𝑿 𝑚 𝐹𝐹𝑇 𝒙 𝑚 1  𝒙 𝑚 . Defining 

yr(m) = [yr(n), yr(n+1), yr(n+N–1) ]T  and using Eqs. (5.3) and (5.4), it has 

 
𝒚 𝑚 1 𝟎  𝑰 𝐼𝐹𝐹𝑇 𝑑𝑖𝑎𝑔 𝑿 𝑚 1 𝑾 𝑚 1  

(5.5) 

In Eq. (5.5), Xk(m+1)  is obtained by shifting operation Xk(m+1) = Xk–1(m), and it has 

 
𝒚 𝑚 1 𝟎  𝑰 𝐼𝐹𝐹𝑇 𝑑𝑖𝑎𝑔 𝑿 𝑚 𝑾 𝑚 1 . 

(5.6) 

The (m+1)th block contains samples with n = (m+1)N,…, (m+2)N–1. Considering the pth 

element of 𝒚 𝑚 1  as 𝒚 𝑚 1 , 0 𝑝 𝑁 1, it has 𝑦 𝑛 𝒚 𝑚

1 . Therefore, the output y(n) in block (m+1) can be obtained as 

 𝑦 𝑛 𝑦 𝑛 𝑦 𝑛 𝒘 𝑛 𝒖 𝑛 𝒚  (5.7) 
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It can be observed from Eqs. (5.6) and (5.7) that 𝑦 𝑛  in block (m+1) can be efficiently 

pre-obtained without waiting for the accumulation of the new block of samples, and 𝑦 𝑛  

can be obtained in real time by using linear convolution in the first partition. Hence, there 

is no signal path delay in obtaining the control signal y(n). 

    The time domain filter coefficients of the first partition are obtained from the frequency 

domain updated weights as 

 𝒘 𝑛 𝑰  𝟎 𝐼𝐹𝐹𝑇 𝑾 𝑚 1 . (5.8) 

Therefore, 𝑾 𝑚 1 , 0 𝑘 𝐾 1 can be adapted using the conventional 

FPBFxLMS algorithm and 𝒘 𝑛  is obtained once every N samples by Eq. (5.8). The 

frequency domain residual error signal vector is obtained by taking 2N point FFT of the 

error vector 𝒆 𝑚 𝑒 𝑛 , 𝑒 𝑛 1 , … , 𝑒 𝑛 𝑁 1   with N zeros appended at the 

beginning, and can be written as 

 𝑬 𝑚 𝐹𝐹𝑇 0,0 … ,0, 𝑒 𝑛 , 𝑒 𝑛 1 , … , 𝑒 𝑛 𝑁 1   (5.9) 

The estimated secondary path filter is partitioned into Ks segments, each with a length of 

N = Ls /Ks, and the 2N point FFT is calculated for each partition with N zeros appended 

at the end as 

 𝑺 𝑚 𝐹𝐹𝑇 �̂� 𝑛 , �̂� 𝑛 , … , �̂� 𝑛 , 0,0, … ,0 , (5.10) 

where k = 0, 1, …, Ks–1. The filtered reference signal vector can be obtained as  

 
𝒓 𝑚 𝟎  𝑰 𝐼𝐹𝐹𝑇 𝑑𝑖𝑎𝑔 𝑿 𝑚 𝑺 𝑚 . 

(5.11) 

These filtered reference signal samples of length N are appended with the past N samples. 

The frequency domain filtered reference signal vector so formed can be expressed as 

 𝑹 𝑚 𝐹𝐹𝑇 𝒓 𝑚 1  𝒓 𝑚 . (5.12) 

The control filter weight update equation for partition index k = 0, 1, …, Kw–1 are  
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          𝑾 𝑚 1 𝑾 𝑚   

 
                                𝜇𝐹𝐹𝑇

𝑰 𝟎
𝟎 𝟎 𝐼𝐹𝐹𝑇 𝑑𝑖𝑎𝑔 𝑹∗ 𝑚 𝑬 𝑚 . 

(5.13) 

    The above described structure is hereafter termed as the Time-Frequency domain 

delayless Partitioned Block FxLMS algorithm (TFPBFxLMS). It is worth noting that the 

proposed time-frequency domain flexible structure can incorporate the time domain 

filtering for control signal generation in more than one partition depending on the delay 

between the noise source and error sensors while the whole control filter is still updated 

in frequency domain. 

5.3  Numerical experiments  

In this subsection results are presented for the delayless partitioned block frequency 

domain adaptive filtering described in Section 5.2, and its flexible structure for active 

control is also presented. The performance of the proposed algorithm is demonstrated by 

comparing it with that of the conventional time domain FxLMS, the FBFxLMS and the 

FPBFxLMS algorithms. The normalized MSE is used as the metric to assess the 

performance, and it is defined as 

 
Normalized MSE dB 10 log

𝐸 𝑒 𝑛
𝜎

, 
(5.14) 

where 𝜎  is the variance of the primary noise at the error microphone phone.  

5.3.1 Case 1: White noise 

The simulations were carried out with the acoustic paths measured in an acrylic glass 

rectangular duct of size 150 cm × 32 cm × 25 cm. One end of the duct was rigidly 

terminated and the other end was open from one of its side wall. The measurement was 
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conducted in the listening room of the Centre for Audio, Acoustics and Vibration, 

University of Technology Sydney with a sampling rate of 16 kHz, and the arrangement 

is depicted in Figure 5.2(a).  

 

(a) 

 

(b) 

Figure 5.2 (a) Acoustic path measurement setup in a duct, (b) impulse responses of the 

primary and secondary paths. 

    The primary sound source is placed at the corner of the rigid end and the center of the 

control source is 100 cm away from the rigid terminal while the error microphone is 

placed 38 cm downstream from the center of control source. The primary path considered 
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here is the acoustic path from the primary sound source to the error microphone. The 

primary and secondary paths are measured as FIR filters of length 1024 each with white 

noise excitation, and their impulse responses are shown in Figure 5.2(b). The control filter 

is also an FIR filter with a length of Lw = 1024, and the partition size of the control filter 

and the estimated secondary path filter are N = 64 with Kw = Ks = 16 partitions. All the 

simulations are averaged over 50 independent realizations and smoothed by moving-

average method using a window of 1000 samples. 

    The input signal considered is a white noise, and the sound pressure level at the error 

sensor without control is 70 dB. The primary path and the secondary path has delay 

around 70 samples and 20 samples, respectively, and hence the causality constraint is 

maintained for the FxLMS algorithm and the TFPBFxLMS algorithm. However, the 

delay due to the block size of 1024 samples in the FBFxLMS algorithm does not meet the 

causality requirement, and results in little noise reduction. The delay of 64 samples in the 

FPBFxLMS algorithm results in negligible noise reduction.  

    The variation of normalized mean square error with respect to time for all the 

algorithms are depicted in Figure 5.3(a), from which one can observe that the FxLMS 

algorithm and the TFPBFxLMS algorithm achieves similar noise reduction. The steady-

state normalized MSE values for the FXLMS, TFBFxLMS algorithms are similar, i.e., –

17.4 dB, where the last 10 sec samples are considered to obtain the steady state values. 

The FBFxLMS algorithm fails to achieve any noise reduction because of the violation of 

the causality constraint. The FPBFxLMS algorithm achieves around 2 dB of noise 

reduction. The step size used for all the algorithm is µ = 4.5 ×10 ̶ 5 and it has been observed 

that a higher value of step size results in algorithmic divergence. The convergence time 

of the algorithms is longer due to the large control filter length of 1024.  
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(a) 

 

(b) 

Figure 5.3 (a) Normalized MSE curves for white noise using different algorithms and 

(b) the power spectral density with and without noise control. 
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     The power spectral density (PSD) of the error signal with and without control for all 

the algorithms are illustrated in Figure 5.3(b). One can observe that the FBFxLMS 

algorithm does not achieve any noise reduction and the FPBFxLMS algorithm achieves 

noise reduction only for the frequencies below 500 Hz, while the FxLMS algorithm and 

the proposed TFPBFxLMS algorithm achieve similar noise reduction. There is little noise 

reduction around some frequencies such as 600 Hz, 5900 Hz and 7500 Hz due to the 

location of the secondary source where the loudspeaker cannot generate enough sound at 

these frequencies at the error microphone location. It should be emphasized that the main 

contribution of the proposed algorithm is to find a balance between reducing 

computational complexity and maintaining the causality requirement. 

5.3.2 Case 2: Traffic noise 

To further demonstrate the flexibility of the proposed algorithm, active control of traffic 

noise in free space is considered. The traffic noise was recorded from a highway. The 

primary and secondary paths are FIR filters of length 1024 each, which were measured 

in a normal room in the Lab with a sampling rate of 16 kHz as depicted in Figure 5.4(a). 

The primary noise source was placed at 150 cm away from the secondary source and the 

distance from the center of the secondary source to the error microphone was set as 15 

cm. The impulse responses of the acoustic paths are depicted in Figure 5.4(b). The 

primary path and the secondary path has delay around 70 samples and 7 samples, 

respectively, and the causality constraint is maintained for the FxLMS algorithm and the 

proposed algorithm. However, the delay due to the block size of 1024 samples in the 

FBFxLMS algorithm does not meet the causality requirement. The delay of 64 samples 

in the FPBFxLMS algorithm affects the control performance. The impulse response of 
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the primary path contains around 500 significant coefficients, so the time domain control 

filtering is adopted in the first and second partitions of the proposed structure. 

 

 

(a) 

 

(b) 

Figure 5.4 (a) Position of source and sensor in the measurement and (b) Impulse 

responses of the primary and secondary paths measured in a normal room. 

 The variation of normalized MSE with respect to time for all the algorithms are 

depicted in Figure 5.5(a), where TFPFxLMS-I stands for the TFPFxLMS algorithm with 

time domain filtering in the first partition and TFPFxLMS-II stands for the algorithm with 
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time domain filtering in the first and second partitions. The proposed TFPFxLMS 

algorithm with two time domain partitions achieves similar normalized MSE as that of 

the FxLMS algorithm while the TFPFxLMS algorithm with only one time domain 

partitions gain less noise reduction due to the fact that the causality requirement is not 

met for some part of the primary disturbance. The FBFxLMS algorithm achieve no noise 

reduction because of the violation of the causality constraint and the PFBFxLMS 

algorithm achieves noise reduction around 5 dB due to large signal path delay. The step 

size used for all the algorithm is µ = 5 ×10 ̶ 6 and a higher value of step size results in 

algorithmic divergence. The PSD of the residual error signal with and without control for 

all the algorithm are depicted in Figure 5.5(b). It can be observed that the noise reduction 

of the TFPBFxLMS-I algorithm is less compared to that of the TFPBFxLMS-II 

algorithm. The noise reduction performance of the TFPBFxLMS-II is similar to that of 

the FxLMS algorithm in most of the frequency band while there is some difference in 

PSD at certain frequencies.  

 

(a) 
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(b) 

Figure 5.5 (a) Normalized MSE curves for traffic noise using different algorithms 

and (b) the power spectral density with and without noise control. 

5.4  Computational complexity 

The computational complexity of the proposed structure is evaluated in terms of average 

number of real multiplications per input samples with the assumption that the FFT and 

IFFT operations involves same number of computations, and the length of the control 

filter is same as that of the estimated secondary path filter. For generating the control 

signal, N+8(Kw ̶ 1) real multiplications are required, 8Kw real multiplications are needed 

for obtaining the filtered reference signal, 8Kw real multiplications are needed for 

updating the control filter weights and 16log2(2N) real multiplications are needed for 

FFT/IFFT operations. Hence, a total of 24Kw+16log2(2N)+N ̶ 8 real multiplications are 

required in the proposed TFPBFxLMS algorithm. The FPBFxLMS algorithm, the 

FBFxLMS algorithm and the FxLMS algorithm require a total of 24Kw+14log2(2N) real 
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multiplications, 24+14log2(2Lw) real multiplications and 3Lw real multiplications, 

respectively.  

    The computational complexity is summarized in Table 5.1, and for a straight forward 

comparison, one example is provided with Lw = 1024, N = 64 and Kw = 16. One can 

observe that the computational complexities of the proposed TFPBFXLMS algorithm is 

much lower than that of the time domain one while it is a bit higher than that of the 

FPBFxLMS algorithm which has a signal path delay of 64 samples. The FBFxLMS 

algorithm has the least computational complexity. However, it has a delay of 1024 

samples. 

Table 5.1 The average number of real multiplications required for different algorithms 

Algorithms Total real multiplications 
Example 

Multiplication Delay 

FxLMS 3Lw 3072 0 

FBFxLMS 24 + 14log2(2Lw) 178 1024 

FPBFxLMS 24Kw + 14log2(2N) 482 64 

TFPBFxLMS 24Kw + 16log2(2N) + N   ̶ 8  552 0 

 

    In some ANC applications, significant portions of the primary disturbance might take 

very short time to reach the error sensor. In such a scenario, more than one partitions have 

to adopt time domain filtering for control signal generation in order to maintain causality, 

which in turn increases the computational burden of the proposed structure. Table 5.2 lists 

the computational complexity and the length of the control filter part that uses time 

domain filtering with respect to the number of partitions (i = 0, 1, …, Kw) used for control 

signal generation in time domain, where N = 64 and Kw = 16, and the total computational 

complexity in a generalized form is 24Kw+(14+2i)log2(2N)+( N ̶ 8)i. One can observe that 

the computational complexity is same as that of the FPBFxLMS algorithm for i = 0 and 
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increases as the number of partitions for control signal generation increases. 

 
Table 5.2 The average number of real multiplications required with respect to the 

number of partitions used for control signal generation. 

i Total real multiplications Filter length with time 
domain filtering (samples) 

0 482 0 

1 552 64 

2 622 128 

3 692 192 

i 24Kw+(14+2i)log2(2N)+( N ̶ 8)i  iN 

 

5.5  Summary 

In summary, a time-frequency domain delayless portioned block adaptive filter is 

proposed for active control operation at high sampling frequency, which has no signal 

path delay and it achieves computational saving. In the proposed structure of the filtering 

technique, the long filters are divided into many equal partitions and the control filter 

update is performed in frequency domain, and the control signal is generated in both time 

and frequency domains. The simulation results using the measured acoustic paths 

demonstrate the effectiveness of the proposed structure. The proposed structure is capable 

of maintaining the causality requirement for broadband noise. 
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6 Decentralized algorithm for broadband active control 

6.1  Introduction 

Due to their low computational complexity, reduced wiring cost, and flexibility of scaling 

up, decentralized multiple channel active control systems are attractive in many 

applications. In a decentralized multiple channel active control system, a number of small 

subsystems are constructed, which are updated independently with only the associated 

error signals. In this work, a novel two channel decentralized ANC (DANC) framework 

in time domain is proposed for controlling broadband noise1. The DANC solution in the 

frequency domain is obtained first and then the optimized time domain algorithm is 

developed. The novelties of this work are two-fold. First, the genetic algorithm (GA) is 

employed to compute the DANC solution in the frequency domain, where different 

frequency bins can have different convergence behaviours with the steepest descent 

algorithm (Zhang, Tao & Qiu 2019). The solution obtained from the GA undergoes a 

scaling process so that different frequencies have roughly the similar convergence 

behaviors, which is crucial for broadband control. Second, a new and simple FIR filter 

design method is adopted for designing the auxiliary filters. 

1 This chapter has been published as: Pradhan, S., Zhang, G. & Qiu, X. 2020, ‘A time domain 
decentralized algorithm for two channel active noise control’, The Journal of the Acoustical Society of 
America, vol. 147, no. 6, pp. 3808–13. https://doi.org/10.1121/10.0001401 

[Production Note: This chapter is not included in this digital copy due to 

copyright restrictions.]

View/Download from: UTS OPUS or Publisher's site

http://hdl.handle.net/10453/143510
https://doi.org/10.1121/10.0001401
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7 Conclusions and future work 

In this chapter, the general conclusions drawn from this PhD thesis are presented, and 

also the future research directions arising from this work are outlined. 

7.1  Conclusions 

The objectives of this PhD research were to develop low-complexity algorithms for online 

modelling of acoustic paths without affecting noise reduction performance, achieving 

improved control performance at transient and steady state, high sampling frequency 

operation and broadband noise control and multiple channel decentralized active control 

systems for broadband noise control. In order to achieve these objectives, an extensive 

literature review was presented, which was the foundation for the proposed work. 

Numerical experiments were carried out to validate the proposed work.  

    A five-stage systematic method is proposed for practical active control operation which 

can maintain control when both the primary and the secondary path change. To improve 

the convergence speed of the secondary path modelling with the control signal, adaptive 

decorrelation filters are incorporated in the online secondary path modelling by pre-

whitening the modelling signals used in the modelling. The proposed method has been 

shown to outperform the existing competent methods in terms of convergence rate, 

stability, and noise reduction. However, the proposed five-stage method is ill-suited for 

the situation where the changes in the acoustic paths occur more frequently before one 

remodelling is completed. The convergence time of the acoustic path remodelling might 

be reduced at the expense of modelling accuracy, which in turn would affect the control 

performance. Although the use of decorrelation filter reduces the modelling time of the 

secondary path modelling for broadband and narrowband signals, it is not effective for 

tonal and white excitation signals. 
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    A systematic four-stage method is proposed for feedforward active control systems to 

perform online feedback path modelling with the control signal. The proposed method 

avoids the interference between the control operation and feedback path modelling by 

appropriate toggling of the switches used for managing the control flow. Furthermore, 

adaptive decorrelation filters are employed to improve the feedback path modelling 

performance, which in turn improves the active control performance. The proposed 

method has been shown to outperform the state-of-the-art method in terms of faster 

convergence and lower residual noise. However, the proposed method is effective for 

broadband control only due to the fact that the feedback path modelling performance is 

highly reliant on the frequency content of the control signal. 

    An affine combination of the FxLMS/F algorithms is proposed to achieve faster 

convergence in the transient-state and lower residual error in the steady-state. The 

combining parameter is updated using a gradient based update rule. The proposed affine 

combination algorithm is effective for controlling different types of noise, and it is also 

effective when a perfect model of the secondary path is not available. 

    A time-frequency domain flexible structure is proposed, which divides the long filters 

into many equal partitions and carries out the control filter update in frequency domain 

while generating the control signal in both time and frequency domains. The simulation 

results using the measured acoustic paths demonstrate the feasibility and flexibility of the 

proposed structure. In the application scenarios where the associated signal path delay 

violates the causality requirement, the frequency domain block FxLMS and the frequency 

domain partitioned block FxLMS fail to have effective control; however, the proposed 

algorithm achieves similar noise reduction as that of the time domain FxLMS algorithm, 

but with much less computational load. 
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    A time domain decentralized adaptive control algorithm is proposed for the multiple 

channel ANC system. The frequency responses of the auxiliary filters are optimized using 

the GA followed by a scaling process. Unlike the existing methods, a simplified filter 

design method is developed. The simulation results with the measured acoustic paths 

demonstrate that the proposed algorithm is able to achieve similar noise reduction 

performance as the centralized algorithm. The convergence behaviour and noise 

reduction performance of the proposed algorithm is better than that of the conventional 

decentralized algorithms.  

7.2  Future works 

This section discusses some future research directions, which can enhance the scope of 

application of low-complexity adaptive algorithms for active control systems.  

 Applying variable-tap-length algorithms to find the optimum number of 

decorrelation filter coefficients necessary to pre-whiten complicated coloured 

signals in the online modelling process of acoustic paths. This will aid in reducing 

the computational complexity imposed by the use of the decorrelation filters. 

 Investigating a proper howling detection technique in the online feedback path 

modelling that can provide high sensitivity for stability detection and a less 

distorted reference signal for effective control operation. 

 Extending the proposed decentralized algorithm to multichannel ANC systems 

with large channel number (>2) for broadband noise control. 

 Studying the affine combination of the proposed time-frequency domain flexible 

structure for active control. This will help to achieve improved performance in 

transient and steady state, and maintain causality requirement for broadband 

control.   
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 Implementing the proposed algorithms with graphical user interface that can 

facilitate the execution of digital instructions to mitigate unwanted noise.  
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