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#### Abstract

One of the commonly used techniques for tackling the nonconvex optimization problems in which all the nonlinear terms are univariate is the piecewise linear approximation by which the nonlinear terms are reformulated. The performance of the linearization technique primarily depends on the quantities of variables and constraints required in the formulation of a piecewise linear function. The state-of-theart linearization method introduces $2\left\lceil\log _{2} m\right\rceil$ inequality constraints, where $m$ is the number of line segments in the constructed piecewise linear function. This study proposes an effective alternative logarithmic scheme by which no inequality constraint is incurred. The price that more continuous variables are needed in the proposed scheme than in the state-of-the-art method is less than offset by the simultaneous inclusion of a system of equality constraints satisfying the canonical form and the absence of any inequality constraint. Our numerical experiments demonstrate that the developed scheme has the computational superiority, the degree of which increases with $m$.
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## 1 Introduction

The piecewise linear approximation has been widely applied in various nonconvex optimization problems such as the supply chain management problems [40], network flow problems [1, 2, 7-9, 11], network loading problems [6, 13, 15, 33], facility location problems [10, 17, 18], packing and assortment problems [20, 24, $25,41,42$ ], electronic circuit design problems [14], and engineering optimization problems [30, 31]. The nonconvex optimization problems considered herein are the nonlinear programming (NLP) problems in which all the nonlinear terms are univariate. Numerous piecewise linearization techniques for the nonconvex NLP problems have been proposed to yield an approximate global optimal solution [3, $12,16,23,28,29,32,34,38,44]$. One popular category of the methodologies is to utilize the convex combination reformulation by introducing extra continuous variables, binary variables, and linear constraints. The key to the development of piecewise linearization using the convex combination formulation is the design of variables composing special ordered sets of type 2 (SOS2), where (1) at most two variables can be nonzero, and (2) if two variables are nonzero, they must be adjacent in the ordering [4]. Different convex combination formulations having distinct SOS2 designs would bring about different quantities of extra variables as well as constraints in the derived mixed integer linear programming (MILP) model, and thus retain dissimilar computational capabilities. Comparing the competing formulation approaches to univariate piecewise linearization, this study aims at an effective alternative convex combination formulation attaining enhanced computational efficiency in the solving of the formulated MILP model.

Regarding the convex combination formulation of piecewise linear functions, the conventional approach [12] in the seminal mathematical programming textbooks [3, 16] constructs the SOS2 variables by introducing extra $m$ binary variables and $m$ inequality constraints, where $m$ is the number of line segments in the constructed piecewise linear function. Although the conventional formulation is straightforward and effective, considerable numbers of extra inequality constraints and binary variables could impose a heavy computational burden on the formulated MILP solving. To improve the computational performance, several reformulation methods such as the multiple-choice formulation [21] and disaggregated formulation [36] had been presented. Readers are referred to Sridhar et al. [37] and Rebennack [38] for reviews on the popular models, including the incremental formulation [34, 35], which does not belong to the convex combination category, and this paper concerns the logarithmic-type convex combination formulation, which is one of the most recent research focuses. Li et al. [28] developed a logarithmic procedure which reduces the required numbers of binary variables and constraints to the numbers logarithmic in $m$. Then Vielma et al. [43] showed that the piecewise linearization modeling of Li et al. [28] could yield a poor MILP formulation, which is even computationally inferior to that using the conventional method. Vielma and Nemhauser [44] later proposed an advanced logarithmic procedure which introduces far fewer variables and constraints than the conventional formulation or the method of Li et al. [28]. The state-of-the-art
logarithmic method of Vielma and Nemhauser [44] (hereafter referred to as the logarithmic method for brevity), though outperformed by the incremental formulation in some instances [38], was shown to have generally the computational advantage over other existing models. Hence, it would be well worth investigating the possibility that the required number of extra variables or constraints can be further reduced.

This study, which is derived from our unpublished research work [19], attempts to develop an alternative reformulation technique that involves fewer extra inequality constraints than and is computationally superior to the reference methods, including the conventional formulation, incremental formulation, and logarithmic method. The advantages of the proposed technique are listed as follows.

1. The proposed formulation, in contrast to existing models, incurs no inequality constraint in piecewise linearization, and the binary variables required are as few as those in the logarithmic method.
2. Although more continuous variables are introduced in the proposed scheme than in the logarithmic method, the price is less than offset by the simultaneous inclusion of a system of equality constraints satisfying the canonical form, where each equality constraint has an isolated variable, and the absence of any inequality constraint.
3. Demonstrated by the numerical experiments, the developed scheme has the computational superiority, the degree of which increases with $m$.

The remainder of the paper is organized as follows. In Sect. 2, the three foregoing reference piecewise linearization models are described. The proposed linearization technique is introduced in Sect. 3. Numerical experiments are presented in Sect. 4, and Sect. 5 provides the concluding remarks.

## 2 Reference models

This section introduces three reference models, including the conventional formulation, incremental formulation, and logarithmic method for approximating a univariate nonconvex function using a piecewise linear function. Being considered as a reference model, the conventional formulation is used as a baseline for the theoretical and computational comparison. Furthermore, the incremental formulation is included to demonstrate the difference between the linearization in the convex combination category and that of incremental type. Consider a nonconvex function $f(x)$ of a single variable $x \in[\underline{x}, \bar{x}] \subset \mathbb{R}$. Assume that the domain $[\underline{x}, \bar{x}]$ is divided into $m$ intervals by setting $m+1$ argument values, i.e. breaking points, $\alpha_{l}, \forall l \in\{0,1, \ldots, m\}$ such that $\alpha_{0}=\underline{x}<\alpha_{1}<\cdots<\alpha_{m}=\bar{x}$. Denote by $L(f(x))$ a piecewise linear function obtained from linearizing $f(x)$.
(a) Conventional formulation $[3,12,16]$

The variable $x$ and function $L(f(x))$ are expressed respectively as

$$
\begin{gather*}
x=\sum_{l=0}^{m} \alpha_{l} u_{l}  \tag{1}\\
L(f(x))=\sum_{l=0}^{m} f\left(\alpha_{l}\right) u_{l} \tag{2}
\end{gather*}
$$

where continuous variables $u_{l} \geq 0, \forall l \in\{0,1, \ldots, m\}$ satisfy

$$
\begin{equation*}
\sum_{l=0}^{m} u_{l}=1 \tag{3}
\end{equation*}
$$

and auxiliary binary variables as well as linear constraints to make variables $u_{l}, \forall l \in\{0,1, \ldots, m\}$ constitute SOS2 are required.

Denote $M=\{1,2, \ldots, m\}$. By introducing a set of $m$ binary variables $w_{l} \in\{0,1\}, \forall l \in M$, the conventional formulation to govern the SOS2 construction for variables $u_{l}, \forall l \in M \cup\{0\}$ is shown as follows:

$$
\begin{aligned}
& u_{l-1}+u_{l} \geq w_{l}, \quad \forall l \in M \\
& \sum_{l=1}^{m} w_{l}=1
\end{aligned}
$$

## (b) Incremental formulation $[34,35]$

Employing $m$ continuous variables $u_{l}$ satisfying $0 \leq u_{l} \leq \alpha_{l}-\alpha_{l-1}, \forall l \in M$ and $m-1$ binary variables $w_{l} \in\{0,1\}, \forall l \in M \backslash\{m\}$, the incremental formulation constructs the piecewise linearization as follows:

$$
\begin{aligned}
& x=\alpha_{0}+\sum_{l=1}^{m} u_{l}, \\
& L(f(x))=f\left(\alpha_{0}\right)+\sum_{l=1}^{m} \frac{f\left(\alpha_{l}\right)-f\left(\alpha_{l-1}\right)}{\alpha_{l}-\alpha_{l-1}} u_{l}, \\
& u_{l} \geq\left(\alpha_{l}-\alpha_{l-1}\right) w_{l}, \quad \forall l \in M \backslash\{m\}, \\
& u_{l+1} \leq\left(\alpha_{l+1}-\alpha_{l}\right) w_{l}, \quad \forall l \in M \backslash\{m\} .
\end{aligned}
$$

## (c) Logarithmic method [44]

Define an injective function $\boldsymbol{\theta}: M \rightarrow\{0,1\}^{\left[\log _{2} m\right]}$, where the vectors $\boldsymbol{\theta}(l)$ and $\theta(l+1)$ differ in exactly one element for all $l \in M \backslash\{m\}$. Denote also $G=\left\{1,2, \ldots,\left\lceil\log _{2} m\right\rceil\right\}$ Let $\boldsymbol{\theta}(l)=\left(\theta_{1}^{l}, \theta_{2}^{l}, \ldots, \theta_{\left\lceil\log _{2} m\right\rceil}^{l}\right)$, where
$\theta_{k}^{l} \in\{0,1\}, \forall k \in G, \forall l \in M \cup\{0\}$ and $\boldsymbol{\theta}(0)=\boldsymbol{\theta}(1)$. Then the two sets $S^{+}(k)$ and $S^{-}(k)$ are defined as follows:

1. $S^{+}(k)=\left\{l: l \in M \backslash\{m\}\right.$ and $\left.\theta_{k}^{l}=\theta_{k}^{l+1}=1\right\} \cup\left\{l: l \in\{0, m\}\right.$ and $\left.\theta_{k}^{l}=1\right\}$;
2. $S^{-}(k)=\left\{l: l \in M \backslash\{m\}\right.$ and $\left.\theta_{k}^{\ell}=\theta_{k}^{l+1}=0\right\} \cup\left\{l: l \in\{0, m\}\right.$ and $\left.\theta_{k}^{l}=0\right\}$.

Utilizing a set of $\left\lceil\log _{2} m\right\rceil$ binary variables $v_{k} \in\{0,1\}, \forall k \in G$, the logarithmic method formulates SOS2 for variables $u_{l}, \forall l \in M \cup\{0\}$ in Eqs. (1)-(3) by virtue of the following linear inequalities:

$$
\begin{align*}
& \sum_{l \in S^{+}(k)} u_{l} \leq v_{k}, \quad \forall k \in G,  \tag{4}\\
& \sum_{l \in S^{-}(k)} u_{l} \leq 1-v_{k}, \quad \forall k \in G . \tag{5}
\end{align*}
$$

Then Eqs. (1)-(5) together form the piecewise linearization with the logarithmic method.

We note that the conventional formulation and incremental model use extra $m$ binary variables coupled with $m$ inequality constraints and extra $m-1$ binary variables coupled with $2(m-1)$ inequality constraints, respectively, while the logarithmic method utilizes extra $\left\lceil\log _{2} m\right\rceil$ binary variables coupled with $2\left\lceil\log _{2} m\right\rceil$ inequality constraints only. More detailed comparisons will be provided in the next section.

## 3 Proposed linearization method

In this section, we present an alternative reformulation technique requiring no extra inequality constraint for achieving the SOS2 construction in the piecewise linearization. Our method is inspired by the following design proposed by Li et al. [27] for yielding the SOS1 construction.

Remark 1 (Analog of Theorem 1 in Li et al. [27]) Assume that binary numbers $b_{l k} \in\{0,1\}, \forall l \in M, \forall k \in G$ satisfy

$$
\begin{equation*}
\sum_{k=1}^{\left\lceil\log _{2} m\right\rceil} 2^{k-1} b_{l k}=l-1, \quad \forall l \in M \tag{6}
\end{equation*}
$$

An $m$-dimensional nonnegative vector $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{m}\right)$ satisfying

$$
\sum_{l=1}^{m} u_{l}=1
$$

is a binary vector if there exists a $\left\lceil\log _{2} m\right\rceil$-dimensional binary vector $v=\left(v_{1}, v_{2}, \ldots, v_{\left[\log _{2} m\right]}\right) \in\{0,1\}^{\left[\log _{2} m\right]}$ satisfying

$$
\sum_{l=1}^{m} u_{l} b_{l k}=v_{k}, \quad \forall k \in G
$$

The proof follows Theorem 1 in Li et al. [27].
Example 1 Given $m=5$ (and thus $\left\lceil\log _{2} m\right\rceil=3$ ), we have $\left(b_{1,1}, b_{1,2}, b_{1,3}\right)=(0,0,0)$, $\left(b_{2,1}, b_{2,2}, b_{2,3}\right)=(1,0,0),\left(b_{3,1}, b_{3,2}, b_{3,3}\right)=(0,1,0),\left(b_{4,1}, b_{4,2}, b_{4,3}\right)=(1,1,0)$, and $\left(b_{5,1}, b_{5,2}, b_{5,3}\right)=(0,0,1)$ as per Eq. (6). According to Remark 1, we consider a nonnegative vector $\mathbf{u}=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$ satisfying

$$
u_{1}+u_{2}+u_{3}+u_{4}+u_{5}=1
$$

and a binary vector $v=\left(v_{1}, v_{2}, v_{3}\right) \in\{0,1\}^{3}$ satisfying

$$
\begin{aligned}
u_{2}+u_{4} & =v_{1}, \\
u_{3}+u_{4} & =v_{2}, \text { and } \\
u_{5} & =v_{3} .
\end{aligned}
$$

It is thus obvious that all the five feasible states for $v$, viz. $(0,0,0),(1,0,0),(0,1,0)$, $(1,1,0)$, and $(0,0,1)$, yield the five states $(1,0,0,0,0),(0,1,0,0,0),(0,0,1,0,0)$, $(0,0,0,1,0)$, and $(0,0,0,0,1)$, respectively, for $\mathbf{u}$.

Then the following proposition can be derived from Remark 1.

Proposition 1 Assume that binary numbers $b_{l k} \in\{0,1\}, \forall l \in M, \forall k \in G$ satisfy Eq. (6). Consider two m-dimensional nonnegative vectors $\mathbf{u}^{(h)}=\left(u_{1}^{(h)}, u_{2}^{(h)}, \ldots, u_{m}^{(h)}\right), h=1,2$, and $a\left\lceil\log _{2} m\right\rceil$-dimensional binary vector $v=\left(v_{1}, v_{2}, \ldots, v_{\left[\log _{2} m\right]}\right) \in\{0,1\}^{\left[\log _{2} m\right]}$. If the following system of linear equations:

$$
\begin{gather*}
\sum_{l=1}^{m} \sum_{h=1}^{2} u_{l}^{(h)}=1,  \tag{7}\\
\sum_{l=1}^{m}\left(b_{l k} \sum_{h=1}^{2} u_{l}^{(h)}\right)=v_{k}, \quad \forall k \in G, \tag{8}
\end{gather*}
$$

is satisfied, then

1. there exists exactly one index $l^{\prime} \in M$ such that $\sum_{h=1}^{2} u_{l^{\prime}}^{(h)}=1$, i.e. the vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ is a binary unit vector;
2. each of the $m$ states of vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ corresponds to a unique state of vector $\mathbf{v}$.

Proof Denote by $\mathbf{B}=\left(b_{l k}\right)_{m \times\left[\log _{2} m\right]}$ the constant binary matrix constructed with $b_{l k}$, and by $\mathbf{B}_{l}=\left(b_{l, 1}, b_{l, 2}, \ldots, b_{l,\left\lceil\left[\log _{2} m\right\rceil\right.}\right), \forall l \in M$, the $l$ th row of matrix $\mathbf{B}$. Then Eq. (8) indicates

$$
\begin{equation*}
\left(\mathbf{u}^{(1)}+\mathbf{u}^{(2)}\right) \mathbf{B}=\boldsymbol{v} . \tag{9}
\end{equation*}
$$

1. Given an arbitrary vector for $v$, say $v=v^{\prime}$, satisfying Eq. (8), we have the following two possible cases:
2. $\boldsymbol{v}^{\prime}=(0, \ldots, 0)$

Since $\mathbf{B}_{1}=(0, \ldots, 0)$ and $\mathbf{B}_{l} \neq(0, \ldots, 0), \forall l \in M \backslash\{1\}$, Eq. (7) implies $\sum_{h=1}^{2} u_{1}^{(h)}=1$.
2. $\boldsymbol{v}^{\prime} \neq(0, \ldots, 0)$

Assume that in this case the set of the subscript indexes of the nonzero components in the binary vector $v^{\prime}$ is $H \subseteq G$, where $|H| \geq 1$, i.e. $v_{k}^{\prime}=1, \forall k \in H$, and $v_{k}^{\prime}=0, \forall k \in G \backslash H$. Thus we have

$$
\begin{align*}
& \sum_{l=1}^{m}\left(b_{l k} \sum_{h=1}^{2} u_{l}^{(h)}\right)=1, \quad \forall k \in H,  \tag{10}\\
& \sum_{l=1}^{m}\left(b_{l k} \sum_{h=1}^{2} u_{l}^{(h)}\right)=0, \quad \forall k \in G \backslash H, \tag{11}
\end{align*}
$$

for $\boldsymbol{v}^{\prime}$ as per Eq. (8). Suppose that vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ has more than one nonzero component and the set of the sequential indexes of the nonzero components in $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ is $J \subseteq M$, where $|J|>1$, i.e. $\sum_{k=1}^{2} u_{(h)}^{(h)}>0, \forall l \in J$. Then Eq. (7) implies $\sum_{l \in J} \sum_{h=1}^{2} u_{l}^{(h)}=1$, and we have $\sum_{h=1}^{2=1} u_{l}^{(h)}=0, \forall l \in M \backslash J$. To keep Eqs. (10) and (11) satisfied, we must have respectively $b_{l k}=1, \forall l \in J, \forall k \in H$ and $b_{l k}=0, \forall l \in J, \forall k \in G \backslash H$, which together imply the $|J|$ identical rows in matrix $\mathbf{B}$, viz. $\mathbf{B}_{l}, \forall l \in J$, and contradict the definition of matrix $\mathbf{B}$.

Thus, the inference that $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ must have no more than one nonzero component, together with Eq. (7), implies that $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ must have exactly one nonzero component, the value of which is one. Since $\sum_{h=1}^{2} u_{1}^{(h)}=1$ does not satisfy $\imath^{\prime} \neq(0, \ldots, 0)$, we can conclude that there exists exactly one index $l^{\prime} \in M \backslash\{1\}$ such that $\sum_{h=1}^{2} u_{l^{\prime}}^{(h)}=1$.
2. Since $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ is a binary unit vector, Eq. (9) shows that the vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ whose $l$ th component equals 1 corresponds to the vector $v=\mathbf{B}_{l}$, where $l \in M$.

Example 2 Considering $m=5$, we have two nonnegative vectors $\mathbf{u}^{(h)}=\left(u_{1}^{(h)}, u_{2}^{(h)}, u_{3}^{(h)}, u_{4}^{(h)}, u_{5}^{(h)}\right), h=1,2$, a binary vector $v=\left(v_{1}, v_{2}, v_{3}\right) \in\{0,1\}^{3}$, and the following linear equations:

$$
\begin{aligned}
& \sum_{h=1}^{2} u_{1}^{(h)}+\sum_{h=1}^{2} u_{2}^{(h)}+\sum_{h=1}^{2} u_{3}^{(h)}+\sum_{h=1}^{2} u_{4}^{(h)}+\sum_{h=1}^{2} u_{5}^{(h)}=1 \\
& \sum_{h=1}^{2} u_{2}^{(h)}+\sum_{h=1}^{2} u_{4}^{(h)}=v_{1} \\
& \sum_{h=1}^{2} u_{3}^{(h)}+\sum_{h=1}^{2} u_{4}^{(h)}=v_{2} \\
& \sum_{h=1}^{2} u_{5}^{(h)}=v_{3}
\end{aligned}
$$

in Proposition 1. Then it can be observed that the five states of $v$ satisfying the above four equations are $(0,0,0),(1,0,0),(0,1,0),(1,1,0)$, and $(0,0,1)$ which yield the five states $(1,0,0,0,0),(0,1,0,0,0),(0,0,1,0,0),(0,0,0,1,0)$, and $(0,0,0,0,1)$, respectively, for vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$.

Proposition 1 leads to the following theorem.
Theorem 1 Given two m-dimensional nonnegative vectors $\mathbf{u}^{(h)}=\left(u_{1}^{(h)}, u_{2}^{(h)}, \ldots, u_{m}^{(h)}\right)$, $h=1,2$, anda $\left\lceil\log _{2} m\right\rceil$-dimensional binaryvector $v=\left(v_{1}, v_{2}, \ldots, v_{\left\lceil\log _{2} m\right\rceil}\right) \in\{0,1\}^{\left\lceil\log _{2} m\right\rceil}$ satisfying Eqs. (7) and (8), the variable $x$ and function $L(f(x))$ can be formulated as follows:

$$
\begin{aligned}
& x=\sum_{l=1}^{m}\left(\alpha_{l-1} u_{l}^{(1)}+\alpha_{l} u_{l}^{(2)}\right) \\
& L(f(x))=\sum_{l=1}^{m}\left(f\left(\alpha_{l-1}\right) u_{l}^{(1)}+f\left(\alpha_{l}\right) u_{l}^{(2)}\right)
\end{aligned}
$$

Proof Since Proposition 1 indicates that the vector $\mathbf{u}^{(1)}+\mathbf{u}^{(2)}$ is a binary unit vector and each of the its $m$ states can be yielded with a unique state of vector $v$, the valid SOS2 construction for formulating a piecewise linear function is achieved.

The numbers of variables and constraints required by the four linearization schemes, viz. the conventional formulation, the incremental formulation, the logarithmic method, and the proposed method, are listed in Table 1.

The comparisons are summarized as follows:

1. Among the compared models, the proposed method, as well as the logarithmic formulation, introduces the fewest binary variables, the quantity of which is $\left\lceil\log _{2} m\right\rceil$.

Table 1 Quantities of variables and constraints required by the four linearization schemes

| Items of different types | Conventional <br> formulation | Incremental <br> formulation | Logarithmic method | Proposed method |
| :--- | :--- | :--- | :--- | :--- |
| Variables |  |  |  |  |
| Continuous | $m+1$ | $m$ | $m+1$ | $2 m$ |
| Binary | $m$ | $m-1$ | $\left\lceil\log _{2} m\right\rceil$ | $\left\lceil\log _{2} m\right\rceil$ |
| Constraints |  |  |  |  |
| Equality | 4 | 2 | 3 | $\left\lceil\log _{2} m\right\rceil+3$ |
| Inequality | $m$ | $2(m-1)$ | $2\left\lceil\log _{2} m\right\rceil$ | 0 |

2. No inequality constraint is necessary in the proposed method, while $2\left\lceil\log _{2} m\right\rceil$ or more inequality constraints are required by the logarithmic method or the other two formulations.
3. Although the proposed method incurs $m-1$ continuous variables more than the logarithmic method, it simultaneously introduces a system of $\left\lceil\log _{2} m\right\rceil$ equalities satisfying the canonical form. Since each equation in the canonical form reduces the number of dimensions of the linear programming (LP) solution space by one, the LP relaxation solution space constructed by the proposed method has $m-\left\lceil\log _{2} m\right\rceil-1$ dimensions higher than that using the logarithmic method.

It is argued that the difficulty of the MILP solving would be mainly determined by the quantities of binary variables as well as inequality constraints and the number of continuous variables plays a relatively minor role in general [5, 26, 39]. Kettani and Oral [22] indicate that the inequality constraints may deteriorate the solving of integer programs due to being inactive. Our preliminary studies also imply that it is relatively computationally efficient for the general MILP solvers, e.g. CPLEX and Gurobi, to cope with a model with relatively few inequality constraints even if the number of continuous variables is increased. It is thus reasonable to expect that the proposed method has a higher computational efficiency than the reference models. This claim will be validated with the computational experiments in Sect. 4.

## 4 Numerical experiments

The numerical experiments comprising three sets of test instances were conducted to compare the performances of each reference model and the proposed method. The MILP models formulated by the four compared linearization schemes were solved using the Gurobi MILP solver, and all the experiments were run on a PC equipped with the Intel Core i5-4210 CPU, 8 GB RAM, and Windows 10 64-bit operating system. The CPU time limit for each experiment was set to be 7200 s while all the other default settings in Gurobi were kept.

### 4.1 Experiment instances

The considered experiment instances were set by referring to the NLP models in the literature.
(a) Instance 1

The following NLP problem from Li et al. [28] was employed as Instance 1:

$$
\begin{gather*}
\text { Min } x^{0.4}-y^{2}  \tag{12}\\
\text { s.t. } \quad x^{0.8}-6 x+y^{2} \leq-7,  \tag{13}\\
x+y \leq 8, \tag{14}
\end{gather*}
$$

where $1 \leq x \leq 7.4$ and $1 \leq y \leq 7.4$. Recall that $m$ is the number of intervals obtained from dividing the domain of the function to be linearized. The setting that the domain is evenly split was considered. Since both variables $x$ and $y$ share the bounds, the breaking points for either of them were given as

$$
\begin{equation*}
\alpha_{l}=1+6.4 \frac{l}{m}, \quad \forall l \in M \cup\{0\} \tag{15}
\end{equation*}
$$

For each of the distinct nonlinear terms in the objective function (12) and constraints (13)-(14), i.e. $x^{0.4}, y^{2}$, and $x^{0.8}$, an individual linearized function was constructed for formulating an MILP model.

## (b) Instance 2

The NLP model [28] shown below was used as Instance 2:

$$
\begin{array}{cl}
\text { Min } & x_{1}^{3}-1.8 x_{1}^{2.8}+0.8 x_{2}^{2.2}-x_{2}^{2.1}+x_{3}^{0.5}-3.5 x_{4}^{0.8}-0.3 x_{5}^{1.1} \\
\text { s.t. } & x_{1}^{1.2}+x_{2}^{0.8} \leq 8 \\
& x_{1}^{1.2}-x_{3}^{1.7} \leq 2 \\
& x_{2}^{2.1}-x_{4}^{1.7} \geq 4.5 \\
& x_{4}^{0.8}-x_{5}^{0.96} \geq-3, \\
& x_{2}^{2.2}-x_{5}^{1.1} \geq-0.1,
\end{array}
$$

where $1 \leq x_{i} \leq 7.4, \forall i \in\{1,2, \ldots, 5\}$. The break points for each variable $x_{i}, \forall i \in\{1,2, \ldots, 5\}$ were again given as Eq. (15). Note that 12 linearized functions were constructed in the MILP formulation since there are 12 distinct nonlinear terms in the objective function and constraints.
(c) Instance set 3

Instance set 3 was derived from a two-dimensional rectangular packing problem [42]. The considered NLP model comprises a nonconvex objective function and a system of linear constraints as shown below:

$$
\begin{equation*}
\text { Min } \quad \ln (x)+\ln (y) \tag{16}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { s.t. } \quad x_{i}+p_{i} s_{i}+q_{i}\left(1-s_{i}\right) \leq x_{j}+\bar{x}\left(1-\lambda_{i j}+\mu_{i j}\right), \quad \forall i, j \in\{1,2, \ldots, n\}, \quad i<j, \\
x_{j}+p_{j} s_{j}+q_{j}\left(1-s_{j}\right) \leq x_{i}+\bar{x}\left(\lambda_{i j}+\mu_{i j}\right), \quad \forall i, j \in\{1,2, \ldots, n\}, i<j, \\
y_{i}+q_{i} s_{i}+p_{i}\left(1-s_{i}\right) \leq y_{j}+\bar{y}\left(2-\lambda_{i j}-\mu_{i j}\right), \quad \forall i, j \in\{1,2, \ldots, n\}, i<j, \\
y_{j}+q_{j} s_{j}+p_{j}\left(1-s_{j}\right) \leq y_{i}+\bar{y}\left(1+\lambda_{i j}-\mu_{i j}\right), \quad \forall i, j \in\{1,2, \ldots, n\}, i<j, \tag{20}
\end{array}
$$

$$
\begin{equation*}
x_{i}+p_{i} s_{i}+q_{i}\left(1-s_{i}\right) \leq x, \quad \forall i \in\{1,2, \ldots, n\} \tag{21}
\end{equation*}
$$

$$
\begin{equation*}
y_{i}+q_{i} s_{i}+p_{i}\left(1-s_{i}\right) \leq y, \quad \forall i \in\{1,2, \ldots, n\} \tag{22}
\end{equation*}
$$

$$
\begin{align*}
& \underline{x} \leq x \leq \bar{x}  \tag{23}\\
& \underline{y} \leq y \leq \bar{y} \tag{24}
\end{align*}
$$

where $x_{i}, y_{i} \geq 0, s_{i} \in\{0,1\}$, $\forall i \in\{1,2, \ldots, n\}$, and $\lambda_{i j}, \mu_{i j} \in\{0,1\}, \forall i, j \in\{1,2, \ldots, n\}, i<j$. Note that $n, \underline{x}, \bar{x}, \underline{y}, \bar{y}$, and $p_{i}, q_{i}, \forall i \in\{1,2, \ldots, n\}$ are all the given parameters, whose values are listed in Table 2 for five instances.

To develop the piecewise linearization for the two nonlinear terms $\ln (x)$ and $\ln (y)$ in the objective function (16), we generated two sets of breaking points respectively for variables $x$ and $y$, the domains of which are respectively given by constraints (23) and (24), as follows:

$$
\begin{align*}
& \alpha_{l}=\underline{x}+(\bar{x}-\underline{x}) \frac{l}{m}, \quad \forall l \in M \cup\{0\},  \tag{25}\\
& \beta_{l}=\underline{y}+(\bar{y}-\underline{y}) \frac{l}{m}, \quad \forall l \in M \cup\{0\} . \tag{26}
\end{align*}
$$

The MILP model formulated by our proposed method is shown as follows:
Table 2 Given parameters for the five instances in Instance set 3

| Instance | $n$ | $(\underline{x}, \bar{x})$ | $(\underline{y}, \bar{y})$ | $\left(p_{i}, q_{i}\right)$ |
| :--- | :---: | :--- | :--- | :--- |
| 3A | 6 | $(50,100)$ | $(35,100)$ | $(50,35),(22,13),(31,17),(15,10),(11,9),(20,6)$ |
| 3B | 7 | $(45,100)$ | $(19,100)$ | $(45,19),(20,16),(30,17),(25,10),(21,5),(20,8),(13,13)$ |
| 3C | 8 | $(40,100)$ | $(12,100)$ | $(40,12),(20,10),(20,5),(10,6),(15,7),(10,9),(9,8),(37,5)$ |
| 3D | 9 | $(50,100)$ | $(10,100)$ | $(10,3),(15,7),(15,10),(20,8),(20,6),(50,7),(50,11),(20,10),(30,5)$ |
| 3E | 10 | $(60,100)$ | $(20,100)$ | $(5,3),(10,7),(10,8),(15,10),(20,15),(25,10),(60,10),(50,20),(30,5),(30,10)$ |

$$
\begin{array}{ll}
\text { Min } & \sum_{l=1}^{m}\left(\ln \left(\alpha_{l-1}\right) u_{l}^{(1)}+\ln \left(\alpha_{l}\right) u_{l}^{(2)}\right)+\sum_{l=1}^{m}\left(\ln \left(\beta_{l-1}\right) \hat{u}_{l}^{(1)}+\ln \left(\beta_{l}\right) \hat{u}_{l}^{(2)}\right) \\
\text { s.t. } & (17)-(22), \\
& x=\sum_{l=1}^{m}\left(\alpha_{l-1} u_{l}^{(1)}+\alpha_{l} u_{l}^{(2)}\right), \\
& y=\sum_{l=1}^{m}\left(\beta_{l-1} \hat{u}_{l}^{(1)}+\beta_{l} \hat{u}_{l}^{(2)}\right), \\
& \text { (7), (8), } \\
& \sum_{l=1}^{m} \sum_{h=1}^{2} \hat{u}_{l}^{(h)}=1, \\
& \sum_{l=1}^{m}\left(b_{l k} \sum_{h=1}^{2} \hat{u}_{l}^{(h)}\right)=\hat{v}_{k}, \quad \forall k \in G,
\end{array}
$$

where (25), (26), $u_{l}^{(h)}, \hat{u}_{l}^{(h)} \geq 0, \forall l \in M, \forall h \in\{1,2\}$, and $v_{k}, \hat{v}_{k} \in\{0,1\}, \forall k \in G$.

### 4.2 Experiment results

For each of the foregoing test instances, the five cases $m=50,100,500,1000$, and 2000 were considered in the computational experiments.

### 4.2.1 Experiment 1

In Experiment 1, the solving of the MILP models formulated by the four compared linearization schemes for Instance 1, which can be regarded as a small-sized numerical instance, was conducted. In each of the five cases, all the four formulated MILP models yielded the same solution and thus objective value, which are shown in Table 10. The computational results, including the number of Simplex iterations (abbreviated as \#ITER) and CPU time, of the MILP solving for all the five cases are shown in Table 3. The numbers of continuous variables (i.e. \#CVAR), binary variables (i.e. \#BVAR), equality constraints (i.e. \#ECONS), and inequality constraints (i.e. \#ICONS) in the formulated MILP models are also listed. Notice that for each of the five cases the two inequality constraints existing in the MILP model formulated by the proposed method exactly stem from constraints (13) and (14). It is shown that the solving of the MILP model built by the proposed method required the fewest iterations and shortest CPU time for the cases $1-3$ (i.e. $m=500$ ), $1-4$ (i.e. $m=1000$ ), and $1-5$ (i.e. $m=2000$ ) while all the four models needed less than 0.2 s for the cases $1-1$ (i.e. $m=50$ ) and $1-2$ (i.e. $m=100$ ). The comparisons of CPU times required by the proposed method and each reference formulation are illustrated in Fig. 1.

Table 3 Computational results of experiment 1

| Case (m) | MILP items | Conventional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 1-1 \\ & (50) \end{aligned}$ | \#CVAR | 104 | 102 | 104 | 202 |
|  | \#BVAR | 100 | 98 | 12 | 12 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 102 | 198 | 26 | 2 |
|  | \#ITER | 469 | 133 | 248 | 215 |
|  | CPU time (s) | 0.17 | 0.03 | 0.19 | 0.13 |
| $\begin{aligned} & 1-2 \\ & (100) \end{aligned}$ | \#CVAR | 204 | 202 | 204 | 402 |
|  | \#BVAR | 200 | 198 | 14 | 14 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 202 | 398 | 30 | 2 |
|  | \#ITER | 6826 | 260 | 376 | 319 |
|  | CPU time (s) | 0.18 | 0.04 | 0.19 | 0.13 |
| $\begin{aligned} & 1-3 \\ & (500) \end{aligned}$ | \#CVAR | 1004 | 1002 | 1004 | 2002 |
|  | \#BVAR | 1000 | 998 | 18 | 18 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1002 | 1598 | 38 | 2 |
|  | \#ITER | 34,200 | 1327 | 982 | 816 |
|  | CPU time (s) | 1.75 | 1.21 | 0.29 | 0.27 |
| 1-4 <br> (1000) | \#CVAR | 2004 | 2002 | 2004 | 4002 |
|  | \#BVAR | 2000 | 1998 | 20 | 20 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2002 | 3998 | 42 | 2 |
|  | \#ITER | 88,415 | 2617 | 1269 | 1202 |
|  | CPU time (s) | 12.90 | 4.23 | 0.46 | 0.36 |
| $\begin{aligned} & 1-5 \\ & (2000) \end{aligned}$ | \#CVAR | 4004 | 4002 | 4004 | 8002 |
|  | \#BVAR | 4000 | 3998 | 22 | 22 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4002 | 7998 | 46 | 2 |
|  | \#ITER | 1,444,551 | 8163 | 1280 | 1035 |
|  | CPU time (s) | 68.21 | 13.30 | 0.80 | 0.68 |



Fig. 1 Trends in the required CPU time in Experiment 1

### 4.2.2 Experiment 2

The MILP solving for Instance 2, which can be considered as a medium-sized instance, was conducted in Experiment 2. All the four compared methods produced the identical solution for the cases $2-1,2-2$, and $2-3$, as shown in Table 11, while the recorded solutions for the cases $2-4$ and $2-5$ were obtained from the methods other than the conventional formulation. The computational results for all the five cases are shown in Table 4. The proposed method outperformed all the reference methods by demonstrating the fewest iterations and shortest CPU time for each case. More than $25 \%$ of Simplex iterations and $16 \%$ of CPU time on average were saved by utilizing the proposed scheme instead of the logarithmic method. The CPU-time comparison between the proposed method and each reference formulation can be found in Fig. 2.

### 4.2.3 Experiment 3

Experiment 3 was designed to perform the MILP solving for Instance set 3, including Instances 3A-3E. As Experiments 1 and 2, the compared methods, if the formulated MILP was solved to optimality within the CPU time limit, generated the identical solution, which is recorded for each case in Tables 12, 13, 14, 15 and 16.

Table 4 Computational results of Experiment 2

| Case (m) | MILP items | Conventional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 2-1 \\ & (50) \end{aligned}$ | \#CVAR | 260 | 255 | 260 | 505 |
|  | \#BVAR | 250 | 245 | 30 | 30 |
|  | \#ECONS | 20 | 10 | 15 | 45 |
|  | \#ICONS | 255 | 495 | 65 | 5 |
|  | \#ITER | 27,912 | 2854 | 2514 | 2047 |
|  | CPU time (s) | 0.60 | 0.23 | 0.37 | 0.17 |
| $\begin{aligned} & 2-2 \\ & (100) \end{aligned}$ | \#CVAR | 510 | 505 | 510 | 1005 |
|  | \#BVAR | 500 | 495 | 35 | 35 |
|  | \#ECONS | 20 | 10 | 15 | 50 |
|  | \#ICONS | 505 | 995 | 75 | 5 |
|  | \#ITER | 89,797 | 2834 | 2840 | 2469 |
|  | CPU time (s) | 1.34 | 0.33 | 0.37 | 0.15 |
| $\begin{aligned} & 2-3 \\ & (500) \end{aligned}$ | \#CVAR | 2510 | 2505 | 2510 | 5005 |
|  | \#BVAR | 2500 | 2495 | 45 | 45 |
|  | \#ECONS | 20 | 10 | 15 | 60 |
|  | \#ICONS | 2505 | 4995 | 95 | 5 |
|  | \#ITER | 10,417,072 | 14,368 | 9955 | 8447 |
|  | CPU time (s) | 398.66 | 3.67 | 2.09 | 1.76 |
| $\begin{aligned} & 2-4 \\ & (1000) \end{aligned}$ | \#CVAR | 5010 | 5005 | 5010 | 10,005 |
|  | \#BVAR | 5000 | 4995 | 50 | 50 |
|  | \#ECONS | 20 | 10 | 15 | 65 |
|  | \#ICONS | 5005 | 9995 | 105 | 5 |
|  | \#ITER | - | 25,221 | 15,729 | 12,336 |
|  | CPU time (s) | - | 17.32 | 3.19 | 2.40 |
| $\begin{aligned} & 2-5 \\ & (2000) \end{aligned}$ | \#CVAR | 10,010 | 10,005 | 10,010 | 20,005 |
|  | \#BVAR | 10,000 | 9995 | 55 | 55 |
|  | \#ECONS | 20 | 10 | 15 | 70 |
|  | \#ICONS | 10,005 | 19,995 | 115 | 5 |
|  | \#ITER | - | 30,810 | 25,709 | 17,214 |
|  | CPU time (s) | - | 44.27 | 5.2 | 4.91 |

[^1]

Fig. 2 Trends in the required CPU time in Experiment 2
(a) Experiment $3 A$

The computational results of Instance 3A for the five cases are provided in Table 5. The proposed scheme was again the most advantageous in computation among the compared methods for all the cases. More than $26 \%$ of Simplex iterations and $30 \%$ of CPU time on average were reduced by employing the proposed method instead of the logarithmic formulation. The CPU-time comparison between the proposed method and each reference formulation is illustrated in Fig. 3.

Table 5 Computational results of Experiment 3A

| Case ( $m$ ) | MILP items | Conventional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \mathrm{~A}-1 \\ & (50) \end{aligned}$ | \#CVAR | 116 | 114 | 116 | 214 |
|  | \#BVAR | 136 | 134 | 48 | 48 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 172 | 268 | 96 | 72 |
|  | \#ITER | 71,739 | 63,620 | 30,275 | 29,397 |
|  | CPU time (s) | 1.89 | 1.17 | 0.48 | 0.41 |
| $\begin{aligned} & 3 \mathrm{~A}-2 \\ & (100) \end{aligned}$ | \#CVAR | 216 | 214 | 216 | 414 |
|  | \#BVAR | 236 | 234 | 50 | 50 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 272 | 468 | 100 | 72 |
|  | \#ITER | 205,038 | 48,781 | 66,227 | 40,918 |
|  | CPU time (s) | 1.97 | 0.53 | 0.58 | 0.42 |
| $\begin{aligned} & 3 A-3 \\ & (500) \end{aligned}$ | \#CVAR | 1016 | 1014 | 1016 | 2014 |
|  | \#BVAR | 1036 | 1034 | 54 | 54 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1072 | 2068 | 108 | 72 |
|  | \#ITER | 2,152,703 | 105,804 | 62,817 | 57,573 |
|  | CPU time (s) | 46.59 | 7.29 | 1.94 | 1.07 |
| 3A-4 <br> (1000) | \#CVAR | 2016 | 2014 | 2016 | 4014 |
|  | \#BVAR | 2036 | 2034 | 56 | 56 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2072 | 4068 | 112 | 72 |
|  | \#ITER | 9,411,212 | 149,225 | 60,890 | 46,442 |
|  | CPU time (s) | 477.64 | 12.46 | 2.50 | 1.90 |
| $\begin{aligned} & 3 \mathrm{~A}-5 \\ & (2000) \end{aligned}$ | \#CVAR | 4016 | 4014 | 4016 | 8014 |
|  | \#BVAR | 4036 | 4034 | 58 | 58 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4072 | 8068 | 116 | 72 |
|  | \#ITER | - | 428,472 | 79,746 | 46,234 |
|  | CPU time (s) | - | 187.33 | 5.84 | 4.03 |

[^2]

Fig. 3 Trends in the required CPU time in Experiment 3A
(b) Experiment 3B

Table 6 demonstrates the computational results of Instance 3B. The proposed scheme again outperformed the reference methods for all the cases. The trends in the required CPU time in Experiment 3B are shown in Fig. 4. It is illustrated that the computational superiority of the proposed scheme becomes obvious as the value of $m$ increases.

Table 6 Computational results of Experiment 3B

| Case (m) | MILP items | Conven- <br> tional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \mathrm{~B}-1 \\ & (50) \end{aligned}$ | \#CVAR | 118 | 116 | 118 | 216 |
|  | \#BVAR | 149 | 147 | 61 | 61 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 198 | 294 | 122 | 98 |
|  | \#ITER | 674,585 | 219,885 | 238,600 | 165,924 |
|  | CPU time (s) | 11.44 | 3.04 | 3.29 | 3.02 |
| $\begin{aligned} & 3 B-2 \\ & (100) \end{aligned}$ | \#CVAR | 218 | 216 | 218 | 416 |
|  | \#BVAR | 249 | 247 | 63 | 63 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 298 | 494 | 126 | 98 |
|  | \#ITER | 1,111,838 | 241,212 | 387,810 | 342,042 |
|  | CPU time (s) | 252.93 | 7.95 | 4.99 | 4.17 |
| $\begin{aligned} & 3 \mathrm{~B}-3 \\ & (500) \end{aligned}$ | \#CVAR | 1018 | 1016 | 1018 | 2016 |
|  | \#BVAR | 1049 | 1047 | 67 | 67 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1098 | 2094 | 134 | 98 |
|  | \#ITER | - | 10,660,858 | 383,696 | 308,336 |
|  | CPU time (s) | - | 814.10 | 11.67 | 9.61 |
| $\begin{aligned} & \text { 3B-4 } \\ & (1000) \end{aligned}$ | \#CVAR | 2018 | 2016 | 2018 | 4016 |
|  | \#BVAR | 2049 | 2047 | 69 | 69 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2098 | 4094 | 138 | 98 |
|  | \#ITER | - | 1,098,779 | 541,961 | 462,368 |
|  | CPU time (s) | - | 321.30 | 40.33 | 37.67 |
| $\begin{aligned} & \text { 3B-5 } \\ & (2000) \end{aligned}$ | \#CVAR | 4018 | 4016 | 4018 | 8016 |
|  | \#BVAR | 4049 | 4047 | 71 | 71 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4098 | 8094 | 142 | 98 |
|  | \#ITER | - | 4,508,429 | 526,690 | 479,777 |
|  | CPU time (s) | - | 2831.18 | 49.34 | 37.92 |

"-" not applicable due to exceeding the computational time threshold (7200 s)


Fig. 4 Trends in the required CPU time in Experiment 3B
(c) Experiment $3 C$

Table 7 shows the numerical results of Instance 3C. The proposed scheme was still the most efficient in terms of both Simplex iterations and computational time among all the four formulations. The comparisons of the required CPU times in Experiment 3C are shown in Fig. 5.

Table 7 Computational results of Experiment 3C

| Case (m) | MILP items | Conven- <br> tional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \mathrm{C}-1 \\ & (50) \end{aligned}$ | \#CVAR | 120 | 118 | 120 | 218 |
|  | \#BVAR | 164 | 162 | 76 | 76 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 228 | 324 | 152 | 128 |
|  | \#ITER | 1,396,676 | 434,945 | 404,062 | 340,738 |
|  | CPU time (s) | 22.86 | 8.05 | 5.58 | 4.62 |
| $\begin{aligned} & 3 \mathrm{C}-2 \\ & (100) \end{aligned}$ | \#CVAR | 220 | 218 | 220 | 418 |
|  | \#BVAR | 264 | 262 | 78 | 78 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 328 | 524 | 156 | 128 |
|  | \#ITER | 2,727,282 | 676,868 | 601,268 | 582,025 |
|  | CPU time (s) | 61.80 | 6.94 | 5.94 | 4.45 |
| $\begin{aligned} & 3 \mathrm{C}-3 \\ & (500) \end{aligned}$ | \#CVAR | 1020 | 1018 | 1020 | 2018 |
|  | \#BVAR | 1064 | 1062 | 82 | 82 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1128 | 2124 | 164 | 128 |
|  | \#ITER | - | 3,562,135 | 757,785 | 754,611 |
|  | CPU time (s) | - | 125.17 | 13.53 | 11.24 |
| $\begin{aligned} & 3 \mathrm{C}-4 \\ & (1000) \end{aligned}$ | \#CVAR | 2020 | 2018 | 2020 | 4018 |
|  | \#BVAR | 2064 | 2062 | 84 | 84 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2128 | 4124 | 168 | 128 |
|  | \#ITER | - | 28,546,133 | 1,336,540 | 1,259,797 |
|  | CPU time (s) | - | 1857.36 | 40.33 | 33.53 |
| $\begin{aligned} & 3 \mathrm{C}-5 \\ & (2000) \end{aligned}$ | \#CVAR | 4020 | 4018 | 4020 | 8018 |
|  | \#BVAR | 4064 | 4062 | 86 | 86 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4128 | 8124 | 172 | 128 |
|  | \#ITER | - | - | 1,252,284 | 1,067,126 |
|  | CPU time (s) | - | - | 84.15 | 74.32 |

"-" not applicable due to exceeding the computational time threshold (7200 s)


Fig. 5 Trends in the required CPU time in Experiment 3C
(d) Experiment $3 D$

The numerical results of Instance 3D are shown in Table 8, where once again the proposed method demonstrates the competitiveness. The CPU-time comparisons in Experiment 3D can be found in Fig. 6.

Table 8 Computational results of Experiment 3D

| Case (m) | MILP items | Conventional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \mathrm{D}-1 \\ & (50) \end{aligned}$ | \#CVAR | 122 | 120 | 122 | 220 |
|  | \#BVAR | 181 | 179 | 93 | 93 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 262 | 358 | 186 | 162 |
|  | \#ITER | 13,848,625 | 2,340,763 | 3,705,627 | 1,925,302 |
|  | CPU time (s) | 365.53 | 25.28 | 18.96 | 17.34 |
| $\begin{aligned} & 3 \mathrm{D}-2 \\ & (100) \end{aligned}$ | \#CVAR | 222 | 220 | 222 | 420 |
|  | \#BVAR | 281 | 279 | 95 | 95 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 362 | 558 | 190 | 162 |
|  | \#ITER | - | 2,269,431 | 1,960,072 | 1,709,865 |
|  | CPU time (s) | - | 38.93 | 42.08 | 25.54 |
| $\begin{aligned} & 3 \mathrm{D}-3 \\ & (500) \end{aligned}$ | \#CVAR | 1022 | 1020 | 1022 | 2020 |
|  | \#BVAR | 1081 | 1079 | 99 | 99 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1162 | 2158 | 198 | 162 |
|  | \#ITER | - | 21,590,658 | 1,889,079 | 1,502,082 |
|  | CPU time (s) | - | 791.51 | 42.62 | 31.36 |
| $\begin{aligned} & 3 \mathrm{D}-4 \\ & (1000) \end{aligned}$ | \#CVAR | 2022 | 2020 | 2022 | 4020 |
|  | \#BVAR | 2081 | 2079 | 101 | 101 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2162 | 4158 | 202 | 162 |
|  | \#ITER | - | 7,928,953 | 4,869,733 | 3,014,976 |
|  | CPU time (s) | - | 955.60 | 167.29 | 126.80 |
| $\begin{aligned} & \text { 3D-5 } \\ & (2000) \end{aligned}$ | \#CVAR | 4022 | 4020 | 4022 | 8020 |
|  | \#BVAR | 4081 | 4079 | 103 | 103 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4162 | 8158 | 206 | 162 |
|  | \#ITER | - | - | 5,290,824 | 5,043,709 |
|  | CPU time (s) | - | - | 462.17 | 432.52 |

"-" not applicable due to exceeding the computational time threshold (7200 s)


Fig. 6 Trends in the required CPU time in Experiment 3D
(e) Experiment $3 E$

The computational results of Instance 3 E , which is the large-sized experiment instance, are reported in Table 9, and the CPU-time comparisons in Experiment 3E are illustrated in Fig. 7. In Experiment 3E, the growing computational dominance of the proposed scheme is evident in the widening performance gap between the proposed scheme and each reference formulation. More than $58 \%$ of Simplex iterations and $30 \%$ of CPU time on average were saved by adopting the proposed scheme instead of the logarithmic method.

Table 9 Computational results of Experiment 3E

| Case (m) | MILP items | Conven- <br> tional formulation | Incremental formulation | Logarithmic method | Proposed method |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 3 \mathrm{E}-1 \\ & (50) \end{aligned}$ | \#CVAR | 124 | 122 | 124 | 222 |
|  | \#BVAR | 200 | 198 | 112 | 112 |
|  | \#ECONS | 8 | 4 | 6 | 18 |
|  | \#ICONS | 300 | 396 | 224 | 200 |
|  | \#ITER | 41,813,539 | 2,186,162 | 4,992,450 | 4,071,559 |
|  | CPU time (s) | 1352.77 | 76.09 | 72.73 | 62.74 |
| $\begin{aligned} & 3 \mathrm{E}-2 \\ & (100) \end{aligned}$ | \#CVAR | 224 | 222 | 224 | 422 |
|  | \#BVAR | 300 | 298 | 114 | 114 |
|  | \#ECONS | 8 | 4 | 6 | 20 |
|  | \#ICONS | 400 | 596 | 228 | 200 |
|  | \#ITER | - | 33,076,374 | 5,923,315 | 4,685,074 |
|  | CPU time (s) | - | 222.21 | 76.42 | 65.94 |
| $\begin{aligned} & 3 \mathrm{E}-3 \\ & (500) \end{aligned}$ | \#CVAR | 1024 | 1022 | 1024 | 2022 |
|  | \#BVAR | 1100 | 1098 | 118 | 118 |
|  | \#ECONS | 8 | 4 | 6 | 24 |
|  | \#ICONS | 1200 | 2196 | 236 | 200 |
|  | \#ITER | - | 95,092,253 | 71,210,754 | 12,289,396 |
|  | CPU time (s) | - | 1290.43 | 608.79 | 190.45 |
| $\begin{aligned} & 3 \mathrm{E}-4 \\ & (1000) \end{aligned}$ | \#CVAR | 2024 | 2022 | 2024 | 4022 |
|  | \#BVAR | 2100 | 2098 | 120 | 120 |
|  | \#ECONS | 8 | 4 | 6 | 26 |
|  | \#ICONS | 2200 | 4196 | 240 | 200 |
|  | \#ITER | - | 167,291,533 | 23,942,846 | 15,176,977 |
|  | CPU time (s) | - | 1438.23 | 630.62 | 487.78 |
| 3E-5 <br> (2000) | \#CVAR | 4024 | 4022 | 4024 | 8022 |
|  | \#BVAR | 4100 | 4098 | 122 | 122 |
|  | \#ECONS | 8 | 4 | 6 | 28 |
|  | \#ICONS | 4200 | 8196 | 244 | 200 |
|  | \#ITER | - | - | 26,676,412 | 19,416,014 |
|  | CPU time (s) | - | - | 2272.35 | 1732.12 |

"-" not applicable due to exceeding the computational time threshold (7200 s)


Fig. 7 Trends in the required CPU time in Experiment 3E

## 5 Concluding remarks

This paper considers the nonconvex optimization problems in which all the nonlinear terms are univariate. An effective and efficient piecewise linear approximation scheme for these problems has been developed. The performance of the linearization technique primarily depends on the numbers of variables and inequality constraints required in constructing the SOS2 formulation for the piecewise linear function. While the state-of-the-art logarithmic method requires $2\left\lceil\log _{2} m\right\rceil$ inequality constraints, where $m$ is the number of line segments in the constructed piecewise linear function, none is incurred by our proposed scheme. The price that more continuous variables are introduced in the proposed scheme than in the state-of-the-art method is less than offset by the simultaneous inclusion of a system of equality constraints satisfying the canonical form and the absence of any inequality constraint. The conducted computational experiments have demonstrated that the presented scheme retains the computational superiority, the degree of which increases with $m$.

Further study could be conducted by investigating the possibility of reducing the number of binary or continuous variables for the proposed linearization scheme. It is also worth developing another alternative method which requires fewer binary variables or inequality constraints without incurring more continuous variables than the logarithmic method. Another direction for future research is to generalize our proposed method to the piecewise linearization formulation for the multivariate function.

## Appendix

See Tables 10, 11, 12, 13, 14, 15 and 16.

Table 10 Solutions yielded in Experiment 1

| Case $(m)$ | Solution $(x, y)$ | Objective value |
| :--- | :--- | :--- |
| $1-1(50)$ | $(4.153624,3.846376)$ | -13.030076 |
| $1-2(100)$ | $(4.153479,3.846521)$ | -13.029238 |
| $1-3(500)$ | $(4.153404,3.846596)$ | -13.028829 |
| $1-4(1000)$ | $(4.153402,3.846598)$ | -13.028815 |
| $1-5(2000)$ | $(4.153401,3.846598)$ | -13.028813 |

Table 11 Solutions yielded in Experiment 2

| Case $(m)$ | Solution $\left(x_{1}, x_{2}, \ldots, x_{5}\right)$ | Objective value |
| :--- | :--- | :--- |
| $2-1(50)$ | $(3.671195,4.343845,1.816988,5.359112,7.4)$ | -35.565041 |
| $2-2(100)$ | $(3.671174,4.343953,1.817564,5.359103,7.4)$ | -35.562564 |
| $2-3(500)$ | $(3.671159,4.344030,1.817677,5.359097,7.4)$ | -35.560999 |
| $2-4(1000)$ | $(3.671159,4.344031,1.817679,5.359096,7.4)$ | -35.560954 |
| $2-5(2000)$ | $(3.671159,4.344032,1.817679,5.359096,7.4)$ | -35.560937 |

Table 12 Solutions yielded in Experiment 3-A

| Case $(m)$ | Solution $(x, y)$ | Objective value |
| :--- | :--- | :--- |
| 3A-1 $(50)$ | $(62,50)$ | 8.039073 |
| 3A-2 $(100)$ | $(62,50)$ | 8.039143 |
| 3A-3 $(500)$ | $(62,50)$ | 8.039157 |
| 3A-4 (1000) | $(62,50)$ | 8.039157 |
| 3A-5 (2000) | $(62,50)$ | 8.039157 |

Table 13 Solutions yielded in Experiment 3-B

| Case $(m)$ | Solution $(x, y)$ | Objective value |
| :--- | :--- | :--- |
| 3B-1 $(50)$ | $(62,40)$ | 7.815945 |
| 3B-2 $(100)$ | $(62,40)$ | 7.815996 |
| 3B-3 $(500)$ | $(62,40)$ | 7.816012 |
| 3B-4 (1000) | $(62,40)$ | 7.816013 |
| 3B-5 (2000) | $(62,40)$ | 7.816014 |

Table 14 Solutions yielded in Experiment 3-C

| Case (m) | Solution $(\mathrm{x}, \mathrm{y})$ | Objective value |
| :--- | :--- | :--- |
| 3C-1 (50) | $(60,22)$ | 7.184634 |
| $3 \mathrm{C}-2(100)$ | $(60,22)$ | 7.185192 |
| $3 \mathrm{C}-3(500)$ | $(60,22)$ | 7.185382 |
| $3 \mathrm{C}-4(1000)$ | $(60,22)$ | 7.185385 |
| $3 \mathrm{C}-5(2000)$ | $(60,22)$ | 7.185387 |

Table 15 Solutions yielded in Experiment 3-D

| Case $(m)$ | Solution $(x, y)$ | Objective value |
| :--- | :--- | :--- |
| 3D-1 (50) | $(56,33)$ | 7.521597 |
| 3D-2 (100) | $(56,33)$ | 7.521767 |
| 3D-3 (500) | $(56,33)$ | 7.521857 |
| 3D-4 (1000) | $(56,33)$ | 7.521858 |
| 3D-5 (2000) | $(56,33)$ | 7.521859 |

Table 16 Solutions yielded in Experiment 3-E

| Case $(m)$ | Solution $(x, y)$ | Objective value |
| :--- | :--- | :--- |
| $3 \mathrm{E}-1(50)$ | $(98,30)$ | 7.985894 |
| $3 \mathrm{E}-2(100)$ | $(98,30)$ | 7.986076 |
| $3 \mathrm{E}-3(500)$ | $(98,30)$ | 7.986161 |
| $3 \mathrm{E}-4(1000)$ | $(98,30)$ | 7.986165 |
| $3 \mathrm{E}-5(2000)$ | $(98,30)$ | 7.98616 |
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