
 

 

Electricity demand and price forecasting model for 
sustainable smart grid using comprehensive Long 
Short Term Memory    

Israt Fatema, Xiaoying Kong, and Gengfa Fang  
School of Electrical and Data Engineering, Faculty of Engineering and Information Technologies, University of 
Technology Sydney, NSW 2007 Australia 
 

Corresponding author: Israt Fatema (e-mail: israt.fateme@student.uts.edu.au). 

 
  

ABSTRACT This paper proposes an electricity demand and price forecast model of the smart city large 
datasets using a single comprehensive Long Short-Term Memory (LSTM) based on a sequence-to-sequence 
network. Real electricity market data from the Australian Energy Market Operator (AEMO) is used to 
validate the effectiveness of the proposed model. Several simulations with different configurations are 
executed on actual data to produce reliable results. The validation results indicate that the devised model is a 
better option to forecast the electricity demand and price with an acceptably smaller error. A comparison of 
the proposed model is also provided with a few existing models, Support Vector Machine (SVM), Regression 
Tree (RT), and Neural Nonlinear Autoregressive network with Exogenous variables (NARX). Compared to 
SVM, RT, and NARX, the performance indices, Root Mean Square Error (RMSE) of the proposed 
forecasting model has been improved by 11.25%, 20%, and 33.5% respectively considering demand, and by 
12.8%, 14.5%, and 47% respectively considering the price; similarly, the Mean Absolute Error (MAE) has 
been improved by 14%, 22.5%, and 32.5% respectively considering demand, and by 8.4%, 21% and 61% 
respectively considering price. Additionally, the proposed model can produce reliable forecast results without 
large historical datasets. 

KEYWORDS forecasting electricity demand and price, LSTM, sequence-to-sequence network, time-series 
data, smart grid, smart city.

1. Introduction 
 

During the recent decade, a large number of people are 
tending to live in urban areas than in rural areas. The growing 
population of the cities wants to avail themselves of all the 
cutting-edge facilities that a Smart City can provide. Smart 
City can regulate the challenges smartly linked with 
increased population to control their basic integral of life, 
such as energy, transport, health, and homes. Modernization 
of the grid and digitization is essential to manage, monitor, 
and respond to the energy problems of smart cities. 
Sustainable development of Smart Grid (SG) is essential for 
reliable and affordable electricity for smart city’s consumers. 
The use of information and communications technology in 
the electrical power supply network is the motivation for the 
SG and expansion for several grids to feed the demand. A 
SG can make effective use of the Internet of Things (IoT) to 
improve two-way communications between utility 
companies and their consumers to provide sustainable 
services, such as access to near real-time data to make 

environmentally safe and profitable decisions. Consumer 
demand response and energy demand balancing can be well 
managed by implementing sustainable demand-side 
management (DSM) algorithms (Yu and Hong 2016). 

A SG establishes an interactive environment between 
electricity consumers and utility. The DSM program enables 
its users to manipulate their demand by instant price 
differences. By participating in SG operations, it provides 
energy consumers with demand shifting and energy saving 
to reduce the cost of electricity usage. However, the growing 
rate of different electricity sources, such as renewable energy 
and flexible loads (e.g., electric vehicles), and randomly 
changes to demand in the distribution grids, making 
electricity demand and pricing more complex and uncertain 
every day. Therefore, an accurate forecast of both electricity 
demand and price holds great importance in DSM and 
sustainable market operations management to minimize this 
uncertainty. Furthermore, increasing the reliability of the 
DSM and demand forecasting is important in electricity grid 
planning and demand scheduling (Khuntia et al. 2018).  



 

 

   In general, electricity demand and price display distinctive 
features and clear correlations (Gao et al. 2019). 
Nonetheless, the electricity demand and pricing data show a 
few different patterns (AER Report 2018). There are 
different factors, such as fuel price, distribution of cheap 
production of the windmill and photovoltaic, social, 
economic, weather pattern, for such unpredicted price 
pattern changes (Mujeeb et al. 2018). It is noticeable that just 
a direct change in demand does not affect the electricity 
price. All these aspects make electricity forecasting a 
challenging problem. Therefore, electricity demand and 
price forecasting are important for those involved in the 
electricity market.  

Since electricity production is not preservable like other 
usual products (Kuo and Huang 2018), a reliable structure is 
necessary to maintain sustainability among supply and 
demand. Due to a lack of production and wastage of 
electricity, there is usually a discrepancy between electricity 
demand and production level. During the pick time, DSM 
and electricity balancing is accomplished by limiting 
electrical device usages which ultimately affects users’ 
satisfaction (Jabir et al. 2018). As a result, electricity demand 
and price forecasting are crucial to avoid disparity between 
demand, supply, and related prices.  It is therefore essential 
to improve the forecasting accuracy in terms of the possible 
error reduction. Table 1 is an example of the percentage 
differences between actual and forecasts energy 
consumption, by five regions in Australia, adopted from the 
Australian Energy Market Operator (AEMO 2019). AEMO 
is responsible for operating Australia’s largest gas and 
electricity markets and power systems, assessed annual 
consumption forecast accuracy (performance) by measuring 
the percentage difference (error) between actual and forecast 
values of the published energy forecast.  (-ve error implies 
the actual is lower than forecast by %) (AEMO report 2019). 
 
Table 1. Energy forecast accuracy (percentage error) by region from different 
locations in Australia (AEMO report 2019) 

One-year ahead 
annual 
operational 
consumption 
accuracy (%)  

Forecast in 
 
2014-
2015  

2015-
2016  

2016-
2017  

2017-
2018  

2018-
2019  

New South 
Wales  

3.2% 1.2% 0.8% 0.1% 1.8% 

South Australia  -0.2% 1.6% -1.6% 0.8% 0.8% 
Tasmania  2.3% -3.5% -2.4% 0.1% -1.3% 
Queensland  6.7% -2.6% -1.6% -2.8% 3.1% 
Victoria  0.3% -0.5% -5.0% -2.5% -3.7% 

 
   Traditional forecasting methods, such as moving average 
(MA) and trend analysis, becomes very difficult and limited 
when applied to complex non-linear systems with large time-
series data set (Adhikari and Agrawal 2013). These methods 
are challenging for accurately measured and represented 
with detail dynamic operations (Adhikari and Agrawal 
2013). Therefore, traditional forecasts need to be replaced by 
accurate and advance predictive models that can process 
nonlinear data and produce effective results. Deep learning 
algorithms provide a strong way to extract key attributes 

from complex variable historical electricity data to predict 
the demand/price efficiently. As a result, applying deep 
learning algorithms to process time series electricity data 
yields better results. Researchers have been applying deep-
learning methods, such as Artificial Neural Network (ANN), 
that can produce excellent results in critical issues, reduce 
errors and improve the models’ prediction accuracy. 
   Therefore, the main goals of our research include the 
design of a single comprehensive accurate electricity 
demand and price forecasting method with a reduced error 
rate. This research proposes a sequence-to-sequence model 
that is commonly used for language translation (Sutskever, 
Vinyals and Le 2014) and can learn variable temporal 
structure in the input sequence, which has been adapted for 
the forecasting model. 

The contributions of our research work are as follows: 
- Empirical analyses of electricity demand and price data 

are performed. 
- Predictive analytics (uses LSTM based sequence-to-

sequence network) on electricity demand and price data 
are performed. 

The arrangement of this paper is as follows: the literature 
review is given in Section 2. The theoretical background of 
this work is discussed in Section 3. Section 4 describes the 
LSTM network model design. Details of the dataset used for 
this study are described in Section 5. The modeling results 
and discussions are presented in Section 6. Section 7 
concludes the article. 

 

2. Literature Review  
 
Forecasting methods can be classified into two main 
categories, traditional statistic methods and computational 
intelligence methods. Traditional statistic methods use the 
collected time-series data of the electrical demand and price 
to identify the electricity usage trend. An autoregressive 
moving average (ARMA) model was proposed for modeling 
the electricity demand (Xu et al. 2018). The autoregressive 
integrated moving average model (ARIMA) is more accurate 
at short-horizon electricity demand forecasting (Ghasemi et 
al. 2016).  In (Papalexopoulos and Hesterberg 1990), a linear 
regression-based statistical model approach is provided, 
depends on historical data for short-term system demand 
forecasting. The multiple linear regression model (Hong et 
al. 2010), which is a simple time-series technique for 
modeling and forecasting the set of demand or production 
data as a linear curve.  

In (Nagbe, Cugliari and Jacques 2018), a functional state-
space model to forecast electricity demand is assigned by the 
system state and quantifying equations to implement it at 
some stage of grouping between the local and national grid. 
One of the drawbacks of the traditional statistical methods is 
that it needs suitable samples and many difficult factors to 
obtain the parameters required for the forecasting models (Li 
and Zhang 2018). 



 

 

The second approach for electricity demand and price 
forecasting consists of computational intelligence methods, 
such as support vector machine (SVM) (Chen and Chang 
2004), decision tree (Tso and Yau 2007), and artificial neural 
network (ANN) (Roldán-Blay et al. 2013; Wang, Qi and Liu 
2019) and fuzzy logic (FL) (Khodaei et al. 2018). These 
methods have been very successful in recent times due to 
their strong non-linearity learning and modeling capabilities, 
which are explicit in most traditional statistical methods (Xu 
et al. 2018). The ANN model is currently one of the most 
popular methods for time-series prediction (Wang, Qi, and 
Liu 2019; Szkuta, Sanabria and Dillon 1999; Atlas and 
Damborg 2002). In (Szkuta, Sanabria and Dillon 1999), first 
used ANN with a single hidden layer to forecast the output 
price in Victorian (Australia) electricity market for past 
prices, demand, and capacity data, and also specific 
information related to the calendar (day code, season, 
holiday code, etc.). 
    Unlike statistical methods, ANN requires no intrinsic 
assumption about the data used for prediction modeling and 
it is also adaptive to missing data (Park et al. 1991). 
Moreover, to improve the training mechanism and 
forecasting capacity, Gao et al. (2019) proposed a forecast 
engine consisting of the multi-block neural network (NN) 
and optimised with an objective function. Besides, Ghadimi 
et al. (2018) have developed an improved meta-heuristic 
algorithm for electricity demand forecasting that depends on 
a novel intelligent algorithm in conjunction with a new 
feature selection system. Dynamic choice ANN is suggested 
by Wang et al. (2016) which is a hybrid of supervised and 
unsupervised learning for day-ahead price forecasting, to 
delete bad samples and look for optimal inputs. However, the 
ANN method needs a large number of historical data for 
forecasting and only efficient during training but not during 
validation and testing phases (Lau et al. 2019). Furthermore, 
the ANN's performance varies greatly such as input-output 
correlation, as well as the correct and efficient tuning of 
weight and bias in the hidden and output layers (Gao et.al., 
2019). Moreover, ANNs also have a slow rate of self-
learning convergence, making it easier to collapse into a 
local minimum (Wang et al. 2016).  
    The fuzzy logic controller (FLC) has been used in many 
areas and complex control systems to improve forecasting. 
It is capable of making an optimal decision based on a set of 
inputs (Khodaei et al. 2018). In (Khodaei et al. 2018) 
proposed a multi-objective model for cost emission 
operation of an industrial consumer with help of fuzzy-based 
heat and power hub models. The fuzzy logic is a non-linear 
system that uses IF-THEN logic to work and its’ ability to 
give answers among "true" and "false" is more commonly 
used in temperature and machine control (Alam and Ali 
2020). Therefore, computers cannot explicitly process and 
analyze the fuzzy system and usually requires the use of 
specific rules for simulation (Suganthi et al. 2015). 
Moreover, it also becomes a slow system since it works by 
the fuzzy system which relies for each input on the numbers 
of inputs and the membership function (Alam and Ali 2020). 

    Besides ANN and SVM have been widely used to predict 
short-term electricity demand and price (Mohandes 2002; 
Jiang et al. 2019; Wang et al. 2019; Zahid et al. 2019; Gao et 
al. 2019). In (Jiang et al. 2019; Wang et al. 2019; Gao et al. 
2019), SVM is used for feature selection. Feature selection 
is important in forecasting models, but it's a difficult task 
because the size and form of input variables should be 
properly designed (Zahid et al. 2019). Besides, the major 
drawback of SVM is significant computing difficulty and 
parameter settings (Gao et al. 2019). As a result, it is 
incompatible with large-scale training data (Wang et al. 
2019).  In much of the current literature (Wang et al. 2019; 
Zahid et al. 2019), test datasets are only available for one 
week, which ignores the issue of special days (such as 
holidays) during the year, and is not indicative to produce a 
definite conclusion. 
    Furthermore, stochastic optimization methods have been 
developed and have become common in forecasting. They 
are mostly used when the system is volatile. In a deregulated 
electricity market, the authors (Abedinia et al. 2019) 
suggested a hybrid stochastic-robust optimization-based 
approach to get optimal offering, bidding strategies, and 
demand uncertainties of large consumers. Modeling the 
unknown parameters in cooling demand has been performed 
in (Saeedi et al. 2019) using a robust stochastic optimizations 
method. Based on an intelligent algorithm, Ghadimi et al. 
(2018) evaluated an improved metaheuristic algorithm 
together with a new feature selection system for electricity 
demand forecasting. Nevertheless, sometimes these 
optimization algorithms are affected by computational 
complexity, a lower convergence rate, and local minimum 
trapping. 

The author demonstrated in previous work (Yue, Dan and 
Liqun 2012) that a dynamic NN is used to forecast daily 
electricity demand to maintain the connection between 
production and demand. In another literature (Pan et al. 
2019), the author presented a developed backpropagation 
NN (BPNN) for Short-term electricity demand forecasting 
based on complexity decomposition technology and 
modified flower pollination optimization. Calculation and 
training time can be accelerated by using the Extreme 
Learning Machine (ELM), which is very common these days 
to model shallow patterns (Zhang et al. 2013; Ertugrul 2016; 
Jiang et al. 2019; Wang et al. 2019). ELM is a specific type 
of one-hidden-layer NN with no iterative process to make it 
faster (Ertugrul 2016).  

Dehalwar et al. (2016) studied electricity demand 
influence factors and used weather forecasts to produce an 
electricity demand prediction model based on the ANN for a 
large urban area in Australia. Big data analytics and 
forecasting of electricity price data are performed in (Mujeeb 
et al. 2019), based on a hybrid model. Big data studied for 
better electricity price forecasting, in which random forest 
(RF) and relief-F based on gray correlation analysis (GCA) 
for feature redundancy, and kernel function (KF) and 
principal component analysis (PCA) for feature reduction, 



 

 

and SVM for performance classifier have been used (Wang 
et al. 2017). In (Andalib and Atry 2009), applied a nonlinear 
autoregressive exogenous (NARX) NN Model for electricity 
price forecasting. These study results show the improved 
quality of the NARX model.  
   Considering the aforementioned literature, many current 
studies have been dedicated to effectively forecasting 
various types of time-series. However, classical statistical 
approaches, such as hybrid framework (Jiang et al. 2019), 
fuzzy logic (Khodaei et al. 2018), and ARIMA (Ghasemi et 
al. 2016), are still difficult to be used to model and forecast 
such non-stationary time-series. 

Besides, deep NN has been integrated with time-series 
forecasting as a result of the ongoing enhancement of 
computer hardware and software, and smart city’s big data 
technology. Therefore, deep learning has received a growing 
interest among researchers for forecasting methods (LeCun, 
Bengio and Hinton 2015) and effectively implemented in 
different time-series problems, such as language modelling 
(Mikolov et al. 2014), speech recognition (Graves, 
Mohamed & Hinton 2013), stock market prediction (Nelson, 
Pereira and de Oliveira 2017), and flood forecasting (Le et 
al. 2019). In (Ugurlu, Oksuz and Tas 2018), the researchers 
used a recurrent neural network (RNN), which is a special 
kind of ANN, assessed as an important method for time-
series forecasting.  However, RNN showed insufficiency 
while training time-series with long time lags and depends 
on the fixed time lags to learn the computation of time-series 
sequence (Lipton, Berkowitz and Elkan 2015). It is more 
inclined to gradient explosion and disappearance. LSTMs, 
are a special type of RNN, can learn long-term dependencies 
by remembering and capturing information of time-series for 
a longer time (Hochreiter and Schmidhuber 1997).  

Besides, few other methods were also integrated with 
ANN models to improve electricity demand or price 
forecasting performance, such as feature selection and 
genetic algorithm to optimize a LSTM model (Bouktif et al. 
2018), support vector regression (SVR), stacked auto-
encoders (SAEs) with the ELM (Li et al. 2017), and stacked 
de-noising auto-encoders with SVR (Tong et al. 2018). It is 
observable that the ANN-RNN based models were very 
common for related fields of electricity.  

However, the above methods described in the literature 
can produce good results, their algorithms are complex and 
difficult. Even though the above studies all relate to 
demand/price forecasting in a separate category. The 
suggested work in this paper is different since it depends on 
LSTM based sequence-to-sequence model to forecast 
electricity demand and price. This sequence-to-sequence 
model offers a stronger analysis in time-series problems by 
using an encoder-decoder LSTM model, which has been 
commonly used for language translation (Sutskever, Vinyals 
and Le 2014). The encoder-decoder LSTM effectively 
extracts the features of the input data to make multi-step 
sequence predictions (figure. 2).           
   The most comparable work to ours is the work by (Sehovac 
and Grolinger 2020). In energy forecasting, they used 

standard RNN-based sequence-to-sequence models with 
attention mechanisms, comparing their efficiency with 
various RNN cells and forecasting intervals. To produce a 
context vector, they first send the input sequence into the 
encoder RNN one-time step at a time. The decoder RNN is 
then used to decode this vector into a processed input 
sequence. Although any RNN can theoretically encode-
decode the sequence, the long-term dependencies that result 
can lead to poor results. 

To address this problem, LSTM models are more 
appropriate in this paper and used as sequence encoders-
decoders. LSTM is particularly suitable for learning long-
range dependencies, in which the conventional recurrent 
network fails with a large amount of sequential input data 
(Sutskever, Vinyals and Le 2014). Sequence-to-sequence 
LSTM models enable information to be better stored in 
sequence data than in conventional ANNs, RNN, and SVMs 
(Sehovac and Grolinger 2020). Given the significant time lag 
seen between inputs and the respective outputs, the LSTM is 
capable of learning effectively regarding data of long-range 
temporal dependencies makes it an ideal fit for this research. 

The literature reports that LSTMs support cutting-edge 
results in sequence-related research. Although, the model 
was recently used in energy and weather forecasting (Zaytar 
and El Amrani 2016). Its application in the area of electricity 
demand and price forecasting has not been used 
substantially. In (Marino, Amarasinghe and Manic 2016), 
LSTM was compared to the sequence-to-sequence network 
where the latter performed better. Additionally, in (Sehovac 
and Grolinger 2020), sequence-to-sequence RNN showed 
better results than standard RNN. In a recent research 
(Sehovac and Grolinger 2020), a sequence-to-sequence RNN 
with an attention mechanism was developed for electrical 
load forecasting and a similar sample generation approach 
was designed. In (Gong et al. 2019), a short-term load 
forecast model based on LSTM is developed with two 
attention mechanisms. Their model (Sehovac and Grolinger 
2020; Gong et al. 2019) is very close to the language 
translation model in (Sutskever, Vinyals and Le 2014), 
which uses one LSTM to encode the input sequence into a 
fixed vector, and another LSTM to decode the target 
sequence from it. The attention mechanism learns to weight 
the frame features variable conditioned on the previous word 
input(s) rather than fixed weighting features from all frames 
(Sutskever, Vinyals and Le 2014).  

Conversely, this research uses a simpler approach using a 
single LSTM which learns both encoding and decoding 
based on the inputs given. This allows the LSTM to share 
weights between encoding and decoding. Therefore, this 
direct sequence-to-sequence model does not require any 
specific attention mechanism. 

This study suggested different LSTM network topologies 
get an understanding of network architecture when dealing 
with big data time-series data set of smart grid to identify 
appropriate configurations to solve the problem. Therefore, 
the electricity demand and price forecast can achieve good 
results by using the LSTM network so that electricity 



 

 

producers and consumers can take proper decisions for DSM 
and usages respectively. 

3. Theoretical Background  

3.1 Long Short Term Memory (LSTM) Network 
 

The basic purpose of proposing LSTM was to avoid the 
problem of vanishing gradient (using gradient descent 
algorithm), which occurs while training of BPNN neural 
network (Hochreiter and Schmidhuber 1997).  All RNN 
follow the structure of a chain of recurring modules of NN. 
For regular RNNs, this recurring module (as seen in Figure 
1a) will have a very simple structure, like a single tanh layer. 
Figure 1b shows the structure of LSTM includes three main 
gate structures: forget gate (𝑓௧), input gate ( 𝑖௧), and output 
gate (𝑜௧), 𝑥௧ represents the input data, ℎ௧ represents the 
hidden state, 𝐶௧ as a cell state. 

An LSTM network computes a mapping from an input 
sequence X = (𝑥ଵ,𝑥ଶ,……,𝑥௡) to an output sequence Y = (𝑦ଵ, 
𝑦ଶ……, 𝑦௠). The LSTM cell computation at time t, for an 
input 𝑥௧:  

𝑓௧ ൌ 𝛿൫𝑊௙𝑥௧ ൅ 𝑈௙ℎ௧ିଵ ൅ 𝑏௙൯ (1) 

𝑖௧ ൌ 𝛿ሺ𝑊௜𝑥௧ ൅ 𝑈௜ℎ௧ିଵ ൅ 𝑏௜ሻ  (2) 

𝑔௧ ൌ 𝑡𝑎𝑛ℎ൫𝑊௚𝑥௧ ൅ 𝑈௚ℎ௧ିଵ ൅ 𝑏௚൯ (3) 

𝐶௧ = 𝑖௧ ∗  𝑔௧ ൅ 𝑓௧ ∗  𝐶௧ିଵ (4) 

𝑜௧ ൌ 𝛿ሺ𝑊௢𝑥௧ ൅ 𝑈௢ℎ௧ିଵ ൅ 𝑏௢ሻ (5) 

ℎ௧ = 𝑜௧ * 𝑡𝑎𝑛ℎ 𝐶௧ (6) 
 

Where 𝛿 and tanh are the activation function, W and U are 
the weight of forget gate, and b is bias vector, 𝐶௧ିଵ and 𝐶௧are 
the cell states at time t -1 and t. 

 

 
 Figure 1a. Standard Recurrent Neural Network (RNN) (Kuo and Huang 
2018) 
 
 

    Another reason that LSTM is a good choice for this 
research since it takes sequence data as input, unlike other 
models, such as ARMA, ELM, SVM, where lag observations 
need to be presented as input features (Brownlee, 2018). 
Since LSTMs do not need fixed-size input data, they can use 
the time-series input to search for the perfect number of 

lookbacks and look for patterns on their own (Brownlee, 
2018). 
 

 
 
Figure 1b. Long Short Term Memory (LSTM) (Kuo and Huang 2018) 
 

3.2  Sequence-to-Sequence Network 
 
To forecast the values of future time steps of a sequence, a 
sequence-to-sequence regression LSTM network can be 
trained. The sequence-to-sequence architecture that is 
commonly used for language translation (Sutskever, Vinyals 
and Le 2014), is adapted for electricity demand and price 
forecasting. 

A typical sequence-to-sequence model takes input 
sequence X (encoder) of variable length and changes that in 
a fixed-length vector, which is then used as the input 
sequences for the next time step (Sutskever, Vinyals and Le 
2014). By this process, an output sequence Y (decoder) of n 
length is generated. In this case, at each time step of the input 
sequence, the LSTM network learns to forecast the value of 
the next n time steps. The sequence-to-sequence network 
architecture’s advantage is that it permits a random number 
of input length of previous time steps to forecast a random 
number of future time steps (Sutskever, Vinyals and Le 
2014). The structure of sequence-to-sequence is shown in 
Figure 2. 

 

 
Figure 2. The structure of Sequence-to-Sequence Network (Sutskever, 
Vinyals and Le 2014). (h,c) represents intermediate vector 

 
 Therefore, during encoding, with input sequence X, the 

LSTM computes a sequence of hidden states 
(ℎଵ,ℎଶ,……,ℎ௡). During decoding it defines a distribution 
over the output sequence Y given the input sequence X as p(Y 
|X) is: 



 

 

 
    𝑝ሺ𝑦ଵ, … , 𝑦௠|𝑥ଵ, … , 𝑥௡ሻ ൌ ∏ 𝑝ሺ𝑦௧|𝑣, 𝑦ଵ, … , 𝑦௧ିଵ ሻ௠

௧ୀଵ      (7) 
 

  Where v is fixed dimensional vector representation of the 
X given by the last hidden state of the LSTM, and then 
computing the conditional probability of Y with a standard 
LSTM- Language Model (LM) formulation whose initial 
hidden state is set to the representation vector v of input X 
(Sutskever, Vinyals and Le 2014). LM is a probability 
distribution over sequences of input (Sutskever, Vinyals and 
Le 2014). The easy model of an LM is predicting the next 
time step given the previous time step(s). 
   Figure 3 shows the step-by-step flowchart of the proposed 
method. 

 

Figure 3.  Flowchart of the proposed forecasting method   

  As shown in Figure 3, the dataset is separated into a 
training and testing dataset. The training dataset and testing 
dataset are standardized and then arranged in several input 
sequences. A forecasting model is established then based on 
the proposed model and trained dataset with defined LSTM 
network architecture to predict the electricity demand and 
price to be as precise as possible.  

3.3 Measure Prediction Quality 
 
Commonly used metrics to evaluate forecast accuracy are the 
Root Mean Squared Error (RMSE), Mean Absolute Error 
(MAE), and correlation coefficient value (R2 ) (Kuo and 
Huang 2018). A lower RMSE and MAE indicates a better 
forecasting result, which measures the difference between 
the actual values to the forecasting values. The R2 value, 
which is between 0 and 1 (where 0 means no correlation and 
1 means the model has no error), determines the correlation 
between actual and predicted values. The three error 
measures are defined as follows: 

                   𝑅𝑀𝑆𝐸 ሺ𝑋, ℎሻ ൌ ට ଵ

௠
 ∑ ሺℎሺ𝑥ሺ௜ሻሻ െ 𝑦ሺ௜ሻሻଶ௠

௜ୀଵ    (8) 

                           𝑀𝐴𝐸ሺ𝑋, ℎሻ ൌ  
ଵ

௠
∑ หℎሺ𝑥ሺ௜ሻ൯ െ 𝑦ሺ௜ሻ|௠

௜ୀଵ     (9) 

                                    𝑅 ൌ  
∑ ሺ୶౟ି௫̅ሻ    ሺ୷౟

೘
೔సభ ି୷ሻതതത

ට∑ ሺ୶౟ି௫̅ሻమ೘
೔సభ  ට∑ ሺ୷౟ି୷ഥሻమ೘

೔సభ

    (10) 

 
Where considering x to be the actual values, y defining the 

predicted values, 𝑥̅ defining mean of x, 𝑦ത defining the mean 
of y, X is a matrix containing all the features values, h is the 
prediction function and m is the total number of instances in 
the test set. 
 

4. LSTM Network Model Design 
 

The first processing step of the LSTM network model design 
begins by demanding the datasets (Energy demand and 
price). In this study, the electricity demand and spot pricing 
dataset used as a separate row vector, each contains values 
of the accumulated electricity demand and spot price with a 
30-min resolution.  

A variety of random factors, such as demographic, socio-
economic or cultural, weather conditions, etc., can influence 
the electricity demand and price behaviour. Therefore, the 
accuracy of original data is sometimes low and it is necessary 
to pre-process the original data to improve the model 
prediction accuracy. This study pre-processes data through 
standardization. Before taking data to train the forecast 
model, standardize the training data to have zero mean and 
unit variance for a better fit, and to eliminate the training 
from deviating (Garreta and Moncecchi 2013). The two 
datasets are demanded separately for network training after 
standardization. 



 

 

Here, the standardized variable is 𝑋௦௧௔௡ௗ which is equal to 
the original variable (x), minus it's mean (𝜇), divided by 
its standard deviation (𝜎).  

𝑋௦௧௔௡ௗ ൌ  
௑ି ఓ

ఙ
                                 (11) 

A sequential prediction is used when a sequence-to-
sequence model is trained (Sutskever, Vinyals and Le 2014). 
To avoid over-fitting and improve accuracy on testing data, 
Dropout is used as a regularization methodology for fully 
connected neural network layers (Srivastava et al. 2014). 
Regularization is a technique that makes small adjustments 
to the learning algorithm so that the model is more 
generalised and reduces overfitting. This effectively also 
increases the performance of the model on the unseen results 
(Wan et al. 2013). Dropout implies that a unit is temporarily 
dropped from the network, for all its coming and outgoing 
links (Medennikov and Bulusheva 2016). All elements of an 
output layer are stored with probability p, alternatively set to 
0 with probability (1 - p). Equation 12 simply shows in this 
case drop unit or not (Wan et al. 2013). 
 

 𝑃ሺ𝑛ሻ ൌ ൜
1 െ 𝑝   𝑓𝑜𝑟 𝑛 ൌ 0

𝑝   𝑓𝑜𝑟 𝑛 ൌ 1                     (12) 

 
The precision of the experiential’s result is improved by 

adjusting and choosing the model’s variables to produce the 
desired output. The architecture of the proposed forecast 
method is shown in Table 2. Adam (Adaptive Moment 
Estimation) optimizer algorithm is used for adaptive 
optimization to update network weights iterative based 
throughout the training data (Bouktif et al. 2018). There is 
no exact rule for selecting the number of hidden units for an 
LSTM network. It generally depends on the area of 
application (Le et al. 2019). It can be decided by 
experimentation in a particular case.  

 
Table 2. Details of the LSTM regression network model  

Parameter Details 

Number of features 1 
Number of responses 1 
Number of hidden units 200/100/50 
Initial learning rate .005 
Learn rate drop period 125 
Epoch 200/250/300 
Training algorithm 
Dropout (p) 

Adam 
0.5 

5. Description of Dataset 
 

AEMO has an open dataset, which contains accumulated 
daily electricity demand (30 min MW) and price (30 min/ 
MWh) sampling rate (AEMO 2019). The range of data for 
this study is three years, from the year 2017 January - 2019 
November comprises of 50112 time-series data; and one 
year, from 2018 November - 2019 November comprises of 
18001 time-series data of New South Wales (NSW), 

Australia. 
To improve the model performance, the cross-validation 

technique is used for the assessment of the forecasting model 
(Hu et al. 1999). The steps involved in cross-validation are 
the splitting of the dataset into two detached groups, training, 
and test dataset; reserving the test data; training the 
remaining data set, and then use the test data set for unbiased 
performance comparison (Hu et al. 1999). The LSTM 
network of this research trains on the first 90% (initial 
network) and tests on the last 10% of the time series 
sequence (Figure. 4).  

 

 
 
Figure 4. Splitting of the dataset (Wang, Qi, and Liu 2019) 

 
The LSTM network forecasts step forward values at each 

time step throughout the training process. In this scenario, 
electricity demand and price data are the separate input as the 
single time-series data to the model. The LSTM network is 
trained individually for these two different features.  

5.1 Exploratory Data Analysis 
 
In time-series forecasting, the observed data corresponds 
with its previous data (Adhikari and Agrawal 2013). 
Therefore, each observation cannot be treated as independent 
data. The initial exploratory data analysis of electricity 
demand and pricing data can be useful for identifying trends 
and patterns. The accumulated electricity demand and 
pricing curves of three years (NSW) are shown in Figure 5 
and 6, respectively, which follows cyclic and seasonal 
patterns. 

The electricity demand indicates the same months, such as 
January 2017, January 2018, and January 2019, display a 
consistent trend. This is because of the same weather 
(summer in Australia) during that time in different calendar 
years. This also reflects on the price data, which shows in 
Figure 6 that price was also at a peak rate due to hot summer 
weather. 

Figure 7 displays a scatter plot of daily electricity demand 
and price relationship over three years, which are 
significantly affected by seasonality. Throughout the year, 
electricity demand shows a predictable pattern and rises at a 
slow steady rate unlike the electricity price that changes very 
randomly with a few sudden price peaks, and sparingly 
following any pattern. Verily weather and different seasons 
have a major impact on electricity demand and price.  

Figure 6 shows in most cases, price increases with demand 
increases. However, in some exceptional cases, price is much 
higher (sharp increase) than demand. According to the 
Australian Energy Regulator (AER) (AER Report 2018), for 
the last five years, the main factors to a short-term sharp 



 

 

increase in price have been rebidding and inaccurate demand 
forecasting. Rebidding usually occurs if there is an urgent 
need or sudden change in market demand, weather 
conditions, generator production, network restrictions, or 
other generators’ bids. It enables the electricity generators to 
update and submit new bids for more or less supply as the 
delivery time gets closer. 

 

 
Figure 5. Accumulated daily electricity demand (NSW) (Jan 2017-Nov2019) 
 
 

 
Figure 6. Accumulated daily electricity price (NSW) (Jan 2017- Nov 2019) 
 

 
Figure 7. Accumulated daily electricity demand and price relationship (Jan 
2017- Nov 2019) 

 
Daily electricity demand and price curves for workdays 

and weekends, from all the seasons of the year, (2017-2019) 
are also represented, respectively, in Figure 8 - 9. As seen in 
these Figures 8-9, the electricity demand gap is significant 
between workdays and weekends. It is easily perceived that 
electricity demand and usages on weekends are considerably 
lower due to fewer activities than weekdays round the year. 
Figure 10 - 11 displays the electricity demand and price data 
curve for one year. 

 
 
Figure 8. Accumulated workdays and weekend electricity demand curve 3- 
years (Jan 2017- Nov 2019) 
 

 
 
Figure 9. Accumulated workday and Weekend electricity price curve 3- years 
(Jan 2017- Nov 2019) 
 

 

 
 Figure 10. Accumulated daily electricity demand data for one year 
 
 

 
 
Figure 11. Accumulated daily electricity price data for one year 



 

 

6. Forecasting Model Results And 
Discussion 

 
This section first executed several simulations of the 
forecasting model. Next, presents the experimental results 
and test results evaluation. Then, discusses the ablation 
study. Finally, a comparison of the proposed model is also 
provided with a few existing models. 

Several simulations of the forecasting model are executed 
to establish the proposed sequence-to-sequence LSTM 
network model. For each dataset (electricity and price), this 
forecasting model has been run 9 times independently with 
different forecasting granularities (Table 3). These 
simulation results explain the performance of the proposed 
model in addition to the RMSE and MAE errors, a total of 
36 different cases in Table 3. 

To summarize the 36 rest results of Table 3: 

- Test 1 gives the best prediction result for electricity 
demand considering one-year data, MAE 50.96, and 
RMSE 67.35 with several hidden units 200 and epoch 
250.  

- Test 1 gives the best prediction result for electricity 
demand considering three-year data, MAE 73.88 and 
RMSE 102.97, with several hidden units 200 and epoch 
250.  

- Test 7 gives the best prediction result for the electricity 
spot price considering one-year data, MAE 15.36, and 
RMSE 26.93 with several hidden units 200 and epoch 

200.  
- Test 8 gives the best prediction result for the electricity 

spot price considering three-year data, MAE 18.06 and 
RMSE 31.59 with several hidden units 100 and epoch 
200. 

 
 
Table 3 Prediction quality of the sequence-to-sequence regression LSTM network model in nine different cases and test result evaluation for electricity demand 
and price data
 

 Test Run 1 2 3 4 5 6 7 8 9 
No. of Hidden unit / Epoch 200/250 100/250 50/250 200/300 100/300 50/300 200/200 100/200 50/200 

1 year 
Electricity 
Demand 

MAE 50.96 54.72 55.27 51.8 54.74 56.18 52.87 54.81 60.62 
RMSE 67.35 71.31 71.15 68.09 71.14 72.2 69.6 71.02 77.84 
Forecasted  
Highest  

9522 9543 9541 9558 9488 9502 9491 9488 9558 

Observed  
Highest  

9515 9515 9515 9515 9515 9515 9515 9515 9515 

Relative Error 0.07 0.28 0.26 0.43 0.27 0.13 0.24 0.27 0.43 

3 years 
Electricity 
Demand 

MAE 73.88 74.5 78.63 77.41 76.79 79.64 81.88 77.08 95.33 
RMSE 102.97 103.56 108.05 107.41 105.01 106.1 113.33 105.53 126.49 
Forecasted  
Highest  

11130 11030 11000 10980 11010 11020 11010 11030 11080 

Observed  
Highest  

11221.11 11221.11 11221.11 11221.11 11221.11 11221.11 11221.11 11221.11 11221.11 

Relative Error    1.31 1.91 2.21 2.41 2.11 2.01 2.11 1.91 1.41 

1 year 
Electricity 

Price 

MAE 15.66 16.07 16.65 15.58 17.25 15.92 15.36 15.63 15.49 
RMSE 33.75 28.51 27.74 27.36 30.05 27.96 26.93 27.73 27.45 
Forecasted  
Highest  

362.4 274.1 214 208 242.4 248 297 332 285 

Observed  
Highest  

310.87 310.87 310.87 310.87 310.87 310.87 310.87 310.87 310.87 

Relative Error  0.52 0.36 0.97 0.51 0.68 0.62 0.14 0.32 0.26 

3 years 
Electricity 

Price 

MAE 18.44 18.82 18.67 20.05 18.83 18.85 18.71 18.06 19.02 
RMSE 36.79 32.72 32.49 35.23 32.31 32.79 32.21 31.59 32.5 
Forecasted  
Highest  

342 272 450 300 295 465 320 378 345 

Observed  
Highest  

369.86 369.86 369.86 369.86 369.86 369.86 369.86 369.86 369.86 

Relative Error  0.27 0.97 0.8 0.69 0.74 0.95 0.49 0.08 0.24 

The developed forecasting models were trained and tested 
on independent data. The MAE and RMSE values were used 
to evaluate the performance of the scenarios when 
comparing the observational data and predicted values made 
during the training and testing process. 

It can be seen in Figure 12 – 15 that the forecast and the 
actual observed values mostly conform to each other. Figure 
12 and Figure 13 show the forecasting results of the 
electricity demand, and Figure 14, and Figure 15 show the 
forecasting results of spot pricing. The blue dotted line in 

each figure represents the test/observed data and at the same 
time, the red line implies the forecasted values. The predicted 
values are very clearly in line with the observed value of 
electricity demand data. Yet, still spot pricing is not showing 
forecasting results as good as electricity demand, in respect 
of accuracy (Figure 14 and Figure 15). Additionally, to better 
exhibit the simulation performance of the proposed model, 
the scatter plots of the actual and predicted values of the 4 
best prediction results within 36 forecast cases (electricity 
demand and price) are shown in Figure 16-19. The results of 



 

 

the prediction models are calculated in terms of correlation 
coefficient R2. The larger the R2 value the larger is the 
correlation in both the actual and the predicted values.  The 
R2 value for electricity demand for both cases (1yr. and 3 
yrs.), reach above 0.99, indicating a strong correlation 
between actual and predicted values. Whereas, the R2 of the 
electricity price data for both cases, 1 yr. and 3 yrs. are .65 
and .62 respectively, This indicates a moderate correlation, 
which needs further examination and explanation. 

6.1  Test Results Evaluation 
 
To evaluate the reliability of the proposed LSTM model, the 
highest observed (actual) value from the test dataset of the 
electricity demand and price are compared with the 
forecasted value. The results of the testing process and 
prediction are summarized in Table 3. Additionally, Table 4 
summarised the highest value of electricity demand and price 
for both data set. Both the highest record for demand and 
price were on a workday.  
 
Table 4 The highest value of electricity demand and price  

 Day and date Demand price Day of the week 

3 
years 
data 

13/08/2019 
19:00  

11221.11 280.4 Workday 

13/08/2019 
20:00 

10931.99 369.86 Workday 
 

1 
Year 
data 

25/10/2019 
16:30 

9515 83.09 Workday 

30/10/20191
4:30 

8199.3 310.87 Workday 

 

The forecasted highest electricity demand occurs at the 
same time as the observed demand. Whereas, forecasted the 
highest price occasionally does not fit with actual data. For 
the one-year and three years electricity demand forecast, the 
average relative error value of approximately 0.24% and 
1.92% respectively, and the highest difference between the 
relative error values range are 0.36 and 1.1 respectively.  
Moreover, Figures 14 and 15 indicate that in all cases of 
forecasted and observed price values of the testing phase, do 
not demonstrate similarities. However, the average relative 
error value for the one year and three years of electricity 
price forecast is 0.48% and 0.58% respectively, and the 
highest difference between the relative error values range is 
0.83 and 0.89 respectively. This is a reasonable value in the 
electricity sector given forecasting the highest demand and 
price. The correct prediction of the highest demand and 
pricing during peak time and season is difficult, especially 
when people frequently change their usage patterns in smart 
city scenarios (Kourtis, Hadjipaschalis and Poullikkas 2011). 
Table 6 shows the highest electricity price does not 
correspond to the highest electricity demand.  

The performance evaluation and simulation results of one 
year and three years datasets illustrate that the proposed 
model can produce highly accurate and stable results in both 
cases. Besides, it also indicates that the proposed LSTM 
model can produce better forecasting in the absence of a 
large set of historical datasets. The one-year dataset is also 
showing good forecast results.  

Several epochs and the hidden units are finalized after 
several experiments. There is no significant increase in 
forecasting accuracy after increasing hidden layers (from 
250 to 300), as shown in Figure 12 - 15. 

 
 

         

Figure 12. Observed and predicted the highest value for electricity    Figure 13. Observed and predicted the highest value for electricity      demand- 
one-year test dataset        demand - Three-year test dataset 
 
 



 

 

          
Figure 14. Observed and predicted the highest value for electricity price- one-      Figure 15. Observed and predicted the highest value for electricity price- three 
year test dataset           -year test dataset 
 

 
                            (a)                                                                                                                             (b) 

Figure 16. Scatter plot for the electricity demand forecasting models along with the coefficient correlation (R2) in the testing phase corresponding to the (a) one year 
and (b) three years dataset

          
                                                         (a)                                                                                                                              (b) 

Figure 17. Scatter plot for the electricity price forecasting models along with the coefficient correlation (R2) in the testing phase corresponding to the (a) one year 
and (b) three years dataset

6.2 Ablation Study 
 
To investigate the behavior of the proposed model, this paper 
has conducted several ablation studies. First, it varies the 
number of hidden units and epoch in the LSTM networks, as 
shown in Table 2. Second, to test the robustness of dropout, 
the same architectures trained without dropout, have 
drastically different test errors as seen as by the two separate 
clusters of trajectories in figure 18. This shows that dropout 
has a strong regularizing effect and gives a huge 
improvement across all architectures.  

 
Figure 18. Test error plot for different architectures with and without dropout  



 

 

6.3 Method Comparison 
 

To validate the performance of the proposed LSTM 
network, some other conventional forecast methods are also  
performed using the same collected dataset, which includes 
NARX, SVM, and regression tree (RT). NARX is a recurrent 
dynamic network, with feedback links that include multiple 
network layers. The NARX model is used widely in time-  
series modelling (Andalib and Atry 2009). The dynamic 
equation for the NARX model is: 

 
𝑦ሺ𝑡ሻ ൌ 𝑓ሺ𝑦ሺ𝑡ሻ, ሺ𝑡 െ 1ሻ, 𝑦ሺ𝑡 െ 2ሻ, … , 𝑦൫𝑡 െ 𝑛௬൯, 𝑢ሺ𝑡ሻ, 𝑢ሺ𝑡 െ
1ሻ … , 𝑢ሺ𝑡 െ 𝑛௨ሻሻ        (13) 
 

where 𝑛 is the total number of time steps in the input, 𝑦ሺ𝑡ሻ 
and 𝑢ሺ𝑡ሻ are previous and present independent (exogenous) 
inputs of the NARX model and 𝑓 is a nonlinear mapping 
function. Furthermore, SVM is a supervised learning 
algorithm, designed to solve non-linear problems and used 
for regression and classification (Hong et al. 2010). The 
principle of SVM regression is to consider a nonlinear map 
from input space to output space for each input parameter 
vector (x) and its associated output vector (y) and map the 
data to a higher dimensional feature space through the map. 
SVM relates the inputs and outputs for the non-linear 
forecasting model, using: 
  
  𝑦 ൌ w. φሺ𝑥ሻ ൅ b       (14) 

 
where w is the weight vector, and b is the bias, which is 

dependent on the kernel function chosen; in this case, linear, 
quadratic, cubic, and fine-Gaussian. The kernel function 
assesses the similarity of the two findings (Walker et al. 
2020). φሺ𝑥ሻ is the nonlinear mapping that is the only hidden 
space from input space to high–dimensional feature space. 
RT is a general algorithm for developing statistical tree 
models that construct a binary tree for regression tasks, 
which are used for continuous target variables (Tso and Yau 
2007). 

 
  Table 5 The performance metrics comparison under different methods 

 There are usually two steps to building a regression tree 
(Walker et al. 2020). During the first step, the set of available 
predictors values (predictor space x), is divided into J distinct 
non-overlapping regions 𝑟ଵ , 𝑟ଶ  , …,𝑟௝. The regions are 
designed to ensure that it minimizes the residual sum of 
squares given by (equation. 15). The mean response of the 
training observations within the 𝑗௧௛ the region is given by 
𝑦ത௥ೕ .  

∑ ∑ ቀ𝑦௧ െ 𝑦ത௥ೕ ቁ
ଶ

௜∈௥ೕ
௃
௝ୀଵ      (15) 

 
    In the second step, for each new occurrence that occurs in 
a region 𝑟௝ , the prediction gives the mean of the response 
values for the training observations in 𝑟௝ (Walker et al. 2020). 
    Based on the forecast results, the performance of the 
proposed LSTM network has less error than the compared 
models as shown in Table 5. The results of the three 
compared models are also compared in terms of R2. The 
scatter plots of all three models along with their R2 values 
are shown in Figure 19. 
   SVM and the proposed LSTM model have the highest R2 
value of 0.99. This displays a significant correlation between 
actual and predicted values. Table 5 outlines the best possible 
results for each model. The findings indicate that the LSTM 
model being proposed achieves the best results. Compared to 
SVM, RT, and NARX, the RMSE index of the proposed 
LSTM model has been averagely improved by 11.25%, 20%, 
and 33.5% respectively in the case of electricity demand. 
   Similarly, the MAE has been improved by 14%, 22.5%, 
and 32.5% respectively. In the case of electricity price, the 
performance error RMSE shows an improvement of 12.8%, 
14.5%, and 47% compared with SVM, RT, and NARX, 
respectively. Similarly, MAE has been improved by 8.4%, 
21%, and 61% respectively. 

 

7. Conclusion 
 
Electricity demand and price Forecasting have important 
roles in the economy, which is frequently used in business 
planning, decision making on the supply of electricity, and 
market setting. Also, this specifies the resource requirements 
to plan the utility, such as daily natural source usage or 
integration of RE sources. Therefore, forecasting can benefit 
the electricity market participants to compete with bidding 
strategies. However, the literature indicates that electricity 
demand and price patterns are very complex. It is, therefore, 
important to develop reliable methods to lessen the 
uncertainty of forecasting by improving the accuracy.  

The results of this paper show LSTM based sequence-to-
sequence network can forecast electricity demand and price 
for smart city time-series data to achieve good accuracy 
despite its conceptual simplicity. In contrast to related work, 
this proposed model first takes electricity demand/price data 
input sequentially and then output forecast sequentially. This 
allows handling variable input and output length while 

                      Different Method RMSE MAE R2 

1 year electricity 
Demand 

SVM 79.22 61.40 .99 
RT 84.41 65.37 .99 
NARX 128.72 94.28 .98 
LSTM 67.35 50.96 .99 

3 years 
electricity 
Demand 

SVM 111.97 82.79 .99 

RT 128.3 96.77 .98 
NARX 122.43 91.64 .98 
LSTM 102.50 73.59 .99 

1 year electricity 
Price 

SVM 29.91 16.93 .60 
RT 32.29 20.14 .53 
NARX 59 49.77 .59 
LSTM 26.93 15.16 .64 

3 years 
electricity 

Price 
 

SVM 37.43 19.59 .61 
RT 36.44 22.42 .51 
NARX 52.96 39.12 .48 
LSTM 31.5 18.06 .62 



 

 

simultaneously modeling temporal structure. Additionally, 
dropout regularization techniques are used to improve model 
performance. The feasibility of the proposed LSTM model is 
confirmed by its performance on well-known real market 
data of AEMO. 

This research used MATLAB as the simulation tool; and 
RMSE, MAE, and R2 as the comparison metrics. Simulation 
results prove the effectiveness of the proposed method with 
forecasting in different test cases and granularity. The 

numerical results show that the LSTM forecasting model has 
lesser MAE and RMSE. The results indicate that just 
increasing the number of LSTM layers, which also assess the 
efficiency of the LSTM model, does not have much impact 
on the accuracy of the results.  
    The proposed method has been compared with the SVM, 
RT, NARX models using the same dataset. The 
proposed model outperforms other models in all 
performance indices.  

 
 
 

  
 

Figure 19. Scatter plot of the compared forecasting models along with the coefficient correlation (R2)



 

 

     The proposed straightforward model can easily be 
implemented in real practice. While the findings may be 
specific to the contexts studied, analytic generalization could 
facilitate the application to other types of culture, 
background and environment. This research work evaluated 
on a single data set, but further experiments with different 
datasets are needed to draw more generic conclusions. Future 
work will also consider other time-series data and explore 
the universality and reliability features to enhance forecast 
performance. In future work, to improve the model accuracy, 
multiple variables such as weather and environmental data, 
can also be taken into consideration in electricity demand 
and price forecasting to check model accuracy; and then use 
feature selection methods to select relevant features although 
keeping good forecasting accuracy. Besides, this research 
aims to explore other deep learning algorithms, optimisation 
models, as well as other regularization approaches to 
improve the generalization of the models.  
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