
“© 2021 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for 

all other uses, in any current or future media, including reprinting/republishing this material for  

advertising or promotional purposes, creating new collective works, for resale or redistribution to 

servers or lists, or reuse of any copyrighted component of this work in other works.” 



1

Detecting Product Review Spammers using
Principles of Big Data

Abstract—Growing consumerism has led to the importance of
online reviews on the Internet. Opinions voiced by these reviews
are taken into consideration by many consumers for making
financial decisions online. This has led to the development of
opinion spamming for profitable motives or otherwise. Work has
been done to tackle the challenge of identifying such spammers,
but the scale of the real-world review systems demands this
problem to be tackled as a Big Data challenge. So, an effort has
been made to detect online review spammers using the principle
of Big Data. In this work, a rating-based model has been studied
under the light of large-scale datasets (more than 80 million
reviews by 20 million reviewers) using the Hadoop and Spark
frameworks. Scale effects have been identified and mitigated to
provide better context to large review systems. An improved
computational framework has been presented to compute the
overall spamcity of reviewers using exponential smoothing. The
value of the smoothing factor was set empirically. Finally, future
directions have been discussed.

Index Terms—Spam Reviews, Review Spammer Detection, Big
Data, E-commerce.

I. INTRODUCTION

User reviews are modes of voicing opinions regarding the
qualities of a certain product or service by online entities.
Online reviewing systems have grown to be one of the
cornerstones of e-commerce websites. Growing popularity has
even spawned numerous websites dedicated towards reviewing
products, places, attractions, and so on, such as Yelp, Zomato,
Dianping, etc. As online consumerism expands across geo-
graphical expanses, increasingly more consumers rely on such
reviews for deciding upon buying things online. User reviews
can be materialized into many forms. Product reviewing is
a common practice on video streaming websites such as
YouTube. Despite this sophistication, textual reviews remain
the dominant mode of reviewing.
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Figure 1: Overview of the proposed work

Though online reviews are quite popular and helpful, due to
ease in posting of reviews and lack of moderation and filtering,
most online reviewing systems face the challenge of opinion
spamming. Review spammers may post reviews that do not
voice legitimate opinions. This may be done to have personal
gains or for professional reasons. Review spamming is usually
aimed at derailing the prevalent opinion about a product or
service. It may be used to unhealthily promote a subject or to
demote a rival subject. Since the popularization of Web 2.0 as
well as crowd-sourcing [1], review spam has been viewed as
a serious threat to businesses and online marketing firms as
they distort the consumer experience and harm the reputations
of the respective firms. This has prompted researchers to
actively tackle the problem of review spam detection with
many industrial supporters as well [2].

Review spam analysis was introduced by Jindal and Liu [3]
who identified different types of review spam. Since then,
a multitude of approaches has been taken in literature to
detect deceptive reviews. Textual analysis and investigative
methods using associated data have been exploited to detect
opinion spam. Apart from detecting such reviews, identifying
spamming individuals and their possible associations have also
been pursued. Machine learning and graph-based approaches
have been explored too [4]–[6]. A major problem in this field
is the lack of a standard dataset. Since collecting ground
truth about online reviews is difficult for humans [7], studies
have exploited synthetic review datasets. But most of these
datasets are relatively smaller in size when compared to real-
world reviewing systems which contain hundreds of millions
of reviews. This has inspired the development of Big Data
frameworks for study and deployment purposes. While there
have been developments of such systems for applications to
social systems in general [8]–[10], the principles of Big Data
have not been directly employed to model reviewing systems
and their processing. The theme of the proposed work based
on principles of Big Data is shown in Figure 1.

This work presents a study of metadata based modeling on
large-scale reviewing systems using Big Data. Figure 2 briefly
describes the recent trend as well as contribution to the work.
Major contributions of this work are listed as follows:

1) Analysis of simple metadata based modeling [11] over a
large reviewing system.

2) Identification of scaling effects on Rating Models and its
mitigation by applying exponential smoothing.

3) Proposed a computational framework to compute the
overall spamicity of reviewers.

4) An effort has been made to use Big Data as an important
tool to study real-world reviewing systems.

5) An attempt to improve a metadata based model by
extending the existing work by Savage et al.(2015) [11]
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Figure 2: Recent trend for detection of review spammers

in the context of a large review corpus.
6) An inclusive study of literature has been done by empha-

sizing more on detection of review spammers (individual
as well as group).

The rest of this paper has been organized as follows. In Sec-
tion II, different approaches taken by previous research works
have been enumerated. The model formulation, as well as the
proposed Rating Model has been presented in Section III.
Section IV emphasizes the Big Data infrastructure used for
conducting the experiments and an in-depth discussion on the
observations made. The paper has been concluded, and future
scopes have been indicated in Section V.

II. RELATED WORK

Spam detection has been traditionally treated for e-mail
and websites [3], [12]–[14]. Drawing inspiration from these
works, Jindal and Liu [15] the problem and importance of
detecting online review spam formally. This was succeeded
by Ott et al. [7], [16], [17] who presented a synthetic ‘gold-
standard’ dataset of hotel reviews generated by anonymous
online workers. Since then, various models have been de-
veloped to detect opinion spam. Broadly, this problem has
been viewed from three different perspectives, (i) detecting
spam reviews [18], (ii) detecting review spammers, and (iii)
detecting collaborations of review spammers [4], [5].

Based on the information available for a given reviewing
system, most of these models can be distinguished as text-
based or metadata-based models. Machine learning forms
a major class of approaches applied in text-based models
using textual features [3], [19]–[26], n-gram features [3], [7],
[27], linguistic features [28]–[31] and sentiment [32] as a
feature. Figure 3 briefly describes existing research on review
spam. Traditionally, supervised learning is applied to detect
spam reviews. Owing to the lack of sufficiently large and
annotated datasets representing ground truth, Semi-supervised
learning methods [33]–[35] have been proposed to detect
spam reviews [36]–[40]. In addition to these, unsupervised
methods have also been developed that treat deceptive reviews
as outliers in a composite feature space [19].
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Figure 3: Overview of Related Work on Spam Reviews

Metadata-based models employ the associated information
for the review such as reviewer identity, posting time, the
pattern of posting [41], [42], etc. to detect review spam. This
class of models also constitutes a majority of approaches
that detect spam reviewers and their associations [5]. A
popular metadata-based detection approach is to use the rating
information associated with reviews for spammer detection.
Various works [11], [43]–[45] have been proposed that exploit
deviations and anomalies in rating patterns of reviewers across
a system to segregate spam reviewers from benign reviewers.
Apart from the timeliness of reviews, underlying relationships
between reviews, reviewers, and products have also been
mined to detect spam reviewers. These relationships have
been formalized as review graphs, which are then processed
to detect spam entities [46]–[53]. Akoglu et al. [54] com-
bined the graph-based approach with rating modelling, called
‘FraudEagle’, to present benchmark results in spam reviewer
detection. This model was then succeeded by Savage et al. [11]
who proposed a statistical model of reviewers and ratings and
claimed better performance than FraudEagle. These models are
based on the assumption that ratings are visible indicators of a
user’s opinions, and thus, the general consensus for a product
depends on the ratings it has. Spammers try to manipulate
the ratings in order to distort their opinions, which can be
detected by studying the rating patterns. Apart from these,
there exist specific models [55]–[60] as well which combine
rating information with other behavioral footprints to detect
spam reviewers [61]–[65]. Recently, many works have been
reported in literature for detection of individual [66]–[68] as
well as spammer groups using unsupervised learning [69]–
[77], semi-supervised learning [56], [59], supervised learn-
ing [78]–[82] as well as hybrid learning [83]. Escalante et
al. [84] have emphasized on early detection of deception
using profile based representations. But the drawback of profile
based systems is validation and authentication of profiles as
well as privacy concerns of users. Sharing of information
across multiple sites regarding users may improve the de-
tection process of spammers which in the current scenario
seems to be challenging because of privacy and legal issues.
A similar kind of work [85] has also been reported in literature
that considers rating deviation, content based factors, and
activeness of reviewers for spamicity detection. Even though
the work is an effective one, it needs consideration of several
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other review centric as well reviewer centric features for
further improvement. The effectiveness of the system to deal
with scalability is still doubtful. After a detailed literature
work, it has been observed that only a few works have been
reported in the literature that deals with a huge amount of data
using Big Data or Deep Learning [86], [87].

Though the discussion in related work makes it clear that a
plausible volume of research has been done to detect online
review spammers, a vital problem that persists is the lack of a
true standard dataset. Despite the datasets provided by Ott et
al. [7], [16] are considered to be the ‘gold-standard’ datasets,
they are partially synthetic in nature and have been analysed by
researchers for their effective utility [88]. This has impeded the
development of an important aspect of the problem— its scale.
Yelp, a commercial reviewing website for local attractions and
facilities in the US, claims the existence of more than 121
million reviews on their site by the end of 2016 [89]. Since
Yelp filters the reviews it receives, the actual estimate of the
number of reviews submitted by reviewers would be much
larger. The same is the case for e-commerce websites such as
Amazon [90]. Given these facts, it is clear that a sustainable
spam detection system must be scalable. This has inspired this
work to study reviewing systems in the context of Big Data.
Though generalized precursory work has been done to detect
deceptive opinions in social systems [8], the proposed work is
a direct attempt to apply simple detection models to large scale
reviewing systems. Similarly, Hussain et al. [82] have tried
different spammer’s behavioral features to calculate the review
spam score to identify spammers and spam reviews. Even
though experimental evaluations were conducted on a real-
world Amazon review dataset with 26.7 million reviews and
15.4 million reviewers, the authors have not clearly mentioned
how they have processed such a huge amount of data. Even
there is no mention regarding how the detection of spammers
was done.

III. PROPOSED RATING MODEL

The models for tackling challenges in Big Data are usually
desirably simple and relatively computationally ‘cheaper’ in
nature. Keeping in mind this reasoning, a simple rating based
spam reviewer detection model [11] is chosen for evaluation
and improvisation. It is based on the deviations of the ratings
associated with the reviews to classify a given reviewer as a
spammer or otherwise. Since this model uses only the rating
value for classification purposes, it is a metadata-based model.
This model has been shown to outperform benchmark graph-
based systems [54]. The major reason for using this model in
this work is its versatility and simplicity, making it an ideal
model to be used as complement to content based models [5].

A. Notations Used

In this model, various symbols have been used to describe
the reviewing system and its components. A review is repre-
sented by v, a product by p, and a reviewer by r for the rating
model. The derived notations for the rest of the expressions
used in this work have been enumerated in Table I.

Table I: Symbols used for the Rating Model

Symbol Meaning
∆ Threshold difference between honesty values
φ Probability of posting disagreeing review
N Total number of reviews in the system
Nd Total number of disagreeing reviews in the system
nr Total number of reviews written by r
σr,p Rating given by r to p for a given review

σp,i
Weighted mean rating for p as determined for the
ith iteration

kr,i
Number of disagreeing reviews written by r as
determined for the ith iteration

ur,i Honesty of r for the ith iteration

ψ(r)
Probability of a random reviewer to act like r
purely by chance

s(r) Spamcity value for r
Γ(r) The set of reviews written by r
τ(p) The set of reviewers who reviewed p

B. The Base Rating Model

In this work, the model proposed by Savage et al. [11]
has been used and referred to as the Base Rating Model.
The model describes the formulation and calculation of the
spammer-ness measure of each reviewer called the Spamcity
value. This value is calculated using the deviations of the
ratings given by a particular reviewer with respect to the
prevalent opinions for the respective products.

Savage et al. [11] argue that since most reviewing systems
implement rating systems for their reviews and that most of
these ratings are visible to the public, the general consensus
about the product/service is indicated by these ratings. They
claim that using these ratings for spammer detection is better
than using review text because many reviewing systems do
not have review texts at all but implement a rating system in
one form or the other. The model is developed further using
the following two axioms:

(1) The majority of the reviews in the given system are
composed of honest reviewers. This must be true for any
credible review system as the negation means that the
review system in question is completely broken.

(2) The mean rating represents the prevalent opinion for
the product as honest reviewers tend to converge in
their perception of the product/service quality via the
ratings. This is demonstrated in [11].

Based on these premises, the authors model review spam-
mers as entities who try to ‘sway’ the mean rating towards
the extreme ends of the rating scale for a given product.
This corresponds to the promotion or demotion of the prod-
uct. Therefore, spam reviewers attempt to shift the prevalent
opinion for a product by posting ratings which disagree with
the mean rating, and thus can be detected by measuring the
degree of such attempts. That is, if a reviewer disagrees with
the prevalent opinion about the products (s)he reviews ‘too
frequently’, (s)he has a higher probability of being a spammer.
Here, disagreement refers to posting of reviews that lie on the
other half of the rating spectrum as that of the mean rating.
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For example, on a rating scale of 1 to 5, the rating spectrum
is halved at the median rating value of 3. A review with a
rating of 2 is said to disagree with the mean rating of 4 for
a product as these values lie in different halves of the rating
scale about the median. These rating conventions have been
assumed in this work.

To decide if (s)he disagrees with the mean ratings dispro-
portionately, the authors estimate the probability of a random
honest reviewer to have posted as many disagreeing reviews
as the given reviewer using a binomial distribution. This
probability derives the Spamcity value for the reviewer. The
formulations and mathematical expressions for the calculations
in the model have been presented in Section III-C.

The binomial hypothesis testing function represents the
binomial distribution represented by P (). For a given number
of trials n out of which k trials are favorable, for the random
variable X and the probability of success as p, the one-tailed
binomial testing function is described by Equation 1.

P (X ≥ k;n, p) = 1−
k−1∑
i=0

(
n

i

)
pi(1− p)n−i (1)

C. Model Formulation

In this Section, the formal treatment of the rating model is
presented. As described in Section III-B, for a given reviewer,
the probability of a random honest reviewer to have disagreed
as many times is computed. For a random reviewer, the
probability of writing a disagreeing review for any given
product is described by Equation 2.

φ =
Nd
N

(2)

In binomial distributions, any experiment has two
outcomes— success or failure. In this context, the posting
of a disagreeing review by a random reviewer is considered
as a successful outcome. Thus, for a given reviewer r who
has posted nr reviews, of which kr reviews disagree with
the mean ratings of their respective products, the probability
that a random honest reviewer would post the same number
of disagreeing reviews is given by using the binomial testing
function as in Equation 3.

ψ(r) = P (X ≥ kr;nr, φ) (3)

This probability indicates the likelihood of r posting kr or
more disagreeing reviews out of nr reviews by random chance.
Thus, the spamcity for r can be derived as the complement of
this value with respect to unity, defined in Equation 4.

s(r) = 1− ψ(r) (4)

Since the calculation of the value of ψ(r) depends on the
value of kr, which in turn depends on the mean ratings for
the products, the value will be inaccurate as the calculation
of these mean values also takes into account those reviews
which are posted by the spammers. To tackle this challenge of
properly estimating the prevalent opinion, an iterative method
has been described by the authors of the model. In this method,

the prevalent consensus for any product p is calculated as a
weighted mean of the ratings of the reviews for p. The weights
for calculating this mean are derived as the honesty values of
the reviewers who have reviewed p. For an iteration i, the
weighted mean rating is calculated using Equation 5.

σp,i =
∑
r∈τ(p)

σr,p × ur,i
|τ(p)|

(5)

Based on the weighted mean ratings, new honesty values
are calculated for all reviewers. First, the new count of all
disagreeing reviews for the current iteration is computed.
Using this, the honesty for a reviewer is defined as the
probability of the reviewer to post agreeing reviews on any
product as is defined by Equations 6 and 7.

kr,i = count(∀σr,p ∈ Γ(r) : (σr,p < 3

∧ σp,i ≥ 3) ∨ (σr,p ≥ 3 ∧ σp,i < 3)) (6)

ur,i = 1− kr,i
nr

(7)

A check is then made to see if the honesty values have
started converging. This is done by setting a threshold value
for the difference denoted by ∆. If the difference between the
old and new honesty values for all authors is less than the
threshold difference, the iterations stop. Finally, the spamcity
values for all reviewers are then calculated using Equation 4.
Note that it is assumed that all reviewers are honest in the
beginning, that is, ur,0 = 1 for all r. The process is formally
depicted using Algorithm 1. Further elaboration can be found
in [11].

The complexity of the algorithm has been determined to be
O(maxIterations×(nreviews+nreviewers)+nreviewers) [11]
where maxIterations is the final value of roundCounter in
Algorithm 1.

D. Drawbacks of the Base Rating Model

Though the model used is demonstrated to be effective for
reviewing systems [11], it suffers from a major drawback when
applied to large scale reviewing systems.

Consider Equation 2 to calculate the probability of a random
reviewer to post a disagreeing review. This probability is
considered to be fixed in Algorithm 1 (it is only being used
in the last iteration). Though the weighted mean ratings for
the products are computed in each iteration to smooth the
honesty values of the reviewers, these values should also be
taken into account to update the number of total disagreeing
reviews in the system. Unfortunately, this is not being done
in Algorithm 1, and this information is being lost. The
preservation of this information has been pointed out by the
authors themselves [11]. As a modification, the proposed work
suggests calculating the global disagreement probability, φ, in
each iteration as φi.

The second significant drawback also relates to the calcula-
tion of φ. Considering Equation 2 again, it can be noted that
for large reviewing systems, N will be a large number. For
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Algorithm 1 Computational Framework to compute spamcity
of reviewers
INPUT: The set of Reviewers, R, the set of reviews V , the
set of products P , ∆, rounds
OUTPUT: Spamcity values, s, for all reviewers

1: Set ur,0 = 1.0 ∀r ∈ R
2: roundCounter = 1;
3: while roundCounter ≤ rounds do
4: for each p ∈ P do
5: Compute σp,i using Equation 5;
6: end for
7: for each r ∈ R do
8: Compute kr,i using Equation 6;
9: Compute ur,i using Equation 7;

10: end for
11: if |ur,i−1 − ur,i| < ∆ ∀r ∈ R then
12: break;
13: end if
14: roundCounter + +;
15: end while
16: for each r ∈ R do
17: Compute kr,roundCounter using Equation 6;
18: Compute ψ(r) using Equation 3;
19: Compute s(r) using Equation 4;
20: end for

growing values of N , it is clear that for a robust and utilitarian
reviewing system, the rate of growth of Nd will be much less
than that of N , that is:

dNd
dN

� 1 (8)

Therefore, φ as defined in Equation 2 will decrease inher-
ently for large reviewing systems.

lim
N→+∞

φ = 0 (9)

As the probability of posting disagreeing values decreases,
ψ(r) will start decreasing, and so, s(r) will increase. This
indicates that the model inherently inflates the spamcity of the
reviewers when the number of reviews in the system grows in a
healthy fashion. This implies that for large reviewing systems,
this model will judge more number of reviewers as spammers
because of this bias of the number of reviews.

E. Improved Computational Framework

In order to tackle these drawbacks in a manner that does
not incur large overheads, a collective effort is necessary. An
exponential smoothing process has been proposed in this work
as the required effort. This approach takes into account the
history of the spamcity values as well as currently computed
value to generate the overall spamcity value, S(r). The spamc-
ity values are computed for each iteration instead of only at the
last, and are treated as data points spaced across the values of
φ. In this way, all the values of φ are accounted for throughout
the iterations. The smoothing factor, denoted by α, is defined

as the weight for the exponential averaging process. Since
this factor exponentially averages over the different spamcity
values, it can be treated as a control parameter to oppose
the taxing of spamcity values. The smoothing process can be
depicted by Equation 10.

S(r, i) = α× s(r, i) + (1− α)× S(r, i− 1) (10)

where s(r, i) and S(r, i) are the original and overall spamcity
values of reviewer r for iteration i, respectively.

Again, note that the initial values of the overall spamcity
for each reviewer will be set to 0 as it is assumed initially
that all reviewers are honest. The modified framework has
been presented in Algorithm 2. The runtime for the algorithm
changes to O(maxIterations× (nreviews + nreviewers)).

Algorithm 2 Modified Computational Framework to compute
overall spamcity of reviewers
INPUT: The set of Reviewers, R, the set of reviews V , the
set of products S, ∆, rounds, α
OUTPUT: Overall Spamcity values, S, for all reviewers

1: Set ur,0 = 1.0 ∀r ∈ R
2: Set Sr = 0.0 ∀r ∈ R
3: roundCounter = 1;
4: while roundCounter ≤ rounds do
5: for each p ∈ P do
6: Compute σp,i using Equation 5;
7: end for
8: Compute φi using Equation 2;
9: for each r ∈ R do

10: Compute kr,i using Equation 6;
11: Compute ur,i using Equation 7;
12: Compute ψ(r) using Equation 3;
13: Compute s(r, i) using Equation 4;
14: Update S(r) using Equation 10;
15: end for
16: if |ur,i−1 − ur,i| < ∆ ∀r ∈ R then
17: break;
18: end if
19: roundCounter + +;
20: end while

IV. EXPERIMENTS AND RESULTS

The rating model was implemented and applied over the
Amazon and the UCSD datasets. Since the datasets used are
large in size, the Hadoop framework was used to store and
process effectively. In Section IV-A, the various job structures
for the distributed computation of the spamcity values have
been described. The Datasets were described in Section IV-B.
The results and their discussions have been elucidated in
Section IV-C.

A. Experimental Setup

For the computations in the model, a multinode Hadoop
distributed computing cluster was set up. This cluster was
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heterogeneous in nature and consisted of 3 Linux based and
1 MacOS based systems. The Linux based systems ran over a
12-core Intel Xeon E2620 processor, while the macOS based
system ran on Intel i5 5th Generation processor. The total
memory for the cluster was allocated to be 64 GB with
configured 4 TB of storage space. The redundancy factor was
set at 3 for all data points in the system. In addition to the
Hadoop framework, the Spark framework was also exploited
on the said cluster. All the MapReduce jobs were carried
out using Python streaming, while for Spark, the PySpark
shell was used. For implementing the model described in
Section III, the following three major tasks were identified
and carried out.

a) Pre-processing Phase: In this phase, the datasets were
processed to extract the various dictionaries that would be
needed for further processing. To dump these dictionaries
to their respective HDFS files, the join concept was used.
MapReduce on Hadoop Yarn was used to perform this task
using Python3 streaming.

b) Processing Phase: In this phase, the main iterative
framework was executed. In order to do this, MapReduce
proved to be inefficient. This is because Hadoop jobs are
Shared Nothing jobs, i.e., they do not share any data in be-
tween them. Since all the jobs needed to have the dictionaries
for processing, loading them all to each job was found to be
inefficient. For this reason, the process was shifted to the Spark
framework where the Resilient Distributed Datasets were used
to process the files in the PySpark shell. A single program was
written and iterated over the shell to achieve the computation.
The threshold difference value was set to be ∆ = 10−4 for
all the computations. At this threshold, interestingly, all the
experiments were completed by the 5th round.

c) Post-processing Phase: In this phase, the final compu-
tation of the values took place. This was a simple MapReduce
task to dump the results and the histograms for the data. Data
was then processed to dump the required histogram values as
CSV files.

B. Datasets Used

The model described in Section III has been implemented
and studied under the light of large scale datasets using Big
Data processing systems. The datasets chosen represents one
of the largest publicly available data collection in this field of
research.

Two datasets have been used in this work. The Amazon
dataset [3] contains over 5.8 million reviews written by more
than 2 million reviewers. The reviews were collected by
crawling the Amazon website [90] from a variety of genres
and categories. Each review is a tab separated tuple in the
dataset, which consists of review information such as reviewer
and product identifiers, rating values, feedback information,
review title and text, etc. This dataset has also been used by
Savage et al. [11].

The second dataset used was collected by McAuley et
al. [91], [92] and has been called as the UCSD dataset in the
proposed work. This dataset contains more than 140 million
reviews, also collected from Amazon. Due to the merging of

similar products by Amazon, this dataset consists of numerous
duplicates. So, a de-duplicated version of the dataset has been
used in this work. This data collection contains more than
82 million reviews for 10 million products and is the largest
available dataset for research in this field. This dataset also
contains review metadata in addition to the review text. Each
review is present as a JSON dictionary in the dataset. The
Amazon dataset is 6.31 GB in size, while the UCSD dataset
is about 60 GB in size. Both contain rating information on a
scale of 1 to 5.

Both the datasets are based on the Amazon store and have
been collected at different points of time. The Amazon dataset
pre-dates the UCSD dataset. For this reason, studying the
rating model over these datasets can provide better insights
not only for how the model behaves with the scale but also
for the evolution of the given reviewing system across time.

C. Analysis and Inferences

The results were collected from the cluster in the form
of histogram information and were processed on a single
machine. Histogram values have been plotted into graphs and
compared to visualize the model’s behavior on a global scale.
Observations made and inferences drawn from these graphs
have been presented in the sections that follow.

1) Behaviour of the Original Model: The original rating
model, described by Algorithm 1, dictates the calculation of
the Spamcity values of the reviewers after the final iteration
takes place. In order to illustrate the intermediate states of
processing of the model, Spamcity values were also calculated
at the end of each iteration instead of only at the final step.
The distributions for these intermediate Spamcity values were
analysed to comment on the nature of the original rating
model [11].

Figure 4(a) depicts the distributions of the intermediate
Spamcity values for the Amazon dataset. As can be observed,
the values decrease as the number of rounds increase. This
is a consequence of the gradual correction of the mean rating
values. Since the honesty values for all reviewers are initially
set to 1, the mean rating computed for any given product is
at its maximum value. This value gradually decreases as the
honesty values for all reviewers drop and start converging to
their respective ‘real’ values. This brings in better approxima-
tions of the agreement of the reviewers as most of them are
assumed honest (see Axiom (1) in Section III-B). Therefore,
the Spamcity values shift to the left end of the spectrum
on a macroscopic scale. A similar trend is observed in the
distributions for the UCSD model illustrated in Figure 4(b).

An important observation that can be made about the model
is the way agreement is viewed. As Table II illustrates,
reviewers usually provide disproportionately high ratings to all
products. This causes the mean ratings to have higher values
too, and thus, agreements are established more on the higher
half of the rating spectrum than the lower half. In other words,
a reviewer is more likely to have agreed with the mean rating
falling above the median rating of 3 than below it.
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Figure 4: Distributions of intermediate Spamcity values

Table II: Frequencies (in number of reviews) observed for
various ratings

Rating Given Amazon UCSD
1.0-1.5 482,826 6,712,115
2.0-2.5 316,958 4,265,229
3.0-3.5 507,462 7,049,296
4.0-4.5 1,170,374 15,480,804

5.0 3,360,429 49,169,647

2) Existence of Bias in Spamcity: In Section III-D, the
existence of an inherent bias in the calculation of the Spamcity
values with the scale of the review system has been discussed
and demonstrated formally. To validate the arguments in this
work, the distributions of the Spamcity values calculated as
per the original model [11] have been compared. The graphs
for the distributions have been illustrated in Figure 5. Note
that these values were calculated at the end of the iterations
as per Algorithm 1. It can be observed that there has been
a consistent shift of Spamcity values towards unity across
the datasets. The similarity in the relative positioning of the
peaks is due to the fact that both the datasets depict the same
reviewing system across time (See Section IV-B). This shift
of values means that the Spamcity values have increased in a
regular fashion for all reviewers to the extent that it can be
visually discerned. If there were no bias, this increase would
only be observed by accepting the argument that all reviewers
have somehow managed to become more ‘spammer-like’ in a
consistent manner. Since a global collaboration at such scale
is not possible, this cannot be the ground truth, and thus, this
demonstrates the existence of bias in Spamcity calculation as
described in Section III-D.

3) Behavior of the Modified Model: In order to mitigate the
bias in calculating Spamcity values, an exponential smoothing
process was introduced in Section III-D. The modified model,
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Figure 5: Distributions of Spamcity values across datasets

represented by Algorithm 2, was implemented. The goal of
the modifications was to oppose the increase in Spamcity
values because of scale. Therefore, it can be said that the aim
of the modifications was to make the Spamcity distribution
more uniform, but at the same time maintain consistency by
preserving the relative structure of the distribution.

Figures 6 (a) and (b) illustrate the distributions of the
modified Spamcity values calculated as per Algorithm 2 on
the Amazon and the UCSD datasets, respectively. The distribu-
tions have been plotted against various values of the smoothing
factor α. It may be noted that at α = 0 in Equation 10, the
Spamcity values S(r) will not be updated and would fall back
to their initialized values which is 0. On the other hand, as
α → 1, the values of S(r) will converge with the values of
the intermediate Spamcity values s(r) in Equation 10. Thus,
as α varies, the distribution of the modified Spamcity values
S(r) should shift towards unity, which can be observed in
Figures 6 (a) and (b).

4) Setting the parameter α: As described in Section III-D,
the smoothing factor α can be used to control the degree of
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opposition to the bias in the original rating model. Thus, α
can be treated as a control parameter for the process. This
also means that for different value distributions, the value of α
may change to best suit the model. Empirically, the parameter
should be set such that the value distribution may become
more uniform, with the Spamcity values shifting to the left to
accommodate the biasing. At the same time, the distribution
should not lose correlation with the original distribution.

The setting of α is illustrated in Figures 7 (a) and (b). The
values have been chosen so as to approximate the original
values. As can be discerned graphically, the modified Spam-
city values are distributed more uniformly. For the Amazon
dataset, the resultant uniformity is clearly distinguishable by
comparing peak strengths with the original Spamcity values,
while it is not so for the UCSD dataset. In both cases, the
distributions have shifted slightly to the left. Note that the
shift is lesser for the Amazon dataset than for the UCSD
dataset due to differences in scale. With further setting using
experimentations and trials, the final values of α were set to be
0.4 and 0.62 for the Amazon and UCSD datasets, respectively.

We have extended the work done in [11] to detect spurious
reviewer factions in reviewing systems using the strengths of
Big Data. Apart from the dataset used by the base model,
a larger UCSD dataset is used for the experiment. Table III
describes a comparison between the base rating model and the
proposed model based on different parameters. Moreover, [11]
has a subjective result interpretation based on tabular metrics
of subjective spamcity indicators. In contrast, we have used
more objective and numerical performance indicators to vali-
date our model in addition to subjective reasoning.

V. CONCLUSION AND FUTURE WORK

In this work, a Big Data approach was applied for the
detection of review spammers. A metadata-based rating model
for detecting review spammers was implemented on large
datasets to study the effect of scale on such models. The dis-
crepancies were identified, and mitigations for the same in the

form of exponential smoothing were proposed. A distributed
computing platform was set up and heterogeneous methods
were applied to compute the various spam indicators. After the
experiments were conducted, the results were analysed, and
the modifications were validated and justified graphically. The
findings of this study can be utilized in business (e-commerce
platforms) and research domains to detect review spammers
and carry out further research.

In the future, further scope of improvements may be ex-
ploited to develop metadata based models. For tackling Big
Data problems, simple processes are desirable to process large
volumes of data. Better representatives of prevalent opinion,
such as those supplemented by other associated metadata like
feedback and textual features, may be chosen to improve
the model. Other approaches such as Machine Learning and
Graphical Analysis may also be applied using Big Data frame-
works for accurately modeling real-world review systems. In-
memory Big Data Management systems [93] is also scope
for future development. Finally, in our future work, we will
focus more on the early detection of spam reviews as well as
spammers and will compare with all existing state-of-the-art
techniques using the data sets developed in recent times
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