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Abstract: Deep neural networks currently achieve state-of-the-art performance in
many multivariate time series classification (MTSC) tasks, which are crucial
for various real-world applications.
However, the black-box characteristic of deep learning models impedes
humans from obtaining insights into the internal regulation and decisions
made by classifiers. Existing explainability research generally requires
constructing separate explanation models to work with deep learning
models or process their results, thus calling for additional development
efforts. We propose a novel explanation module pluggable into existing
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deep neural networks to explore variable importance for explaining MTSC.
We evaluate our module with popular deep neural networks on both real-
world and synthetic datasets to demonstrate its effectiveness in generating
explanations for MTSC. Our experiments also show the module improves
the classification accuracy of existing models due to the comprehensive
incorporation of temporal features.
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Reviews

Review 1

Overall
evaluation:

1: (A good submission - weak accept)
This paper proposes a flexible module to insert into a DNN to help learn more
explainable classifiers. The module is generic and was intentionally designed to help
explain multivariate time series classication (MTSC). The experiment results show a
positive correlation between the predicted importance score and the real impact of the
variable to test performance.

  
Strong points:

 1. An interesting explanation module, carefully designed and well tested.
 2. The importance score is empirically verified with the random noise interference

effect.
  

Weak points:
 1. Missing baselines. Why cannot just use the gradient of the loss to the input variable

as the importance score, will it be better than the proposed method?
 2. Relation to LIME?

 3. Why do we have to use a learnable module? It seems to go against the idea of
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inference-time explanation since at this time the model should be fixed. 
4. Fig. 1, the F_backbone should be FM_backbone?
5. The attention and self-attention part above Eqn. (1) is strange. Why it is a sel-
attention? It is quite different from the sel-attention concept in NLP.
6. What is "text process"? (in the second para. above 4.4)
7. Table 2, the Accuracy change for variable 4 should be 4.9, not 0.49.

Review 2

Overall
evaluation:

1: (A good submission - weak accept)
This paper proposes a module to augment a deep learning model to investigate
variable importance for explaining multivariate time series classification tasks. The
module is added to variants of deep neural network architectures specifically Recurrent
Neural Networks (RNN) and Convolutional Neural Networks (CNN). Experiments are
conducted on four real-world data sets. In addition, noise is added to the input
variables to generate synthetic versions of the real-world data sets to demonstrate the
efficacy of the approach. The authors claim that not only can that this module explain
variable importance but it can also improve model performance.

  
There is good motivation for the research, the research gap identified, and the
contributions of the work clearly articulated. In terms of the architecture of the
module, it is described well. However, more justification for the data sets used for the
experiments should have been included. In addition there was no argument made for
the train-test ratios used for each data set. With regard to the results there was only
one model evaluation metric used and the results of which variables were important
compared with the output of a competing approach for model interpretability such as
Shapley values. Also as the average accuracy was reported then the standard
deviations should have been included. Finally, there was no discussion on the
limitations or weaknesses of the approach nor scope for future work.

Review 3

Overall
evaluation:

3: (Top 10% of accepted AJCAI papers - strong accept)
The paper proposes a generic module for neural networks, which enables the
interpretation of the prediction results for multivariate time-series data. Experiments
validate the effectiveness of the proposed method by using different neural networks. 
 
Strengths

 - An straightforward interpretation method is proposed.
 - The module is general and can be incorporated into different neural networks.

 - Experimental results are good
  

Weaknesses
 - While this method is generic, it is better to see how it automatically adjust itself to fit

different neural networks.
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