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Abstract—The integration of terrestrial and satellite commu-
nications (Satcom) is advocated for satisfying the challenging
requirements of seamless, high-performance services. However,
both the bandwidth and the power available are limited over
satellite channels. In this paper, we propose index modulation
(IM) and code-aided Satcom by conveying information by a pair
of distinguishable constellation modes and their permutations.
In order to combat both the linear and nonlinear distortion
imposed by satellite channels, we conceive a factor graph (FG)-
based iterative detection algorithm for Satcom relying on dual-
mode (DM) IM (Sat-DMIM). The correlation amongst Sat-DMIM
symbols imposed by both the channel-induced dispersion and
the mode-selection mapping is explicitly represented by the FG
constructed. Then the amalgamated belief propagation (BP) and
mean field (MF) message passing algorithm is derived over this
FG for detecting both the IM bits and the classic constellation
mapping bits, while eliminating both the linear and nonlinear
distortions. The complexity of the iterative detection algorithm
is reduced by linearizing some high-order terms appearing in
nonlinear distortion components using the a posteriori estimates
of the Sat-DMIM symbols obtained from the previous iter-
ation. Our simulation results demonstrate the power of the
proposed amalgamated BP-MF-based and partial linearization
approximation-based iterative detection algorithms.

Index Terms—Nonlinear dispersive satellite channels, dual
mode, index modulation (IM), satellite communications, factor
graph, iterative/turbo detection.

I. INTRODUCTION

Satellite communications (Satcom) can provide economical
network access in remote areas to reliable services, including
emergency communications. Hence next-generation terrestrial
wireless systems are expected to cooperate with Satcom net-
works for providing seamless global coverage [1]–[5]. In order
to keep up with the rapid growth of terrestrial communications,
Satcom should exploit innovative techniques to improve its
spectral- vs. energy-efficiency trade-off.

Recently, index modulation (IM) has been widely inves-
tigated as a strong candidate for future terrestrial cellular
systems, due to its unique advantages in terms of bandwidth-
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and power-efficiency [6]–[10]. In contrast to other popu-
lar spectrum-efficient techniques, such as the non-orthogonal
transmission [4], [5], [11], IM introduces a new dimension
for transmitting information. By exploiting the indices of the
building blocks, additional IM information bits are embedded
into the transmitted signals without consuming additional
power [6]. The power conserved may then be reassigned to
the classic constellation symbols, which leads to an improved
bit error ratio (BER) performance compared to the traditional
schemes under the same total transmission energy [12].

The IM concept applied in the spatial domain is termed
as spatial modulation (SM), where information is conveyed
not only by the classic amplitude phase shift keying (AP-
SK)/quadrature amplitude modulation (QAM) constellation
symbols but also by the indices of active transmit antennas
(TA) [7]. Inspired by SM, orthogonal frequency division
multiplexing (OFDM) with IM (OFDM-IM) has been devel-
oped and attracted wide spread attention due to its appealing
advantages (e.g., higher energy efficiency and improved BER
performance) over classical OFDM [8], [13], [14]. However,
OFDM-IM also inherits the drawbacks of OFDM, including its
high peak-to-average power ratio (PAPR) and the vulnerabil-
ity to time-varying multipath propagation. For circumventing
these problems of multi-carrier systems while enjoying the
advantages of IM, the broadband single-carrier (SC)-based IM
(SC-IM) concept was proposed in [9] and further enhanced
in [15] by exploiting faster-than-Nyquist signaling. In [10],
the SC-IM scheme was shown to be particularly beneficial
for Internet of Things (IoT) devices, which have stringent
constraints and limitations, since the complexity of the SC-
IM transmitter of IoT devices is expected to be lower than
that of OFDM.

However, the spectral efficiency of the aforementioned IM
schemes remains limited due to the existence of idle anten-
nas/subcarriers/time slots. In order to overcome this limitation
of IM, dual-mode (DM) IM (DMIM) was introduced in [16]–
[18] and its improved version - multiple-mode (MM) IM
(MMIM) - was introduced in [19], [20]. The DMIM scheme,
unlike its single-mode counterpart, conveys symbols drawn
from a secondary constellation represented by the inactive
transmit entities of the original IM. By designing the primary
and secondary constellations to ensure that they can be dis-
tinguished from each other, the DMIM scheme can achieve
a higher minimum Euclidean distance (MED) over its single-
mode counterpart [17], [21].

Although various IM techniques have attracted considerable
research attention in terrestrial networks, their application in
dispersive, nonlinear Satcom channels is a challenging new
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topic. Indeed, at the time of writing no journal contributions
have been published on this subject. We note that SM [22],
[23] is not suitable for Satcom, where the transmitter-to-
receiver satellite links are not sufficiently unique for them
to be distinguishable amongst users. This means that data
communication might be impossible since the signals emitted
by the TA at the altitude of satellites will look approximately
the same at the extremely distant receiver [24]. On the other
hand, although both OFDM and SC modulations have been
widely employed in Satcom, the receiver design of IM-
aided OFDM and SC becomes more challenging in Satcom.
In contrast to existing IM-based terrestrial communication
systems, which typically operate in linear frequency-flat [7]
or linear frequency-selective Rayleigh fading channels [8], [9],
[15], Satcom generally suffers both from linear dispersion and
nonlinear distortions [25]. Consequently, the receiver has to
combat both the dispersion-induced linear distortions inflicted
by the inter-symbol interference (ISI) and nonlinear distor-
tions, as well as to jointly detect the IM bits and the classic
APSK/QAM bits. To the best of our knowledge, iterative
detection of IM in nonlinear dispersive satellite channels has
not been studied.

In Satcom without using IM, many algorithms have been
developed for SC signal detection [26]–[30]. SC modulation
typically has low PAPR and hence it is less vulnerable
to nonlinear distortions than OFDM [31]. In [26], a low-
complexity detector based on Gaussian approximation of the
nonlinear terms was developed for SC in Satcom. However,
it exhibits a gravely degraded performance compared to the
optimal receiver. In [27], the sum-product algorithm (SPA)
was employed for detecting PSK symbols relying on factor
graphs (FG) [32]. The complexity of this detector increases
only linearly with the nonlinear channel’s memory, albeit at
the cost of significant performance loss. By using the Markov
chain Monte Carlo (MCMC) technique, a nonlinear equalizer
was studied in [33], which offers an attractive tradeoff between
the BER performance and the complexity.

Unfortunately, many of the existing detectors can not be
directly applied in Satcom relying on IM. One of the reasons
is that not all permutations of the two distinguishable constel-
lation modes1 are utilized by the transmitter, and this has to
be carefully taken into account at the receiver. Moreover, the
discrete constellation symbols are not independent due to the
use of IM, which is not the case in conventional Satcom. In this
context, the widely-used independent Gaussian approximation
of the discrete symbol variables of conventional Satcom will
lead to significant performance loss when directly used in IM-
aided Satcom. On the other hand, the impairments imposed
by satellite channels destroy the orthogonality of the index-
modulated symbol vector (IM-symbol). If we want to restore
their orthogonality, the complexity of the optimal detector will
increase exponentially with the number of bits per frame [8].

Against this background, we conceive the DMIM technique
for improving the spectral efficiency of single-carrier Satcom.
Then we develop a pair of low-complexity iterative detection

1Single-mode-aided IM can be regarded as a special case of DMIM by
setting the secondary constellation to be null.

algorithms for Satcom relying on DMIM (Sat-DMIM) for
dispersive nonlinear satellite channels. The contributions of
this paper are summarized as follows:

• Instead of directly treating the correlated Sat-DMIM sym-
bols as independent Gaussian random variables, we take
full account of the dual-mode selection pattern constraint
by explicitly calculating the a priori probability density
function (pdf) of the Sat-DMIM signal. Given this a
priori information, the joint a posteriori pdf of discrete
Sat-DMIM symbols is derived based on a Volterra-series
expansion model [34] for dispersive nonlinear satellite
channels.

• In order to eliminate the effects of both the linear and
nonlinear distortion of satellite channels, we construct
a suitably-designed factor graph by factorizing the joint
a posteriori probability distribution, based on which an
amalgamated belief propagation (BP) and mean field
(MF) message passing algorithm is derived. Specifically,
the MF method is applied at the observation nodes for de-
coupling the Sat-DMIM symbols, while the BP technique
is invoked at both the mode-selection pattern constraint
nodes and at the PSK/QAM modulation constraint nodes
for updating the estimates of the IM bits and APSK/QAM
bits.

• In contrast to directly approximating the nonlinear system
model [27], [35], [36], we propose a partial linearization
approximation-aided BP-MF algorithm for further reduc-
ing the complexity. Specifically, by ignoring some high-
order ISI terms, the message parameters to be updated
throughout the iterations are simplified. The extent of
sufficient statistics to be tracked for reliable detection
is further reduced by using the first-order Taylor series
expansion technique.

The rest of this paper is outlined as follows. Section II intro-
duces the system model. Low-complexity BP-MF-based and
partial linearization approximation-based iterative detection
algorithms are derived over a suitably-designed factor graph in
Section III and Section IV, respectively. Section V provides our
computer simulation results and complexity analysis. Finally,
Section VI concludes this paper.

Notation: Xm,n and xn denote the (m,n)th and the nth
entries of matrix X and vector x, respectively; R and C are the
sets of real and complex numbers, respectively; Superscript T

stands for the transpose operation; (nk ) represents the binomial
coefficient; ⌊·⌋ indicates the floor operation; Nc(x; m̂x, v̂x)
denotes a Gaussian distribution of random variable x with
mean m̂x and variance v̂x, the notation ∝ represents equality
of functions up to a positive constant, E(·)b(x) is the expecta-
tion operation with respect to x given the condition function
b(x), ℜ{x} and ℑ{x} are the real and imaginary parts of x,
respectively. The notation ∆

= represents the perfect equivalence
of functions.

II. SYSTEM MODEL

We consider a burst-mode based transmission, which is a
typical scenario in Satcom. The transceiver architecture of low-
density parity-check (LDPC)-coded [37] Satcom relying on
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Fig. 1. The transceiver of the LDPC-coded Satcom relying on DMIM.

TABLE I
THE LOOK-UP TABLE OF MODE-SELECTION MAPPING BETWEEN THE IM

BITS AND THE LEGITIMATE SET FOR Ng = 4 AND Kg = 2.

MgI IA xg

[0 0] {1, 3} [sAg (1), s
B
g (1), s

A
g (2), s

B
g (2)]

T

[0 1] {1, 4} [sAg (1), s
B
g (1), s

B
g (2), s

A
g (2)]

T

[1 0] {2, 3} [sBg (1), s
A
g (1), s

A
g (2), s

B
g (2)]

T

[1 1] {2, 4} [sBg (1), s
A
g (1), s

B
g (2), s

A
g (2)]

T

DMIM is depicted in Fig. 1. For each Sat-DMIM frame, the
N -length symbols vectors x = [x1, x2, . . . , xN ]T are equally
partitioned into G subframes, i.e., x , [xT

1 , . . . ,x
T
G]

T with
each subframe containing Ng , N/G constellation symbols.
In contrast to conventional single-carrier Satcom, where only
a single constellation mode is employed for all time slots,
the Ng symbols in each Sat-DMIM subframe are drawn from
a pair of distinguishable constellation modes. Therefore, in
Sat-DMIM, the information is conveyed both by conventional
PSK/QAM symbols and by the permutation of the two modes
predesigned for each subframe. The details of the transmitter
and the receiver structures, as well as the characteristics of
nonlinear dispersive satellite channels are provided in the
following subsections.

A. Transmitter

As shown in Fig. 1, a length-Mi sequence of information
bits b , {bi}Mi

i=1 is encoded by a rate-Rc LDPC encoder, and
then the resultant Mc ,Mi/Rc coded bits c = {ci}Mc

i=1 are e-
qually partitioned into G number of length-Mg (Mg ,Mc/G)
subgroups, i.e., we have c , [cT1 , . . . , c

T
G]

T , cg ∈ {0, 1}Mg ,
g = 1, . . . , G. By using the DMIM technique, the gth
subgroup of coded bits cg is mapped to the gth subframe xg ,
[xg(1), . . . , xg(Ng)]

T , which is comprised of Kg symbols
drawn from the PA-ary constellation set Ṡ = {ṡ1, . . . , ṡPA

}
(denoted by “Mode A”) and the remaining (Ng−Kg) symbols
from the PB-ary constellation set S̈ = {s̈1, . . . , s̈PB} (denoted
by “Mode B”)2. Specifically, the Mg bits in cg are further

2We tend to chose PSK instead of QAM in the two modes, due to the fact
that PSK is naturally less sensitive to nonlinearities than QAM.

divided into smaller segments of MgI , MgA and MgB bits for
different purpose: The first MgI =

⌊
log2

(
Ng

Kg

)⌋
bits enter the

mode selector to separate the indices of xg into two index sub-
sets IA

g = {iAg,1, . . . , iAg,Kg
} and IB

g = {iBg,1, . . . , iBg,Ng−Kg
},

where iAg,m, i
B
g,l ∈ {1, . . . , Ng} for m = 1, . . . ,Kg and

l = 1, . . . , Ng − Kg; the remaining MgA = Kg log2 PA and
MgB = (Ng − Kg) log2 PB bits are mapped to Kg PA-ary
symbols sAg = [sAg (1), . . . , s

A
g (Kg)]

T ∈ ṠKg and to (Ng −
Kg) PB-ary symbols sBg = [sBg (1), . . . , s

B
g (Ng − Kg)]

T ∈
S̈(Ng−Kg), respectively. Given the mode permutation chosen
by the mode selector, the symbols in sAg and sBg are then
assigned to the indices in IA

g and IB
g , respectively, yielding

the gth subframe xg . In other words, for i = 1, . . . , Ng, we
have xg(i) ∈ Ṡ for i ∈ IA

g , and xg(i) ∈ S̈ for i ∈ IB
g .

Note that with a little benign abuse of notation, we may
denote the coded bits corresponding to the vector xg as
cg = [cIMg,1, . . . , c

IM
g,MgI

, cAg,1, . . . , c
A
g,MgA

, cBg,1, . . . , c
B
g,MgB

]T ,
where cIMg,i is the i-th IM bit; cAg,ȷ and cBg,k are the ȷ-th and the
k-th ordinary constellation mapping bits corresponding to the
symbols belonging to Ṡ and S̈, respectively.

Let us refer to IA
g as the mode-selection pattern, since the

subset IB
g is determined once IA

g is known. Naturally, there

are
(
Ng

Kg

)
possible permutations, but only Υ , 2MgI legitimate

mode-selection patterns determined by the MgI IM bits are
employed by the transmitter. Denote the predefined legitimate
set as IA , {IA(1), . . . , IA(Υ)}. The fact that IA

g should
belong to IA is referred to here as the mode-selection pattern
constraint. Considering that existing mode mapping methods
tend to introduce error propagation if different modulation
orders are employed [17], [18], [21], we use the improved
mapping rule provided in Table I for Ng = 4 and Kg = 2 as an
example. The legitimate set of mode-selection patterns in this
example is IA = {{1, 3}, {1, 4}, {2, 3}, {2, 4}}. Specifically,
according to the look-up Table I, if the MgI IM bits of the
mode selector are [0 0], the first and third entries of xg are
PA-ary symbols associated with the following MgA bits, while
the other two entries are PB-ary symbols associated with the
remaining MgB bits.
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Finally, the frame buffer in Fig. 1 concatenates the G
subframes {xg}Gg=1, creating the length-N data frame x =
[x1, . . . , xN ]T . The effective transmission rate of the Sat-
DMIM scheme is given by

R = Rc

⌊
log2

(
Ng

Kg

)⌋
+Kg log2 PA + (Ng −Kg) log2 PB

Ng
.

B. Dispersive Nonlinear Satellite Channels

As shown in Fig. 1, the satellite transponder consists of
an input demultiplexer (IMUX) filter, a high power amplifier
(HPA) and an output multiplexer (OMUX) filter [38]. For
reasons of power efficiency, the HPA always operates close
to its saturation region, which inevitably introduces nonlinear
memoryless distortion [28]. The IMUX and OMUX filter-
s placed before and after HPA are used for reducing the
effect of adjacent channels and for mitigating the spectral
broadening caused by the nonlinear amplifier, respectively.
However, the employment of these two filters may introduce
ISI. We assume that the characteristics of both the HPA, as
well as the IMUX and OMUX filters are perfectly known at
both the transmitter and receiver sides. In order to describe
the resultant effect of nonlinearities with memory, numerous
models have been developed in the literature, including the
polynomial model [39], as well as the Hammerstein model
[40] and the Volterra model [34]. The Volterra model, derived
by decomposing the nonlinear channels using the Taylor series,
has a generic expression. Based on the Volterra model, the
dispersive nonlinear satellite channels can be modelled by a
finite state machine, which has been widely applied for the
receiver design in classical Satcom [27], [29], [30], [41]. Note
that considering several high-order Volterra series terms may
be able to describe the actual satellite channels more accurately
and help design improved nonlinear detectors. However, the
resultant modelling complexity can become excessive and the
instability of the nonlinearity compensation tends to increase
[42]. Hence, we use the popular third-order Volterra-series
expansion model (refer to [34] for details of nonlinear satellite
channels) to decompose the nth discrete received symbol as:

rn = xnh0 +
L∑

l=1

xn−lhl︸ ︷︷ ︸
Linear ISI

+
L∑

i=0

L∑
j≥i

L∑
k=0

xn−ixn−jx
∗
n−khijk︸ ︷︷ ︸

Nonlinear ISI

+wn,

(1)

where L represents the dispersion distortion of the nonlinear
channels in terms of the number of symbols; hl and hijk
are the first- and third-order Volterra kernels3, respective-
ly; and wn is the zero-mean complex circularly symmet-
ric Gaussian noise sample with a variance of 2σ2. In (1),∑L

l=1 xn−lhl and
∑L

i=1

∑L
j≥i

∑L
k=1 xn−ixn−jx

∗
n−khijk are

the linear-distortion-induced ISI and the nonlinear-distortion-
induced ISI, respectively.

3The absence of even-order terms is due to the fact that they generate
spectral components which lie outside the channel bandwidth [34].
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Fig. 2. Factor graph representation of the probabilistic model (3).

C. Receiver

In contrast to the conventional SC scheme, the symbols
in Sat-DMIM become correlated due to the mode-selection
mapping in the time domain. In this case, the a priori
information of each Sat-DMIM symbol gleaned from the SISO
decoder is subject to the mode-selection pattern constraint. As
a further aggravation, if not fully compensated, the dispersive
nonlinear satellite channels may significantly degrade the de-
tection accuracy of both the mode-selection mapping symbols
and the APSK/QAM symbols. Therefore, the receiver has to
jointly detect the IM bits and ordinary constellation mapping
bits of LDPC-coded Sat-DMIM, while coping with both linear
and nonlinear ISI. As illustrated in Fig. 1, by exploiting
the turbo-equalisation principle [43], the SISO demodulator
exploits the structured a priori information provided by the
SISO decoder from the previous iteration to decouple the
Sat-DMIM symbols. Given the estimates of the Sat-DMIM
symbols provided by the SISO demodulator, the demappers
of the mode selector, as well as of the Mode A and Mode B,
update the a posteriori log-likelihood ratios (LLRs) of LDPC-
coded bits within each subframe. By extracting the a priori
information from the a posteriori probability distributions, the
SISO decoder obtains the so-called extrinsic LLRs and then
uses them to perform Bahl, Cocke, Jelinek and Raviv (BCJR)
decoding [44] for the LDPC-coded frame. The output of the
SISO decoder is then fed back to the SISO demodulator for
the next iteration, as seen in Fig. 1.

III. AMALGAMATED BP-MF-BASED ITERATIVE
DETECTION ALGORITHM

A. Probabilistic Representation and Factor Graph

The goal of the optimal receiver is to find the estimates
of information bits in b based on the maximum a posteriori
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fr,n(xn, . . . , xn−L, rn) ∝ exp

− 1

2σ2

∣∣∣rn −
L∑
l=0

xn−lhl −
L∑
i=0

L∑
ȷ≥i

L∑
k=0

xn−ixn−ȷx
∗
n−khiȷk

∣∣∣2
 (4)

∝ exp

{
− 1

2σ2

{
|xn|6|h000|2 + |xn|4

[
ψo▹o,2n,n + ψoo▹,2n,n + 2ℜ

[
h∗
000(h0 + ψo▹▹n,n)

] ]
+ |xn|2

[
|h0|2 + ψo▹▹,2n,n + ψ▹▹o,2n,n + 2ℜ

[
(−rn + εn,n)

∗ψo▹on,n + h∗
0ψ

o▹▹
n,n

] ]
+ |εn,n|2

+ 2ℜ
[
|xn|4xn

[
h000(ψ

o▹o
n,n)

∗ + h∗
000ψ

oo▹
n,n

]
+ |xn|2x2n

[
h000(ψ

▹▹o
n,n)

∗ + (ψo▹on,n)
∗ψoo▹n,n

]
+ x3nψ

oo▹
n,n(ψ

▹▹o
n,n)

∗

+ |xn|2xn
[
(−rn + εn,n)

∗h000 + (ψo▹on,n)
∗(h0 + ψo▹▹n,n) + ψoo▹n,n(h0 + ψo▹▹n,n)

∗ + ψo▹on,n(ψ
▹▹o
n,n)

∗]− r∗nεn,n

+ x2n
[
(−rn + εn,n)

∗ψoo▹n,n + (h0 + ψo▹▹n,n)(ψ
▹▹o
n,n)

∗]+ xn
[
(−rn + εn,n)

∗(h0 + ψo▹▹n,n) + (−rn + εn,n)(ψ
▹▹o
n,n)

∗] ]}}
, (5)

ψo▹on,n =

L∑
i=1

xn−ih0i0, ψoo▹n,n =

L∑
i=1

x∗n−ih00i, ψo▹▹n,n =

L∑
i=1

L∑
ȷ=1

xn−ix
∗
n−ȷh0iȷ, ψ▹▹on,n =

L∑
i=1

L∑
ȷ≥i

xn−ixn−ȷhiȷ0,

ψo▹o,2n,n =

L∑
i=1

|xn−i|2|h0i0|2, ψoo▹,2n,n =

L∑
i=1

|x∗n−i|2|h00i|2, ψo▹▹,2n,n =

L∑
i=1

L∑
ȷ=1

|xn−i|2|x∗n−ȷ|2|h0iȷ|2, ψ▹▹o,2n,n =

L∑
i=1

L∑
ȷ≥i

|xn−i|2|xn−ȷ|2|hiȷ0|2,

εn,n =

L∑
i=1

xn−ihi +

L∑
i=1

L∑
ȷ≥i

L∑
k=1

xn−ixn−ȷx
∗
n−khiȷk. (6)

(MAP) criterion:

b̂MAP
i = argmax

bi
p(bi|r)

= argmax
bi

∑
b\bi

p(b|r), i = 1, . . . ,Mi, (2)

where r , [r1, . . . , rN ]T denotes the sequence of received
signal samples. As can be readily seen that the evaluation
of (2) has an exponentially increasing complexity vs. the
size Mi. To mitigate this excessive complexity, based on the
received signal model in (1), we propose to factorize the joint
a posteriori pdf of the information bits b, the coded bits c
and the Sat-DMIM symbols x as follows:

p(b, c,x|r) ∝ p(r|x)p(x|c)p(c|b)p(b)

∝ Ic(c,b)
∏G

g=1
fM,g(xg|cg)P (x)

·
∏N

n=1
fr,n(xn, xn−1, . . . , xn−L, rn), (3)

where the indicator function Ic(·) stands for the coding
constraint and fM,g(·) represents the mode-selection and P-
SK/QAM modulation constraints. In (3), the likelihood func-
tion fr,n(·) is given by (5), where the variables ψo▹o

n,n, ψoo▹
n,n,

ψo▹▹
n,n, ψ▹▹o

n,n, ψo▹o,2
n,n , ψoo▹,2

n,n , ψo▹▹,2
n,n , ψ▹▹o,2

n,n and εn,n that appear
in (5) are given by (6). We observe that these variables are
composed of the Sat-DMIM symbols {xn−1, . . . , xn−L}, but
they are unrelated to xn, as a result of classifying the linear
and nonlinear ISI terms in (1) with reference to xn. If another
variable xm, m = n − 1, . . . , n − L, is the desired symbol,
the function fr,n(·) has to be rewritten by rearranging the
ISI terms, which will lead to an expression similar to (5).
Note that the sufficient statistics of xm, m = n, . . . , n − L,
involved in the likelihood function frn(·) are determined by
the specific order of the Volterra model and are not dependent
on the dispersion L. For example, there are a total of L2

fixed sufficient statistics of xm, including |xm|6, |xm|4, |xm|2,
ℜ{|xm|4xm}, ℜ{|xm|2x2m}, ℜ{x3m}, ℜ{|xm|2xm}, ℜ{x2m}

and ℜ{xm}, where L is Volterra model order. The factor
graph representation corresponding to the factorization in (3)
is shown in Fig. 2 for the case of L = 2.

As seen in Fig. 2, the Sat-DMIM symbols are correlated
due to the mode-selection pattern constraint and owing to
the memory in the overall satellite transponder response. The
application of the standard sum-product algorithm [32] at both
the constraint nodes {fM,g}Gg=1 and the observation nodes
{fr,n}Nn=1 leads to a near-optimal forward-backward (FB)
equalizer [28]. However, the implementation complexity of
the FB equalizer is on the order of O[(PA + PB)

L], which
may be deemed excessive for large constellations transmitted
over nonlinear channels having long memory. To this end,
we propose a low-complexity message passing algorithm by
classifying the factors in Fig. 2 into two regions, i.e. the
MF-region AMF = {fr,n; n ∈ [1 : N ]} and the BP-region
ABP = {fM,g; g ∈ [1 : G]}. This is motivated by the
observation that the MF method is competitive with the ex-
ponential distribution family, whilst the BP algorithm delivers
remarkable performance for discrete probabilistic models [45].

B. Message Passing at the Constraint Nodes

Instead of directly treating the correlated Sat-DMIM
symbols as independent Gaussian variables, we explicitly
construct the a priori information of Sat-DMIM symbols
by taking full account of the mode-selection pattern
constraint. Let us denote the extrinsic probabilities
of coded bits provided by the SISO decoder as{
P (cIMg,1), . . . , P (c

IM
g,MgI

), P (cAg,1), . . . , P (c
A
g,MgA

), P (cBg,1), . . . ,

P (cBg,MgB
)
}

. Then the a priori probabilities of the legitimate
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D(xi = ṡm) ∝
∑

γ:i∈IA(γ)

P
(
IAg = IA(γ)

)
µxi→fM,g (xi)P (xi= ṡm)

·
∏

ȷ∈IA(γ),ȷ̸=i

∑
ṡ∈Ṡ

µxȷ→fM,g (xȷ)P (xȷ = ṡ)

 ∏
k∈ĪA(γ)

∑
s̈∈S̈

µxk→fM,g (xk)P (xk = s̈)

 , ṡm ∈ Ṡ, m = 1, . . . , PA.

(10)

E(xi = s̈l) ∝
∑

γ:i∈ĪA(γ)

P
(
IAg = ĪA(γ)

)
µxi→fM,g (xi)P (xi = s̈l)

·
∏

ȷ∈ĪA(γ),ȷ̸=i

∑
s̈∈S̈

µxȷ→fM,g (xȷ)P (xȷ = s̈)

 ∏
k∈IA(γ)

∑
ṡ∈Ṡ

µxk→fM,g (xk)P (xk = ṡ)

 , s̈l ∈ S̈, l = 1, . . . , PB .

(11)

pattern and the ordinary APSK/QAM symbols are given by

P (IA
g = IA(γ)) =

MgI∏
i=1

P (cIMg,i = cγi ),

γ = 1, . . . ,Υ,

P (xg(ȷ) = ṡm) =

log2 PA∏
i=1

P (cAg,(ȷ−1) log2 PA+i = cṡmi ),

ȷ ∈ IA(γ),m = 1, . . . , PA,

P (xg(k) = s̈l) =

log2 PB∏
i=1

P (cBg,(k−1) log2 PB+i = cs̈li ),

k ∈ ĪA(γ), l = 1, . . . , PB ,

(7)

where the sequences of coded bits [cγ1 , . . . , c
γ
MgI

]T ,
[cṡm1 , . . . , cṡmlog2 PA

]T and [cs̈l1 , . . . , c
s̈l
log2 PB

]T correspond
to the γth legitimate pattern IA(γ), to the mth symbol ṡm
belonging to mode A and to the lth symbol s̈l belonging to
mode B, respectively. According to the process of mode-
selection mapping as described in Section II, the a priori
probabilities of the Sat-DMIM symbols can be constructed
by

P (x)=
G∏

g=1

Pxg(xg),

Pxg (xg)=
Υ∑

γ=1

P
(
IA
g =IA(γ)

) ∏
i∈IA(γ)

∑
ṡ∈Ṡ

δ(xi − ṡ)P (xi)


·
∏

ȷ∈ĪA(γ)

∑
s̈∈S̈

δ(xȷ − s̈)P (xȷ)

 ,

(8)
where i, ȷ ∈ Ig , {(g − 1)Ng + 1 : gNg} and ĪA(γ) is
the complementary set of IA(γ). Given (8) and the message
µxi→fM,g

(xi) which will be later updated according to (20),
the a posteriori pdf b(xi) of the Sat-DMIM symbol xi can be
formulated as

b(xi = x) =


D(xi=x)∑

ṡ∈Ṡ D(xi=ṡ)+
∑

s̈∈S̈ E(xi=s̈) , x ∈ Ṡ,
E(xi=x)∑

ṡ∈Ṡ
D(xi=ṡ)+

∑̈
s∈S̈

E(xi=s̈) , x ∈ S̈, (9)

where D(·) and E(·) are given by (10) and (11), respectively.
Then the a posteriori mean and variance of xi are calculated

by

x̂i =
∑
ṡ∈Ṡ

ṡb(xi = ṡ) +
∑
s̈∈S̈

s̈b(xi = s̈),

vxi =
∑
ṡ∈Ṡ

|ṡ|2b(xi = ṡ) +
∑
s̈∈S̈

|s̈|2b(xi = s̈)− |x̂i|2.
(12)

Note that for the first iteration no extrinsic information ar-
rives from the SISO decoder. By appropriately designing the
legitimate pattern set, the structured a priori pdf of xg can be
directly written as

P 0
xg
(xg) =

1

Υ

Υ∑
γ=1

 ∏
i∈IA(γ)

 1

PA

∑
ṡ∈Ṡ

δ(xi − ṡ)


·
∏

ȷ∈ĪA(γ)

 1

PB

∑
s̈∈S̈

δ(xȷ − s̈)

 .
(13)

Accordingly, the initial a priori mean and variance of xi are
given by

x̂0i =
∑
ṡ∈Ṡ

ṡ
Kg

PANg
+
∑
s̈∈S̈

s̈
Ng −Kg

PBNg

v0xi
=
∑
ṡ∈Ṡ

|ṡ|2 Kg

PANg
+
∑
s̈∈S̈

|s̈|2Ng −Kg

PBNg
− |x̂0i |2.

(14)

C. Message Passing at the Observation Nodes

According to the MF rule (refer to [45] for MF rules), we
can calculate the message µfr,m→xn(xn) forwarded from the
observation node fr,m to the Sat-DMIM symbol variable node
xn, n ∈ [m,m− L], by

µfr,m→xn(xn)

∝exp
{
E∏

m≤i≤m−L,i ̸=n b(xi)log fr,m(xm, . . . , xm−L, rm)
}

(15)

,exp

{
− 1

2σ2

(
φ̂3,3
rm,n|xn|6+φ̂2,2

rm,n|xn|4+φ̂1,1
rm,n|xn|2

+2ℜ{ϕ̂3,2rm,n|xn|4xn + ϕ̂3,1rm,n|xn|2x2n + ϕ̂3,0rm,nx
3
n

+ϕ̂2,1rm,n|xn|2xn + ϕ̂2,0rm,nx
2
n + ϕ̂1,0rm,nxn}

)}
,exp

{
− 1

2σ2

(∑
q,v

φ̂q,v
rm,nx

q
n(x

∗
n)

v+2ℜ
{∑

k,l

ϕ̂k,lrm,nx
k
n(x

∗
n)

l
})}
,

(16)
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φ̂2,2
rn,n = E∏

n≤i≤n−L,i̸=n b(xi)

[
ψo▹o,2n,n + ψoo▹,2n,n + 2ℜ

[
h∗
000(h0 + ψo▹▹n,n)

] ]
, (17)

=

L∑
i=1

(|x̂n−i|2 + vxn−i)|h0i0|2︸ ︷︷ ︸
ψ̂

o▹o,2
n

+

L∑
i=1

(|x̂n−i|2 + vxn−i)|h00i|2︸ ︷︷ ︸
ψ̂

oo▹,2
n

+2ℜ
[
h∗
000(h0 +

L∑
i=1

L∑
j=1

x̂n−ix̂
∗
n−jh0ij)︸ ︷︷ ︸

ψ̂o▹▹
n

]
, (18)

where the a posteriori pdf b(xi) of xi is updated in the
previous iteration using (9); the parameters φ̂q,v

rm,n and ϕ̂k,lrm,n

consist of the products of the Volterra kernels and of the
first- as well as of the second-order moments of the variables
{xm, . . . , xm−L} except for xn; and the parameters {q, v} and
{k, l} indicate the number of variables xn and x∗n involved in
the sufficient statistics that are associated with the parameters
φ̂q,v
rm,n and ϕ̂k,lrm,n. Considering that the Sat-DMIM symbols

are discrete variables, the parameters φ̂q,v
rm,n and ϕ̂k,lrm,n can

be calculated by using the enumeration method of [46]. For
example, when we have m = n, the parameter associated
with |xn|4, namely, φ̂2,2

rn,n can be calculated by (18), where
the variables ψo▹o,2

n,n , ψoo▹,2
n,n and ψo▹▹

n,n that appear in (17) are
given by (6); the a posteriori mean and variance of xi are
calculated by (12). The other parameters can be updated in a
similar way.

Given the message µfr,m→xn(xn), m = n, . . . , n + L, the
message forwarded from the variable node (VN) xn to the
constraint node (CN) fM,g can then be updated by

µxn→fM,g
(xn) ∝

n+L∏
m=n

µfr,m→xn
(xn) (19)

∝ exp

{
− 1

2σ2

n+L∑
m=n

(∑
q,v

φ̂q,v
rm,nx

q
n(x

∗
n)

v

+2ℜ
{∑

k,l

ϕ̂k,lrm,nx
k
n(x

∗
n)

l
}) , (20)

where n ∈ Ig. It is readily seen that updating the mes-
sages µfr,m→xn(xn), m = n, . . . , n+ L, and µxn→fM,g

(xn),
n = 1, . . . , N , only requires updating their parameters by
calculating the products of specific combinations of the first-
and second-order moments of L consecutive variables within
each Sat-DMIM frame.

By substituting the message µxn→fM,g
(xn) into (10) and

(11), the belief of xn can be immediately updated according
to (9). Meanwhile, we obtain the belief of xg by

b(xg) = Pxg (xg)
∏
i∈Ig

µxi→fM,g (xi). (21)

Then the extrinsic LLRs of the i-th mode-selection mapping
bit cIMg,i , the jth Mode A mapping bit cAg,j and the k-th
Mode B mapping bit cBg,k associated with the g-th Sat-DMIM
symbol vector xg, i.e., Lextr(cIMg,i ), L

extr(cAg,j) and Lextr(cBg,k),
respectively, can be iteratively updated based on the turbo-
principle [43].

D. Message Passing Scheduling

The message passing schedule for the proposed joint Sat-
DMIM symbol detection and decoding algorithm based on the
amalgamated BP-MF method in nonlinear dispersive satellite
channels, which is referred to as BP-MF, is summarized in
Algorithm 1.

Algorithm 1 The Proposed Joint Sat-DMIM Symbols Detec-
tion and Decoding Algorithm Based on the Amalgamated BP-
MF Method in Nonlinear Dispersive Satellite Channels.

1: Initialization: t = 0 (iteration index)
2: For n = 1, . . . , N , compute x̂0n and v0xn

according to (14).
3: Set t = 1 and repeat the following steps until

∑
n |x̂t+1

n −
x̂tn|2 < ϵ

∑
n |x̂tn|2 or t > Tex(max), where ϵ is a pre-

specified error tolerance and Tex(max) is the maximum
number of iterations.

4: − Decoupling step: For n = 1, . . . , N , m = n, . . . , n+L,
compute the message µfr,m→xn(xn) and µxn→fM,g

(xn)
from (16) and (20), respectively.

5: − Decoding step: For g = 1 . . . , G, i = 1, . . . ,MgI , j =
1, . . . ,MgA and k = 1, . . . ,MgB , compute the extrinsic
LLRs Lextr(cIMg,i ), L

extr(cAg,j) and Lextr(cBg,k), and then
forward them to the SISO decoder to perform the standard
BCJR decoding [44].

6: Compute (7) and (8) by using the extrinsic information
emerging from the SISO decoder.

7: − Denoising step: For n = 1, . . . , N , compute {x̂tn, vtxn
}

from (12).

IV. PARTIAL LINEARIZATION APPROXIMATION-BASED
ITERATIVE DETECTION ALGORITHM

A. Complexity Reduction Using the Simplification of Message
Parameters

Observe by referring to (6), (16) and (20), that on the
order of O[(L + 1)( 12L

3 + 7
2L

2 + 6L)] multiplications are
involved in detecting each Sat-DMIM symbol. This means
that the computational complexity of the amalgamated BP-
MF algorithm is still considerable for a long channel memory,
since it grows with the fourth power of the channel’s dis-
persion. Therefore, a reduced-complexity iterative detection
algorithm is required for simplifying the message updating
process of µfr,m→xn(xn) and µxn→fM,g

(xn) from (16) and
(20), respectively. Due to the very similar forms of messages
{µfr,m→xn(xn)}n+L

m=n, in the following, we will focus our
attention the approximation of the message µfr,n→xn(xn),
noting that similar results hold for other messages. Con-
sidering that these messages all have compact parametric
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representations, our proposed low-complexity message passing
method reduces to approximating and propagating the function
parameters. Firstly, the estimates of variable εn,n in (6) is
approximated as

ε̂n,n ≈ ε̂n,n ,
∑L

i=1
x̂n−ihi, (22)

assuming hiȷk = 0 for i, ȷ, k ̸= 0. This operation is equiv-
alent to discarding some high-order terms in the message
µfr,n→xn(xn). Note that the approximation in (22) is different
from the nonlinear soft interference canceler of [26], which
simply neglects the contribution of third-order Volterra terms
involved in the received signal. Instead, we make approxima-
tions for updating complex messages by simplifying their pa-
rameters. In our proposed approximation method, not all hiȷk,
i, ȷ, k ̸= 0, are treated as zeros when calculating (20), because
these Volterra kernels are involved in calculating the messages
{µfr,m→xn(xn)}n+L

m=n+1 from (16) and therefore contribute to
the update of messages {µxn→fM,g

(xn)}Nn=1 from (20). For
example, the Volterra kernels hiȷk, i, ȷ, k ̸= 0 are used for
updating the message µfr,n+1→xn(xn), as long as neither i, ȷ
nor k equals to 1. By resorting to this approximation, on the
order of O[(L+1)( 12L

2(L+1))] operations of calculating the
products of Volterra kernels and the first-order moments of the
Sat-DMIM symbols are omitted from the calculations of (20).

Secondly, we propose to approximate the estimates of
ψo▹▹,2
n,n and ψ▹▹o,2

n,n by

ψ̂o▹▹,2
n,n ≈ ψo▹▹,2

n,n
, e2

L∑
i=1

L∑
ȷ=1

|h0iȷ|2,

ψ̂▹▹o,2
n,n ≈ ψ▹▹o,2

n,n
, e2

L∑
i=1

L∑
ȷ≥i

|hiȷ0|2, (23)

where e is the average energy per transmitted Sat-DMIM
symbol. In this way, another O[(L + 1)(L2 + 1

2L(L + 1))]
operations are further omitted. Note that this is different from
the direct approximation of the system model in [27], where
h0iȷ, i, ȷ = 1, . . . , L, and hiȷ0, i, ȷ = 1, . . . , L, ȷ ≥ i, are
directly replaced by zeros. As seen in (6), h0iȷ and hiȷ0 still
contribute to the update of the parameters ψo▹▹

n,n and ψ▹▹o
n,n.

Moreover, in our proposed approximation method, the second-
order moments of Sat-DMIM symbols are updated in an
iterative fashion, i.e., Eb(xn−i)[|xn−i|2] = |x̂n−i|2 + vxn−i ,
i = 1, . . . , L. These values are then used for calculating the
parameters ψ̂o▹o,2

n,n and ψ̂oo▹,2
n,n of the message µfr,n→xn(xn).

By contrast, the second-order moments of the transmitted
symbols - except for the desired one - are approximated by the
average energy and are not updated with the aid of iterations
in [27]. On the other hand, considering that the a posteriori
variances of the variables {xn−i}Li=1, i.e., {vxn−i}Li=1 are
explicitly exploited for updating the message µfr,n→xn(xn)

through the parameters ψ̂o▹o,2
n,n and ψ̂oo▹,2

n,n , the approximation
in (23) is different from directly approximating the nonlinear
terms as Gaussian noise and then using {vxn−i}Li=1 merely
to compute the equivalent variance of the Gaussian noise
process in [35]. It can be found from (22) and (23) that the
number of multiplications required for tracking the message

µxn→fM,g
(xn) is reduced from O( 12L

4 + 4L3 + 19
2 L

2 + 6L)
to O( 32L

3 + 7L2 + 11
2 L) per Sat-DMIM symbol.

B. Complexity Reduction Using the First-Order Taylor Series
Expansion Approximation

The message µxn→fM,g
(xn) in (20) represents a nonlin-

ear distribution of variable xn and consists of L2 sufficient
statistics of xn. By substituting (20) into (10) and (11), we
find that the complexity of calculating the belief of the Sat-
DMIM symbol from (9) is O[L2(PA + PB)]. By contrast,
the complexity associated with this part of the classical SC
signal transmission over linear dispersive channels only grows
linearly with the modulation order. To reduce the complexity
of this part in Sat-DMIM, we propose to use the first-
order Taylor series expansion for further approximating the
messages {µfr,m→xn(xn)}n+L

m=n. Without loss of generality,
we only provide the derivation of the approximate message
µfr,n→xn(xn), noting that the other messages can be updated
following similar steps. Firstly, by regarding xn as the desired
variable, we rewrite the nonlinear terms associated with xn in
the log-likelihood function log fr,n(xn, . . . , xn−L, rn) as

fn(xn, x
∗
n) = |xn|2xnh000 + |xn|2(

∑L

i=1
xn−ih0i0)

+ x2n(
∑L

i=1
x∗n−ih00i)

= xnxnx
∗
nh000 + xnxnψ

oo▹
n,n + xnx

∗
nψ

o▹o
n,n, (24)

which is subject to the constraints ℜ{xn} = ℜ{x∗n} and
ℑ{xn} + ℑ{x∗n} = 0. Here, in contrast to denoting xnx

∗
n

by |xn|2 as in (5), we rewrite the sufficient statistics of xn
in an expanded form. This seemingly pedantic distinction is
necessary for obtaining an analytic expression without encoun-
tering meaningless expressions, such as ∂(|xn|2xn)/∂xn. To
elaborate a little further, upon defining a function f : C → C
with x∗ as its variable, for example, f(x) = x∗, it is not
analytic, i.e., the derivation of x∗ with regard to x is not
defined in the realms of normal complex-variable theory [47].
Thus the real function f : C → R given by f(x) = |x|2
is not analytic either. Fortunately, the function fn(xn, x

∗
n)

in (24) is analytic with respect to xn and x∗n independently
in the sense of partial differentiation. However, deriving the
complex-variable derivative is quite a challenging task that is
subject to the Cauchy-Riemann conditions [48]. To solve this
problem, we introduce the following theorem, noting that the
detailed proof is provided in [47].

Theorem 1: Let f : C × C → C be a function of both
a complex variable x and of its conjugate x∗, where x =
y + jz, y and z are real numbers and j =

√
−1. Then the

partial complex-variable derivatives ∂f/∂x (treating x∗ as a
constant in f ) and ∂f/∂x∗ (treating x as a constant in f ) are
equivalent to 1

2 (∂f/∂y− j∂f/∂z) and 1
2 (∂f/∂y+ j∂f/∂z),

respectively.
Given the above theorem, the cumbersome expressions of

complex-variable derivatives derived in the real field can be
mathematically represented by compact complex-field expres-
sions for the sake of convenience. Thus, the first-order Taylor
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series expansion of fn(xn, x∗n) at the estimate of xn gives

δfn(xn, x
∗
n) ≈

∂fn(xn, x
∗
n)

∂xn
δxn +

∂fn(xn, x
∗
n)

∂x∗n
δx∗n, (25)

where the partial derivative ∂fn(xn,x
∗
n)

∂xn
(alternatively,

∂fn(xn,x
∗
n)

∂x∗
n

) is obtained by treating x∗n (alternatively,
xn) as a constant in fn. By substituting (25) into the
function log fr,n(xn, . . . , xn−L, rn) in (15) and using the
approximations in (22) and (23), we arrive at the partial-
linearization approximation of the message µfr,n→xn(xn) in
(26), where the parameters ξ̂n,n, ζ̂n,n, and ρ̂n,n are made up of
the estimate of xn obtained from the previous iteration, i.e.,
ξ̂n,n = 2|x̂n|2h000 + 2x̂nψ̂

oo▹
n,n + x̂∗nψ̂

o▹o
n,n + h0 + ψo▹▹

n,n
,

ζ̂n,n = x̂2nh000 + x̂nψ̂
o▹o
n,n + ψ▹▹o

n,n
, and ρ̂n,n =

−2|x̂n|2x̂nh000 − x̂2nψ̂
oo▹
n,n − |x̂n|2ψ̂o▹o

n,n.
In a similar way, the number of sufficient statistics of xn in-

volved in messages {µfr,m→xn(xn)}n+L
n+1 can also be reduced.

After some algebraic manipulations, we find that the preserved
sufficient statistics of these messages are the same, which are
|xn|2, ℜ{x2n} and ℜ{xn}. Let us denote the parameters of the
message µfr,m→xn(xn) corresponding to |xn|2, ℜ{x2n} and

ℜ{xn} by φ̂1,1

rm,n
, ϕ̂

2,0

rm,n
and ϕ̂

1,0

rm,n
, respectively. Then the

message µxn→fM,g
(xn) can be approximately updated by4

µxn→fM,g (xn) ≈ exp

{
− 1

2σ2

n+L∑
m=n

(
φ̂1,1

rm,n
|xn|2

+2ℜ
{
ϕ̂
2,0

rm,n
x2n + ϕ̂

1,0

rm,n
xn

})}
. (27)

Using (26) and (27), the complexity order of the decoupling
step in Algorithm 1 is reduced to O[3(PA + PB)].

C. Message Passing Scheduling

The message passing schedule for the proposed joint Sat-
DMIM symbol detection and decoding algorithm based on the
partial-linearization approximation-aided amalgamated BP-
MF method in nonlinear dispersive satellite channels, which
is referred to as PL-BP-MF, is summarized in Algorithm 2.

Algorithm 2 The Proposed Joint Sat-DMIM Symbols De-
tection and Decoding Algorithm Based on the Partial-
Linearization Approximation-Aided Amalgamated BP-MF
Method in Nonlinear Dispersive Channels.

1: The same as BP-MF except for the modifications imposed
on the decoupling step:

2: − Decoupling step: For n = 1, . . . , N , m = n, . . . , n+L,
compute the message µfr,m→xn(xn) and µxn→fM,g (xn)
from (26) and (27), respectively.

D. Complexity Analysis

In Table II, we briefly compare the complexity of the pro-
posed BP-MF and PL-BP-MF methods to existing equalizers

4The accuracy of the approximations in (26) and (27) can be improved with
iterations.

operating in dispersive nonlinear satellite channels. In code-
aided systems, all of these methods have to perform standard
BCJR decoding [44]. Thus we only focus our attention on
the computational complexity of the soft demodulation part.
The near-optimal FB equalizer of [28] extended from the
conventional Satcom to the proposed Sat-DMIM scheme has a
complexity order of O[(PA+PB)

L]. By ignoring the nonlinear
ISI terms, the conventional linear equalizer of [43] requires
O[β(β2 + PA + PB)] operations, where β is the size of the
sliding window. In [36], the BER performance of the linear
equalizer is further improved by taking the nonlinear ISI terms
into account, at the cost of increasing the complexity order to
O[β(β2+( 12L

3+ 7
2L

2+6L)+(PA+PB))]. For the proposed
amalgamated BP-MF method, O[(L+ 1)( 12L

3 + 7
2L

2 + 6L)]
operations of calculating the products of the Volterra kernels
and the first/second-order moments of Sat-DMIM symbols are
required for evaluating (16), and O(L2(PA+PB)) operations
are needed for calculating (10) and (11). With the aid of
the partial-linearization approximations in (22), (23) and (25),
the total number of multiplications involved in the proposed
PL-BP-MF method are reduced to O( 32L

3 + 7L2 + 11
2 L),

and accordingly the complexity order of calculating (10) and
(11) is reduced to O[3(PA + PB)]. In Table II, we provide
an example for L = 3, PA = 4, PB = 8 and β = 4.
The complexity reduction [49] by adopting the proposed BP-
MF and PL-BP-MF algorithms compared to the FB is also
provided. We observe that the proposed BP-MF and PL-BP-
MF methods are computationally more efficient than the FB
equalizer. The complexity order of BP-MF is slightly lower
than that of the existing nonlinear equalizer.

V. SIMULATION RESULTS

In this section, the performance of the proposed iterative
detection algorithms for the Sat-DMIM scheme is evaluated
by Monte Carlo simulations. In all simulations, a rate-2/3
(i.e., Rc = 2/3) LDPC code5 having a block size of 6048
is employed. The number of iterations within the LDPC
decoder is TLDPC = 10, while the maximum number of
iterations between the SISO demodulation and SISO decoding
is Tex(max) = 20, unless otherwise stated. The tolerance value
is set to ϵ = 10−12. For characterizing the dispersive nonlinear
satellite channels, a third-order Volterra model (termed as
“Nonlinear Channel-I”) is considered, the coefficients of which
were derived in [34] but with stronger nonlinear ISI [36]. The
average channel energy is normalized to 1.

Fig. 3 shows the BERs of the proposed BP-MF algorith-
m for the Sat-DMIM scheme characterized by Ng = 4,
Kg = 2, PA = 4 and PB = 8 (termed as “Sat-DMIM
(4, 2, 4, 8)”), i.e., the modes A and B are QPSK and 8PSK
constellations, respectively. The Volterra model of Nonlinear
Channel-I having a channel memory of L = 3 symbols
is considered [36]. In order to increase the minimum Eu-
clidean distance of the joint constellation set Ṡ ∪ S̈, the
8PSK constellation is rotated by a phase of π/8 [18]. The

5The variable and check node degree distributions are X1 = 0.00005 +
0.2043X + 0.5037X2 + 0.2902X7 and X2 = 0.1975X8 + 0.8025X9,
respectively. The parameter definitions follow those of [37].
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µfr,n→xn(xn) ∝ exp
{
Eb(xn−1),...,b(xn−L)

[
− 1

2σ2

∣∣rn −
(
fn(xn, x

∗
n) + xn(h0 + ψo▹▹n,n) + x∗nψ

▹▹o
n,n + εn,n

)∣∣2]}
≈ exp

{
Eb(xn−1),...,b(xn−L)

[
− 1

2σ2

∣∣rn −
(
xn[2x̂nx̂

∗
nh000 + 2x̂nψ

oo▹
n + x̂∗nψ

o▹o
n,n + h0 + ψo▹▹n,n]

+ x∗n[x̂
2
nh000 + x̂nψ

o▹o
n,n + ψ▹▹on,n]− 2x̂2nx̂

∗
nh000 − x̂2nψ

oo▹
n,n − x̂nx̂

∗
nψ

o▹o
n,n + εn,n

)∣∣2]}
≈ exp

{
− 1

2σ2

[
|xn|2

[
5|x̂n|4|h000|2 + |x̂n|2(2ψ̂o▹o,2n,n + 4ψ̂oo▹,2n,n ) + |h0|2 + ψo▹▹,2

n,n
+ ψ▹▹o,2

n,n
+ 2ℜ{|x̂n|2x̂n[4h∗

000ψ̂
oo▹
n,n + 3h000ψ̂

o▹o,2
n,n ]

+ 2x̂2nψ̂
oo▹
n,n(ψ̂

o▹o
n,n)

∗ + 2|x̂n|2h∗
000(h0 + ψo▹▹

n,n
) + x̂n[2ψ̂

oo▹
n,n(h0 + ψo▹▹

n,n
)∗ + (ψ̂o▹on,n)

∗(h0 + ψo▹▹
n,n

) + h000(ψ
▹▹o

n,n
)∗ + ψ̂o▹on,n(ψ

▹▹o

n,n
)∗] + h∗

0ψ
o▹▹

n,n
}
]

+ 2ℜ
{
x2n[ξ̂n,nζ̂

∗
n,n] + xn[ξ̂n,n(ρ̂n,n + ε̂n,n)

∗ + ζ̂∗n,n(ρ̂n,n + ε̂n,n)− r∗nξ̂n,n − rnζ̂
∗
n,n]

}]}
, exp

{
− 1

2σ2

[
φ̂1,1

rn,n
|xn|2 + 2ℜ

{
ϕ̂
2,0

rn,n
x2n + ϕ̂

1,0

rn,n
xn

}]}
. (26)

TABLE II
COMPARISONS OF COMPUTATIONAL COMPLEXITY (FOR EXAMPLE: L = 3, PA = 4, PB = 8 AND β = 4.)

L:DISPERSION DURATION; PA : MODULATION ORDER OF MODE A; PB :MODULATION ORDER OF MODE B; β:SIZE OF SLIDING WINDOW

Algorithm Complexity of the demodulator Value Complexity reduction compared to FB [28]
BP-MF O((L + 1)( 1

2L
3 + 7

2L
2 + 6L) + L2(PA + PB)) O(360) 78.8%

PL-BP-MF O( 3
2L

3 + 7L2 + 11
2 L + 3(PA + PB)) O(156) 90.8%

FB [28] O((PA + PB)L) O(1.7 × 103) −
Linear MMSE [43] O(β(β2 + PA + PB)) O(112) 93.3%

Nonlinear MMSE [36] O(β(β2 + ( 1
2L

3 + 7
2L

2 + 6L) + (PA + PB))) O(364) 78.6%

TABLE III
COMPARISONS OF COMPUTATIONAL COMPLEXITY OF DIFFERENT SCHEMES (FOR EXAMPLE: L = 3, PA = 4, PB = 8 AND β = 4.)

L:DISPERSION DURATION; PA : MODULATION ORDER OF MODE A; PB :MODULATION ORDER OF MODE B; β:SIZE OF SLIDING WINDOW

Schemes Complexity of the demodulator in BP-MF Value Complexity of the demodulator in PL-BP-MF Value
Sat-DMIM O[(L + 1)( 1

2L
3 + 7

2L
2 + 6L) + L2(PA + PB)] O(360) O( 3

2L
3 + 7L2 + 11

2 L + 3(PA + PB)) O(156)

Classical Satcom O[(L + 1)( 1
2L

3 + 7
2L

2 + 6L) + L2PS ] O(324) O[( 3
2L

3 + 7L2 + 11
2 L) + 3PS ] O(144)

Sat-IM O[(L + 1)( 1
2L

3 + 7
2L

2 + 6L) + L2(PIM + 1)] O(549) O[( 3
2L

3 + 7L2 + 11
2 L) + 3(PIM + 1)] O(219)
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Fig. 3. BER performance of classical 8PSK modulated Satcom, Sat-DMIM
(characterized by “(4, 2, 4, 8)”) and Sat-IM (characterized by “(4, 2, 32)”)
systems communicating over nonlinear dispersive satellite channels modeled
by Volterra model “Nonlinear Channel-I” [36]. Both the proposed BP-MF
and the existing FB [28] methods are evaluated. The effective throughput is 2
bits/symbol. The number of iterations is fixed at {TLDPC = 10, Tex(max) =
20}.

constellation design of the Sat-DMIM (4, 2, 4, 8) scheme is
Ṡ = {0.5671 + j0, 0 + j0.5671,−0.5671 + j0, 0 − j0.5671}
and S̈ = {1.1974 + j0.4960, 0.4960 + j1.1974,−0.4960 +
j1.1974,−1.1974 + j0.4960,−1.1974− j0.4960,−0.4960−

j1.1974, 0.4960 − j1.1974, 1.1974 − j0.4960}, where the
average transmit power of the joint constellation is fixed
to unity. For comparison, the BER curve of conventional
8PSK modulated Satcom (denoted by “Sat-8PSK”), yielding
the same transmission rate as that of Sat-DMIM (4, 2, 4, 8),
is plotted. Additionally, the BER of Satcom relying on the
single-mode-aided IM [9] (Sat-IM) is also provided. In the
Sat-IM system, only 2 out of 4 available indices are acti-
vated for transmitting 32QAM symbols (denoted by “Sat-IM
(4, 2, 32)”). The complexity comparison of the aforementioned
three schemes under the conditions of Fig. 3 is given in Table
III. The matched filter bounds of the aforementioned three
schemes are also shown, serving as benchmarks. Considering
that the FB equalizer of [28] is deemed to strike one of the best
performance vs. complexity trade-off in the Satcom literature,
the BER curve of Sat-DMIM relying on the FB equalizer
(denoted by “Sat-DMIM (FB)”) is also shown for comparison.
As seen from Fig. 3, in terms of matched filter bound,
the DM-aided IM scheme outperforms its single-mode-aided
and conventional single-carrier counterparts in the high-SNR
region, in agreement with the findings of [17], [18], [21]. This
confirms the BER advantage of the bits conveyed in the DM-
aided IM domain [6]. In dispersive nonlinear satellite channels,
the proposed BP-MF algorithm approaches the FB equalizer,
despite its much lower computational complexity (see Table.
II), which confirms the efficiency of our amalgamated message
passing method based iterative detection algorithm. Observe
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Fig. 4. The BER performance of the proposed BP-MF and PL-BP-MF
compared with existing Linear MMSE [43], Nonlinear MMSE [36], Nonlinear
SIC [26] and Gaussian approx. [35] algorithms. The Sat-DMIM system
(characterized by “(4, 2, 4, 8)”) communicates over nonlinear dispersive satel-
lite channels modeled by Volterra model “Nonlinear Channel-I” [36]. The
effective throughput is 2 bits/symbol. The number of iterations is fixed at
{TLDPC = 10, Tex(max) = 20}.

furthermore in Fig. 3 that similar to the phenomenon shown in
[18] for single-carrier systems over linear dispersive channels,
the BER degradation of Sat-DMIM with regard to the free-
ISI bound is lower than that of Sat-IM and Sat-8PSK for
transmission over dispersive nonlinear channels. More specifi-
cally, the performance advantage of the Sat-DMIM (4, 2, 4, 8)
scheme over the conventional Sat-8PSK and Sat-IM (4, 2, 32)
is approximately 1 dB and 1.5 dB, respectively, if the target
BER is 10−5. This means that using the proposed BP-MF
algorithm, the Sat-DMIM scheme’s capability of transmitting
a pair of distinguishable constellation modes indeed succeeds
in improving the performance over conventional Satcom at
a slightly higher complexity (see Table III), despite encoun-
tering dispersive channels and nonlinear distortions. Note that
although the Sat-IM scheme also implicitly conveys additional
information using the active indices in the IM domain, there
exist some deactivated time slots within each subframe [9],
which significantly limits the spectral efficiency of Sat-IM.
Therefore, Sat-IM has to employ the highest-order modulation
amongst the aforementioned schemes and thus exhibits the
worst BER performance, since higher order modulations tend
to experience more grave nonlinear distortions over satellite
channels [1].

In Fig. 4, the BER performance of the proposed BP-MF and
PL-BP-MF based iterative detection algorithms is compared
to that of the linear MMSE equalizer of [43] (denoted by
“Linear MMSE”), nonlinear equalizer of [36] (denoted by
“Nonlinear MMSE”) and nonlinear soft interference canceler
(SIC) of [26] (denoted by “Nonlinear SIC”). Additionally,
the BER curve of the Gaussian noise approximation based
approach of [35] (denoted by “Gaussian approx.”) is also
shown for comparison. The system parameters are the same as
in Fig. 3. It is seen that the Sat-DMIM performance degrades
significantly, if the effect of nonlinear distortions is ignored.

By regarding the nonlinear channels as additive Gaussian noise
channel associated with a signal attenuation, the approach of
[35] delivers better BER performance compared to the linear
MMSE receiver. However, the performance loss imposed by
this method is still considerable, because the Gaussian noise
channel approximation substantially deviates from the actual
channel. The nonlinear SIC of [26] improves the Sat-DMIM
performance by explicitly taking part of the nonlinear ISI
terms into account. We point out that the SIC method may
be viewed as a special case of the nonlinear MMSE equalizer
of [36], where the third-order interference terms are ignored
when computing the variance of the residual equalizer output
error. This explains the poor BER performance of nonlinear
SIC compared to nonlinear MMSE at high SNRs, where the
performance is mainly limited by the nonlinear distortions
instead of the additive white noise. Explicitly, it suffers from
an error floor at BER= 10−4. By using the nonlinear MMSE
method, the BER performance improves considerably at the
expense of an increased of complexity (see Table II). However,
it is inferior to the proposed BP-MF and PL-BP-MF methods.
One of the reasons is that the nonlinear MMSE only utilizes
the first- and second-order moments of data symbols, ignoring
the structured a priori information of the Sat-DMIM signal,
which is inherent in the DM-aided IM scheme. By contrast, the
proposed BP-MF and PL-BP-MF methods take full account of
the mode-selection pattern constraint and explicitly construct
the structured a priori probabilities of the Sat-DMIM signal
using the extrinsic information provided by the SISO decoder
from the previous iteration, see (7) and (8). The other reason
is that the expectation of the product of two symbol vectors
having different indices is approximated to be zero in the
nonlinear MMSE equalizer. In other words, the expectations
of the parameters ψo▹▹

n,n and ψ▹▹o
n,n are always set to zero and

they are not updated throughout the iterations. By contrast,
in the proposed BP-MF and PL-BP-MF algorithms, these two
parameters are iteratively updated for calculating the messages
passed from the variable node xn to the observation node frm .
We also observe that compared to BP-MF (without ignoring
high-order terms), the BER performance degradation of the
proposed low-complexity PL-BP-MF (with ignoring some
high-order terms) is modest, which confirms the efficiency of
the first-order Taylor series expansion approximation of the
nonlinear message µfr,n→xn(xn) following from (26) and the
simplification of the message parameters according to (22) and
(23).

Furthermore, Fig. 5 plots the BERs of the iterative detection
algorithms as a function of iteration index Tex (the number
of iterations between the SISO demodulation and the LDPC
decoding) under the conditions of Fig. 4. The SNR is fixed to
5.2 dB. Observe that there is an evident performance improve-
ment, upon increasing the number of iterations. As shown in
Fig. 5, the proposed BP-MF algorithm converges after about 5
iterations. This outcome indicates that 5 iterations on average
are sufficient to meet the pre-defined stopping criterion. The
convergence rate of the proposed low-complexity PL-BP-MF
is slighter lower. This outcome may be attributed to the fact
that the approximations of the message parameters in the PL-
BP-MF algorithm introduce some performance loss compared
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Fig. 5. The BER performance of the proposed BP-MF and PL-BP-
MF algorithms and existing methods versus iteration index Tex. The Sat-
DMIM system (characterized by “(4, 2, 4, 8)”) communicates over nonlinear
dispersive satellite channels modeled by Volterra model “Nonlinear Channel-
I” [36]. The effective throughput is 2 bits/symbol. The number of iterations
is fixed at TLDPC = 10.
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Fig. 6. The BER performance of the proposed BP-MF algorithm versus
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(characterized by “(4, 2, 4, 8)”) communicates over nonlinear dispersive satel-
lite channels modeled by Volterra model “Nonlinear Channel-I” [36]. The
effective throughput is 2 bits/symbol.

to BP-MF. Additionally, the convergence of the nonlinear
MMSE equalizer is slow compared to the proposed BP-MF,
which explains its poor BER performance at high SNRs as
seen in Fig. 4.

In Fig. 6, we evaluate the BER performance of the proposed
BP-MF algorithm with various combinations of TLDPC and
Tex, where the total number of iterations is T = TLDPC · Tex.
The SNRs 4.5dB, 5dB and 5.2dB are considered. As shown
in Fig. 6, when Tex ≤ 5, an improved BER is attained by
increasing Tex at a fixed TLDPC, see {TLDPC = 50, Tex = 1}
and {TLDPC = 50, Tex = 2} at Eb/N0 = 5.2dB. However,
there will be no further performance gain from subsequent Tex
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Fig. 7. BER performance of Sat-DMIM (characterized by “(4, 2, 4, 8)”),
1+7APSK modulated Satcom [50] and Sat-DMIM using the mode-selection
mapping method of [17] communicating over nonlinear dispersive satellite
channels modeled by Volterra model “Nonlinear Channel-I” [36]. Both
proposed BP-MF and PL-BP-MF methods are studied for comparison. The
number of iterations is fixed at {TLDPC = 10, Tex(max) = 20}.

iterations, see {TLDPC = 10, Tex = 5}, {TLDPC = 10, Tex =
10} and {TLDPC = 10, Tex = 25}. This trend is similar to that
in Fig. 5. By contrast, when TLDPC ≥ 10, some performance
loss may be introduced if TLDPC is too large at a fixed Tex,
see {TLDPC = 10, Tex = 5} and {TLDPC = 50, Tex = 5} at
Eb/N0 = 5dB. We observe that TLDPC = 10 is sufficient for
the proposed BP-MF method. This can be explained by the
fact that the LDPC decoder tends to be over-confident when
TLDPC is large. Finally, using an unnecessarily high number
of LDPC iterations slows down its operation and dissipates
more power.

In Fig. 7, we apply our reduced-complexity PL-BP-MF iter-
ative detection algorithm to the Sat-DMIM (4, 2, 4, 8) scheme
and compare the BER performance attained to that of the
conventional Satcom relying on an optimized 1+7APSK con-
stellation (denoted by “Sat-(1 + 7APSK)”) that was proposed
in [50]. Additionally, the BER curve of the existing DM-aided
IM scheme applying the mode-selection mapping method of
[17] (denoted by “DMIM in [17]”) is also shown in Fig. 7
for comparison. We can observe from Fig. 7 that the there
is an evident performance improvement when applying the
DMIM technique using an optimized mode-selection mapping
method in nonlinear channels. Specifically, the Sat-DMIM
scheme achieves about 0.5 dB better performance than the
Satcom system using 1 + 7APSK at a BER of 10−5. The
single-carrier system using the DMIM scheme of [17] has the
worst BER performance amongst the aforementioned schemes,
due to the error propagation introduced by the mapping rule
applied between the IM bits and mode-selection patterns. More
specifically, an incorrect detection of IM bits usually results
in an incorrect detection of the PSK/QAM symbols. As a
result, the BER performance of the DMIM scheme of [17]
is degraded, especially for different constellation orders in the
presence of nonlinear distortions.

Fig. 8 shows the extrinsic information transfer chart (EX-
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7APSK modulated Satcom [50] and Sat-DMIM relying on the proposed BP-
MF and PL-BP-MF methods. The decoding trajectories are portrayed between
the inner demodulator’s EXIT curves and the outer LDPC decoder’s EXIT
curve at Eb/N0 = 5.25 dB. The number of iterations is fixed at TLDPC =
10.

IT)6 curves [51] of the Sat-DMIM (4, 2, 4, 8) scheme’s inner
demodulator using the proposed PL-BP-MF method for SNR
values spanning from 5 dB to = 5.5 dB with a step size of 0.25
dB. The EXIT curves of the existing Sat-(1 + 7APSK) [50]
and DMIM schemes relying on the mode-selection mapping
method of [17] used in Fig. 7 are plotted at SNR= 5.5
dB for comparison. The EXIT curve of the 2/3-rate LDPC
decoder is also portrayed. Additionally, Fig. 8 shows the
Monte-Carlo simulation-based decoding trajectories of the Sat-
DMIM (4, 2, 4, 8) system visualizing the extrinsic information
exchange between the inner demodulator and the outer LDPC
decoder recorded at SNR= 5.25 dB for the proposed BP-
MF and PL-BP-MF, respectively. Observe that using the PL-
BP-MF method advocated, there is no open tunnel between
the inner decoder’s curve and the outer decoder’s curve at
SNR= 5.5 dB for the Sat-(1 + 7APSK) and DMIM scheme
of [17]. By contrast, an open tunnel is seen in the Sat-DMIM
(4, 2, 4, 8) system for SNRs beyond 5 dB. According to the
open tunnel recorded at SNR= 5.25 dB, the BP-MF iterative
detector is expected to converge faster than PL-BP-MF.

VI. CONCLUSIONS

We proposed an amalgamated BP-MF message passing
algorithm based iterative detector for single-carrier system-
s relying on DM-aided IM communicating over dispersive
nonlinear satellite channels. By taking full account of the
mode-selection pattern constraint, the structured nature of the
a priori information of the Sat-DMIM signal gleaned from
the SISO decoder was explicitly exploited. Based on this, the

6The EXIT charts allow us to analyze the convergence behavior of iterative-
ly decoded systems, where the exchange of extrinsic information between the
inner demodulator and the LDPC decoder can be visualized by calculating the
mutual information between hard-decision based information bits and the soft
values [51]. The Eb/N0 at which a semi-convergent tunnel starts to appear
is referred to as the average mutual information (AMI) limit.

associated factor graph was conceived by factorizing the joint
a posteriori pdf of the information bits, of the coded bits
and of the Sat-DMIM symbols. The BP method was applied
both at the mode-selection pattern constraint nodes and at the
conventional PSK/QAM modulation constraint nodes, while
the MF technique was invoked at the observation nodes for
decoupling the Sat-DMIM symbols. For further reducing the
complexity, the complicated nonlinear messages are updated
by simplifying the message parameters and approximating
the high-order ISI terms using the first-order Taylor series
expansion method. Our simulation results showed that the
proposed BP-MF approaches the FB equalizer’s performance,
despite its lower computational complexity, as shown in Table
II. Compared to the existing linear MMSE, nonlinear MMSE,
nonlinear SIC and Gaussian noise approximation based meth-
ods which were originally designed for conventional Satcom
and then were extended here to the Sat-DMIM schemes, the
proposed methods beneficially improve the BER performance.
We also demonstrated the robustness of the proposed Sat-
DMIM scheme compared to its conventional Satcom and
single-mode-aided Sat-IM counterparts.
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