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Abstract: Alzheimer’s disease (AD) is considered as progressing brain disease, which can be slowed down with the 

early detection and proper treatment by identifying the early symptoms. Language change serves as an early sign that 

a patient’s cognitive functions have been impacted, potentially leading to early detection. The effects of language 

changes are being studied thoroughly in the English language to analyze the linguistic patterns in AD patients using 

Natural Language Processing (NLP). However, it has not been much explored in local languages and low-resourced 

languages like Nepali. In this paper, we have created a novel dataset on low resources language, i.e., Nepali, consisting 

of transcripts of the AD patients and control normal subjects. We have also presented baselines by applying various 

machine learning (ML) and deep learning (DL) algorithms on a novel dataset for the early detection of AD. The 

proposed work incorporates the speech decline of AD patients in order to classify them as control subjects or AD 

patients. This study makes an effective conclusion that the difficulty in processing information of AD patients reflects 

in their speech narratives of patients while describing a picture. The dataset is made publicly available. 

Keywords: Alzheimer’s Disease, Deep Learning, Natural Language Processing, Machine Learning, Nepali Language, 
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1. Introduction 

Alzheimer’s disease (AD) is a progressive neurodegenerative condition affecting more than 50 

million population across the globe. With someone developing the disease every three seconds, 

AD renders to be the most common form of dementia [1]. According to the 2018 World Alzheimer 

Report [2], the number of patients suffering from AD will cross the mark of 150 million by 2050, 

and the cost of treatment of Alzheimer’s Disease is expected to cross 2 trillion US dollars by 2030. 

Currently, there aren’t any approved drugs that can cure or completely stop how AD progresses 

[3]. However, there are some drugs and medications that can aid patients who are diagnosed in the 

earlier stages of AD. The early diagnosis of AD thus also helps in better management of the disease 

for both patients and caretakers. Hence, it is extremely necessary to find out the methods for the 

early diagnosis of AD for our aging society. AD patients show a wide range of symptoms due to 

the changes in the cortical anatomy [4]. One of the essential early indications of AD is cognitive 

impairment. Such cognitive impairments are mostly due to biological factors like atrophies in the 

various regions of the brain [5]. For example, atrophies in the left anterior temporal lobe impair 

naming tasks, such as picture description problems [6]. Such atrophies in the brain regions can be 

detected only by imaging techniques such as Magnetic Resonance Imaging (MRI) or Computed 

Tomography (CT) scans of the brain. Analyzing such imaging modalities would help us to classify 

the AD patients from the CN subjects, but analyzing them should be highly mediated by medical 

personnel. On the other hand, the patients with cognitive impairments show some visible 

symptoms like aphasia or limited ability in producing and understanding speech even for day-to-

day tasks [7]. Such cognitive impairment is also often characterized by semantic memory deficits 



and is mostly evidenced by naming impairment and the use of substitution words [8]. AD patients 

tend to reduce the amount of information, and such impaired subjects tend to use reduced working 

vocabulary. These impairments become noticeably evident with the progression of AD. Faber-

Langendoen et al. [9], in the study of aphasia in AD patients, found out that 100% of the AD 

patients and 36% of the patients with mild cognitive impairment (MCI) had problems aphasia 

whose severity increased with increased severity of dementia. Such anomalies in linguistic features 

of speech produced by AD patients can be leveraged in building intelligent predictive systems for 

the diagnosis of AD in earlier stages. 

Ahmed et al. [10] found that more than two-thirds of the participants showed significant changes 

in speech production way earlier before the medical diagnosis of AD. The speech patterns were 

significant as early as one year before the diagnosis of AD. Thus, speech can be a simple yet most 

prominent feature that can be used to build a powerful model for AD diagnosis. Kirshner et al. 

[11] found that all the participants had naming impairments despite absolutely normal speech in 

other respects. So, picture description tasks that heavily involve naming and identifying objects 

can be useful for learning the problems in speech. Also, thematic coherence, the ability of the 

speaker to maintain flow or theme in their speech, is heavily impaired in AD patients [12]. Their 

discourse lacked coherence as compared to CN (Control Normal) individuals. Currently, there are 

various neuropsychological tests available to assess the cognitive abilities of patients with AD. 

Some of the most widely used tests are Mini-mental State Examination (MMSE) [13], Rowland 

Universal Dementia Assessment Scale (RUDAS) [14], Alzheimer's Disease Assessment Scale-

Cognitive (ADAS-Cog) [15], etc. The neuropsychological tests are mostly general, and since the 

memory impairment cannot be assessed with narrow criteria, the questions in such tests cannot 

assess cognitive abilities effectively. The same set of questions does not fit all the patients because 

the questions in which one patient may excel can be found difficult by other patients [16]. Also, 

most neuropsychological tests are used for an extended period and require psychologists or trained 

personnel to intervene throughout the assessment process. Similarly, ethics over the collection of 

personal information in neuropsychological assessment is also a problem to be looked upon. 

Moreover, AD diagnosis becomes difficult in times when the patients keep the symptoms to 

themselves only [2]. In such scenarios, the assessment of cognitive impairment can be done using 

self-generated speech on problems like picture description tasks [6].  

When psychologists try to use naturally spoken language for the analysis of dementia or AD, it 

takes much time because of different linguistic patterns for different individuals. When 

computational linguistics is used for this purpose, the learning models trained on a large corpus of 

speech transcripts can show promising results as such models can be instrumental in learning the 

pattern in speech narratives of the subjects. Natural Language Processing (NLP) can hence be an 

alternative as well as a more appropriate technique for analyzing and interpreting the AD patient’s 

speech. With computers becoming faster and faster, the speech narratives of subjects under study 

can be processed using NLP in real-time for the detection of AD. With the prospects of NLP being 

explored for mental illnesses like depression or schizophrenia, NLP can thus be significantly useful 

in improving the care delivery system for AD as well [17].  Apart from the difficulties in carrying 

out daily activities due to the severe symptoms of AD, it also poses an unprecedented burden and 

stigma upon those diagnosed with the disease. This study is also in the direction of lessening the 

stigma around AD by leveraging NLP tools. Due to the very limited amount of work done in the 

South Asian region and especially in low resources languages, the study employs a work-around 

for procuring data and underlying NLP experiments for the purpose. The dataset we have created 

is a translation from the pre-existing DementiaBank dataset in the English language. The 



motivation behind this work is majorly the use of automation and mainly NLP for detection of AD 

in the low-resource language, as the advanced computational tools are still lagging in this region. 

This way of detecting AD is fast, cost-effective, and very accurate. If this approach can be 

demonstrated, it would provide an economic augmentation to both traditional assessments and 

primary data collection in AD detection on several under-resourced languages in various regions 

of the world. 

The main contributions of the paper are: 

• A novel manually annotated Alzheimer’s disease dataset for low resource language, i.e., 

Nepalese, consisting of 168 Alzheimer’s disease patients and 98 Control normal subjects, 

is presented. The dataset is made publicly available to the research community. 

• An NLP-based framework is presented for the early detection of AD patients using Nepali 

transcripts and developed a visualization of content present in textual data. In addition to 

this, a word cloud of the most common words is presented to give qualitative analysis. 

• The performance of different state-of-the-art machine learning-based textual classification 

mechanisms are presented with the baseline results. 

Section 2 of the paper describes the works that have been done to detect AD from the linguistic 

features of the speech. The literature includes the work done using speech and transcripts for early 

detection of AD. Section 3 describes the methodology that has been used in this paper. The 

experimental results are discussed in section 4, and section 5 is the conclusion section that 

summarizes the findings of the paper, along with the future works that need to be done. 

2. Related Works 

In recent times, there have been various research going around in the task of the early diagnosis of 

AD using speech narratives of the subjects under study. In the last decade or so, much research is 

being conducted to figure out ways for the detection of AD using speech and linguistic features as 

the impairment of speech is one of the earliest symptoms of AD or Mild Cognitive Impairment 

(MCI). Thus, various machine learning (ML) methods are being used to detect anomalies in the 

speech narratives of subjects under study. Orimaye et al. [18] took syntactic, lexical, and n-gram 

based features for building the diagnostic model. The n-gram models had improved performance 

as compared to those models which used syntactic and lexical features alone. Using the top 1000 

n-gram features, the model gave the Area Under Curve (AUC) value of 0.930, which was estimated 

using the Leave-Pair-Out Cross-Validation (LPOCV) technique. Also, Vincze et al. [19] used 

transcripts to classify patients with MCI and AD. The importance of morphological and speech-

based features was highlighted in the research. Using only statistically significant features, Support 

Vector Machines (SVM) provided accuracy as high as 75%. These previously mentioned works 

used machine learning models. ML techniques require hand-crafted features. Such hand-crafted 

features vary extensively because of the different levels of expertise of the researchers in the 

diagnosis of AD. Also, hand-picked features are very easily outdated as the culture and language 

keep evolving continuously.  

To overcome this drawback of using ML methods for the diagnosis of AD using transcripts of 

speech, some of the recent works have used intelligent deep learning models which can learn the 

intrinsic complexities of speech transcripts to automatically identify the linguistic features that 

reflect in narratives of AD patients with multiple levels of abstraction. Fritsch et al. [20] used a 



neural network language model (NNLM) with Long Short-Term Memory (LSTM) cells to enhance 

the statistical approach of n-gram language models. The model was evaluated by measuring its 

perplexity. The scripts were evaluated by the model in a Leave-One-Out Cross-Validation 

(LOOCV) scheme. The perplexity values showed that the model could classify the AD and CN 

subjects with an accuracy of 85.6%. This suggests that the AD patients described the picture in an 

unexpected manner leading to unpredictable language structures that resulted in higher perplexity 

values. Chen et al. [21] proposed an attention-based hybrid network for automatic detection of 

AD. The hybrid model of attention-based Convolutional Neural Networks (CNN) and attention-

based Bidirectional Gated Recurrent Unit (BiGRU) categorized the transcripts with an accuracy 

of 97.4%. The paper suggests that including attention mechanisms allowed the network to 

emphasize the decisive features of the subjects. Much work has been done in the English language, 

and some of the experiments have resulted in state-of-the-art (SOTA) models. The linguistic 

components of the English language, which affect the classification of CN vs. MCI vs. AD, are 

well explored. On the other hand, the research for the early detection of AD using linguistic 

features in languages other than English is not well explored. According to WHO, among the total 

number of dementia patients worldwide, 58% of the patients are from low and middle-income 

generating countries [22]. Building models only in the English language would leave a 

considerable fraction of the population without diagnostic tools that use NLP. 

Much work has been done in major languages like Mandarin Chinese, German [23], Hungarian 

[24], etc. For instance, Liu et al. [25] used a dependency network approach to examine syntactic 

impairments of Chinese AD patients. Most of the AD patients showed regular syntactic 

impairments, which is evidence that there is language deterioration. Apart from Chinese, linguistic 

and acoustic features have been explored in various other languages like German [23], Hungarian  

[24], etc. There have also been researches on how spontaneous speech in various languages can be 

used in the analysis of AD through speech. Weiner et al. [23] used spontaneous conversational 

speeches in the German language to build models. Using Linear Discriminant Analysis (LDA) 

classifier with singular value decomposition, the researchers could get an F1-score of 0.800. They, 

however, used models for three classes classification viz. Control Normal (CN), Aging-associated 

Cognitive Decline (AACD), and Alzheimer’s Disease (AD). Similarly, low resource language 

researchers have researched this domain using telephonic conversations also. Khodabakhsh et al. 

[26] used 10 minutes of telephonic conversations recorded using microphones for Turkish 

speakers. The texts were manually transcribed, and the learning algorithms were used. With 

conversational recording transcripts of 20 AD patients and 20 healthy individuals, the models were 

built. The features like hesitation and puzzlement features, Part of Speech (POS) based features, 

unintelligible word rate, complexity features like phonemes per word, etc., were used. They used 

algorithms like Support Vector Machine (SVM), LDA, and decision trees. With the LOOCV 

scheme, the researchers were able to get accuracy as high as 90%. It can be seen that there have 

been many initiatives to build models in multiple languages. However, there has not been any 

research in this domain in the South Asian regional languages. For a low-resource language like 

Nepali, where there is very limited research in NLP, this work in the detection of AD using speech 

narratives by exploiting linguistic cues is the first of its kind. 

3. Methodology 

The proposed framework for the experiment is as shown in Fig. 1. The process starts with data 

collection, which involves extracting the transcripts from the dementia bank and translating them 

into the Nepali language. The text is further pre-processed, and features are extracted. Similarly, 



the models are trained and tested using a 10-fold stratified cross-validation scheme. After that, the 

various performance measures like precision, recall, accuracy, and F1-score are calculated. The 

components of the framework are explained below in great detail. 

 

Fig. 1 Flow diagram of the Framework Used in Experiment 

 

3.1 Data Collection 

In this study, DementiaBank’s Pitt Corpus has been utilized. The DementiaBank is one of the 

largest available datasets of audio recordings and transcripts of subjects who participated in the 

research conducted by Becker et al. [27] of the University of Pittsburgh School of Medicine. The 

recordings were manually transcribed by the CHAT protocol  [28]. CHAT stands for (Codes for 

the Human Analysis of Transcripts), which was the format used for the CHILDES (Child 

Language Data Exchange System). 

This study uses the transcripts of audio recordings for the Cookie Theft picture description task 

explicitly. The cookie theft description task was first used by the Boston Diagnostic Aphasia 

Examination protocol and hence mentioned as the Boston Cookie Theft picture description task in 

literature [29]. In this task, participants were asked to describe the kitchen scene, as shown in Fig. 

2. There were 292 participants in this study conducted by the University of Pittsburgh School of 

Medicine. Among 292 participants, 194 had at least one sort of dementia. Some of the participants 

had several recording sessions. Thus, the dementia category consists of 309 transcripts. Since this 

study deals with AD diagnosis, only the transcripts of patients with AD are taken. So, 255 CHAT 

transcripts belonging to 168 AD patients were taken. Similarly, there were 244 transcripts from 98 

CN participants used in this experiment. Furthermore, all the participants of Becker’s [27] study 

were over the age of 44 and had a minimum MMSE score of 10. The demographic information 

about the subjects under study can be shown in Table 1. The mean of attributes, along with their 



standard deviation, can also be found in Table 1. 

 

Table 1. Demographic information of subjects from Dementia Bank 

Attributes Control Normal (CN) Alzheimer’s Disease (AD) 

No. of participants 98 CN subjects 168 AD patients 

Gender 31M / 67F 55M / 113F 

Age 64.7 (7.6) 71.2 (8.4) 

Education 14.0 (2.3) 12.2 (2.6) 

MMSE 29.1 (1.1) 19.9 (4.2) 

Originally, the available transcripts of the recordings are available in the English language, which 

was translated into the Nepali language for this study. The translations were done by two native 

Nepali language speakers who had at least 13 years of formal education in the Nepali language. 

Translating the entire dataset took around eighty-four hours. After the entire translation, they were 

again sent for verification to an independent linguistic expert, who assessed and verified the 

adequacy of the translations. We chose manual translation, as this has a better chance of capturing 

cultural nuances required for the target language. Justification in the literature will be shown in the 

Discussion section. Here, we will urge the readers to take this at face value and move forward. 

 

An example of the manual translation of each category is shown in Table 2(a). Words such as uhm, 

uhh, and other pause words were not removed and translated as it is. Such words are not removed 

from translation to retain more accurate transcripts of the actual recordings. Khodabakhsh [30] 

Fig. 2 Cookie Theft Picture 



suggested that such filter sounds like uhm, uhh, etc., are used more often by AD subjects and form 

a significant feature in their speech. AD patients tend to use longer pauses than cognitively normal 

individuals. The repetitions, linguistics, and syntactic errors and the words that depict confusion 

of the AD participants have been translated as they are to retain the originality. The transcripts 

have been translated in a way that maximum linguistic characteristics are preserved. However, the 

annotations in the transcripts, such as clears throats, laughs, etc., have not been included as they 

are not a part of the linguistic feature used by the subjects. The ten most frequently used words are 

given in Table 3, with their number of occurrences.  

We have also developed a dataset by machine translation (google translate) for comparison. The 

manual and machine translations are being compared in Tables 2(a) and Tables 2(b). The 

translations from google translate did not show the accurate translation of the text. Moreover, in 

many of the NLP tasks that require annotations, machine translation fails to show accurate 

translation at par with human translation. Even though the translations involving deep learning 

methods provide substantial advantages, they still lack human performance on data that require 

cultural nuances to be preserved [31]. Hence, manual translation was incorporated into the study 

for better perseverance and assertion of the general tone of the texts. The word clouds of the 

English and Nepali texts are shown in Fig 3. Fig. 3 (a) shows the word cloud of the transcripts of 

CN individuals, and Fig. 3 (b) shows the word cloud of the transcripts of AD patients in the English 

language. Similarly, Fig. 3 (c) and Fig. 3 (d) represent the transcripts in the Nepali language by 

CN and AD subjects, respectively.  

 

 

 

 

 

 

Table 2 (a). Examples of the Manual Translation of the DementiaBank 

CHAT ID English Sentence Nepali Sentence 

015-2.cha 

you have two children and the boy is on a stool getting 

to the cookie jar. and the stool is tilting over and he's 

probably going to fall. his mother in the meantime is 

wiping dishes, looking out what is obviously the 

kitchen window. she has the water on in the sink and 

the sink is overflowing. there are two cups and one 

plate sitting on the sink. the little girl is laughing at the 

little boy who's getting into the cookie jar and is going 

to fall. 

दुईजना बच्चाहरू छन् र केटो कुर्सीमा चढेर 

कुकी जारबाट कुकी लिन खोलजरहेको छ कुर्सी 

बालिएको छ र ऊ र्सायद िड्ने वािा छ उर्सकी 

आमा यो र्समयमा भााँडा पुसै्द छे ऊ झ्याि 

बालहर हेरररहेकी छे लर्सिंकमा पानी छ र पानी 

भररएको छ लर्सिंकमा दुईवटा कप र एउटा पे्लट 

छ र्सानी केटी र्सानो केटो मालि हााँलर्सरहेकी छे 

ऊ कुकी लिाँदै छ र िड्ने वािा छ 

472-0.cha 

the boy and the girl are playing and he's gonna fall 

down off the ladder. and the mother's washing the 

dishes and it's flying out over the sink down to the 

floor. what else do you want me to tell you whatever 

you see happening. yeah that's it. 

केटो र केटी खेलिरहेका छन् अलन ऊ भर्‍याङ 

बाट िड्नेवािा छ अलन आमा भााँडा 

मालिरहेकी छे अलन त्यो लर्सिंकबाट मािी 

उलडरहेको छ, भुइाँमा पुलिरहेको छ अरू के 

चाहन्छौ लक म भनौ ाँ भनेर.. यलि हो 



Table 2 (b). Examples of the Google Translate Translations of the DementiaBank 

CHAT ID English Sentence Nepali Sentence 

015-2.cha 

you have two children and the boy is on a stool getting 

to the cookie jar. and the stool is tilting over and he's 

probably going to fall. his mother in the meantime is 

wiping dishes, looking out what is obviously the 

kitchen window. she has the water on in the sink and 

the sink is overflowing. there are two cups and one 

plate sitting on the sink. the little girl is laughing at the 

little boy who's getting into the cookie jar and is going 

to fall. 

तपाईंका दुई बच्चाहरू छन् र केटा सू्टलमा 

कुकी जारमा पुगिरहेको छ। र मल मागि 

झुकेको छ र ऊ सायद खसै्दछ। यस बीचमा 

उनकी आमा भान्साकोठा पुगछरहेकी गछन्, 

स्पष्ट रूपमा भान्साको झ्याल हेदै। उसको 

गसङ्कमा पानी छ र गसङ्क भररएको छ। त्यहााँ 

गसङ्कमा दुई कप र एउटा पे्लट छ। सानो केटी 

कुकीको भााँडोमा पसेको सानो केटालाई देखेर 

हााँसै्द छ। 

472-0.cha 

the boy and the girl are playing and he's gonna fall 

down off the ladder. and the mother's washing the 

dishes and it's flying out over the sink down to the 

floor. what else do you want me to tell you whatever 

you see happening. yeah that's it. 

केटा र केटी खेगलरहेका छन् र ऊ भयााङबाट 

तल खसे्नछ। र आमाले भााँडा धुाँदै हुनुहुन्छ र यो 

गसङ्क मागि भुइाँमा उगडरहेको छ। अरु के 

चाहान्छौ म गतमीलाई जे भइरहेछ देख्छु। हो त्यो 

हो। 

 

Table 3: top 10 most used words in the transcript 

Words Number of Appearances 

कुकी (cookie) 1092 

भााँडा (utensil) 588 

पानी (water) 580 

केटो (boy) 448 

आमा (mother) 384 

केटी (girl) 326 

कुर्सी (chair) 276 

बालहर (outside) 252 

र्सानी (small) 222 

र्सायद (maybe) 213 

 



  

(a) Word Cloud of CN English Text (b) Word Cloud of AD English Text 

  

(c) Word Cloud of CN Nepali Text (d) Word Cloud of AD Nepali Text 

Fig 3. The word clouds of the English and Nepali texts  

 

3.2 Data Preprocessing 

The preprocessing step usually includes the removal of filter words, unnecessary noise, and 

unwanted information that does not add any value to the true meaning of the text [32]. In the 

English language, a major preprocessing step would be to make all the words uppercase or 

lowercase. The Nepali language is a case insensitive language. Hence, it does not require any such 

conversion. In this study, as a preprocessing step, the punctuation marks like commas, semicolons, 

etc., that do not add any semantic meaning to the text are removed. Another general practice in 

classification tasks using NLP involves removing stop words, which usually helps improve 

performance metrics. Since AD vs. CN is also a text classification task, anyone would think of 

proceeding with preprocessing the text by removing the stop words. The domain knowledge of 

AD helps tackle the ways to preprocess the CHAT transcripts used in this study. The AD patients 

tend to repeat stop words like ‘and, ‘therefore,’ etc. more often, and in this experiment, stop words 

are not removed since they preserve the linguistic characteristics of AD patients [30].  

 

 



3.3 Feature Extraction 

Text feature extraction is the process of extracting a list of words and creating a vocabulary from 

the text data [33]. These words are transformed into a feature set that a classifier can use. In this 

experiment, word statistics-based feature extraction techniques have been used. Vectorization 

techniques are used to transform the words into vectors. They give positional weights to the words 

used in the text data. Similarly, word embeddings are a way of transforming words into vectors by 

capturing the similarity between words. Words with similar meanings appear in the same feature 

space. The various feature extraction techniques used in this experiment have been discussed 

below: 

3.3.1 Vectorization Methods 

The experiment uses two popular vectorization methods, namely CountVectorizer and Term 

Frequency Inverse Document Frequency (TF-IDF). CountVectorizer is used to build a dictionary 

of known words from the test dataset. It is also used to encode the new documents using the 

vocabulary [34]. CountVectorizer tokenizes and creates a respective vector representation of each 

word fed to a machine learning model. TF-IDF is another popular vectorization technique for 

generating vector representations of the text [35]. TF-IDF represents the importance of a word to 

a document. It does so by being able to count the number of occurrences. TF-IDF punishes the 

words that are used very often in the documents, hence being able to give more weightage to the 

words that are more relevant and important to a particular document.  

3.3.2 Word embeddings 

After the text is preprocessed, real-valued vectors are assigned to words or phrases using word 

embeddings. Word embeddings are based on the idea that if features have similar meanings, it is 

useful to represent the features to depict this similarity [36]. Bengio et al. [37] proposed a 

probabilistic neural model where the words in the vocabulary were mapped to a distributed word 

feature vector. The feature vector represents several aspects of the word. These features are smaller 

than the size of the vocabulary. This study makes use of the two most efficient word embeddings 

viz. Word2Vec and fastText. Both the pre-trained and domain-specific Word2Vec [38] and 

fastText [39] models are trained to produce embeddings.  

Domain-specific Embeddings: Domain-specific embeddings are trained on the dataset being used. 

It has been found that the pre-trained word embeddings perform very well in a large text corpus, 

but in sparse and specialized texts, the pre-trained word embeddings generally fail to produce 

appropriate vectors [40]. In this study, 300-dimensional embeddings have been used for both 

Word2Vec and fastText embeddings, and the maximum length is set to 270. Gensim [41] library 

is used to generate Word2Vec and fastText models from the text used in the study. 

Pre-trained Embeddings: The pre-trained Nepali Word2Vec model created by Lamsal [42] is used 

in the study. This pre-trained Word2Vec model has 300-dimensional vectors for more than 0.5 

million Nepali words and phrases. The embedding dimension is 300, and continuous bag-of-words 

(CBOW) architecture was used to create the given Word2Vec model. Similarly, for the pre-trained 

fastText embeddings, the pre-trained word vectors trained on Common Crawl and Wikipedia using 

fastText were used [39]. The model was trained by using CBOW with position-weights, in 

dimension 300, with character n-grams of length 5, a window of size 5, and 10 negatives. 

3.3 Learning Models (Classifiers) 

For the classification of the transcripts of CN and AD patients, some learning models should be 



used. In this paper, both machine learning models and deep learning models were used to find the 

better model that would classify the transcripts with greater accuracy. 

3.3.1 Machine Learning Baselines 

Since the work of such classification in the Nepali language is the first of its kind, machine learning 

baselines are taken to evaluate the performance of machine learning algorithms in the delineation 

of the transcripts of AD patients from that of CN subjects. The machine learning algorithms like 

Decision Tree (DT) [43], K-Nearest Neighbors (KNN) [44], Support Vector Machines (SVM) 

[45], and Naïve Bayes (NB) [46] were used. Also, ensemble learners like Random Forest (RF)  

43], AdaBoost [47], and XGBoost (XGB) [48] were used. Apart from the traditional vectorization 

techniques, such as CountVectorizer and TF-IDF vectorizer, word embeddings were also used for 

vectorizing the input text to feed them to the machine learning model. 

3.3.2 Deep Learning Models 

The deep learning models have recently shown very promising results in text classification, 

especially when the classification tasks deal with intrinsic and complex details of the linguistic 

features in the text. In our experimentation, three deep learning models have been used, viz, 

Convolutional Neural Network (CNN) [49], Bidirectional Long Short-Term Memory (BiLSTM) 

[50], and a combination of CNN and BiLSTM [51]. 

Convolutional Neural Network: Convolutional Neural Network (CNN) is a deep neural network 

architecture that uses layers with convolving filters. CNNs have been traditionally used for 

computer vision for identifying images. However, CNNs have also proven to be significantly 

useful for NLP. They have been used for various NLP tasks such as semantic parsing, search query 

retrieval, sentence modeling, and other traditional NLP tasks. The convolving filters, as well as 

applying max-pooling extract relevant n-gram features of the texts used. The input of the 

convolutional layer is the vector produced by word embeddings. A one-dimensional Convolutional 

Neural Network has been used in this study. As a 300-dimensional embedding with a maximum 

length of 270 has been used in this study, the input size is a matrix of size 270x300. Four 

convolutional layers with ReLu as the activation function have been used, and after every two 

layers, a max-pooling [52] of size three was done. For kernel regularization, L2 regularizers have 

been used. The optimizer used is Adam [53]. After flattening the convolutional layers, the output 

is connected to a fully connected dense layer. The softmax function is used in the output layer to 

predict the probabilities of the CN and AD categories. The number of epochs and batch size has 

been fixed to 20 and 50, respectively, for all embeddings. 

Kim’s Architecture: Apart from the CNN model mentioned above, the famous Kim’s CNN 

architecture [54] has also been used. In Kim’s architecture, after every convolutional layer, max-

pooling is applied. In this experiment, three convolutional layers with tanh as the activation 

function have been used, and after each layer, a max pool of filter size three has been applied. 

After the last max pool filter, the flatten layer reshapes the input size, followed by the dropout 

layer with a rate of 0.5. The dropout layer randomly sets inputs to 0 and prevents overfitting. The 

output layer has softmax as the activation function that transforms the results into probabilities of 

each class. The number of epochs and batch size has been fixed to 20 and 50, respectively. 

BiDirectional Long Short-Term Memory (BiLSTM): Unlike Long Short-Term Memory (LSTM)  

[55], in BiLSTMs, the signal propagates in both directions, i.e., backward and forward. BiLSTMs 

train first on the input sequence and then on the reversed input sequence. The forget, input, and 



output gates and the cell states decide what information to throw away, update the cells, and then 

produce the output by carrying only the relevant information. In this work, four BiLSTM cells 

with 16, 8, 4, and 2 nodes subsequently and tanh as the activation function have been used. The 

input is the same as the convolutional layer, i.e., 270x300 dimensional vector of word embeddings. 

After the first BiLSTM layer, a dropout with a 0.5 rate has been used for regularization. After the 

three BiLSTM layers, again, a dropout of 0.25 has been used. The output of the BiLSTM cell has 

been connected to a dense layer with four nodes and ReLU as the activation function. The output 

layer has softmax as the activation function in order to predict probabilities for the two categories. 

To prevent overfitting, L2 regularizers have been used. Similarly, for optimization, an Adam 

optimizer has been used. The number of epochs and batch size has been fixed to 20 and 50, 

respectively, for all embeddings. 

 

CNN with BiLSTM cells: CNNs learn the local features of the text, and RNNs learn long-term 

dependencies. Combining these architectures can better perform in various NLP tasks such as 

sentiment analysis and text classification [56]. In this experiment, four convolutional layers and 

two BiLSTM cells have been used. The word embeddings are fed to the convolutional layer. After 

every two convolutional layers, a max-pooling of size three has been applied. To prevent 

overfitting, L2 regularizers have been used in both networks. Tanh has been used as the activation 

function for the BiLSTM cells. After the first BiLSTM cell, batch normalization [57] has been 

done. Adam optimizer has been used. The output of the BiLSTM cell has been connected to a fully 

dense layer with ReLu as the activation function and twenty nodes. One more dense layer has been 

added with ReLU as the activation function with ten nodes. The softmax function in the output 

layer transforms the vectors to predict the category of the transcripts. The number of epochs and 

batch size has been fixed to 20 and 50, respectively. 

Deep Learning Models with Attention Mechanisms: Attention mechanisms are used in encoder-

decoder architectures to attend to the encoder and previous hidden states. With an input sentence 

and all the associated hidden states, attention layers decide what part of the input was most relevant 

and useful with each output instance. Attention preserves the context from beginning to end hence 

achieving great results on various NLP tasks such as machine translation [58], text summarization  

[59], text classification, etc. All the deep learning models used in this study have also been trained 

with an attention layer [60]. Apart from attending to the encoder and previous hidden states, 

attention can also be used to get a distribution over features, such as the word embeddings of a text  

[61]. The attention used in this study is the multiplicative self-attention layer because of its space 

efficiency and less operation time. Self-attention [62] is used to extract the relevant features by 

enabling it to attend to itself. The architecture of the models is the same as described above, with 

only an attention layer after the first layers in every model. 

Deep Learning Models with Vectorization Techniques: Apart from pre-trained and domain-

specific word embeddings, deep learning classifiers were also fed with the vectorized texts done 

by CountVectorizer and TF-IDF vectorizer as inputs. The input was a matrix of dimensions (499, 

270). The remaining layers of the architecture of the deep learning models were kept the same as 

described above. 

3.5    Performance Measures 

In all the architectures afore-mentioned, binary cross-entropy has been used as the loss function. 

The validation has been done using stratified k-fold cross-validation. The stratified K-fold cross-

validation is a variation of k-fold cross validation that returns stratified folds in which the 



percentage of samples of each class is preserved. After stratified 10-fold cross-validation, the 

performance of the proposed architectures has been measured using four evaluation metrics viz. 

accuracy (acc), precision (pre), recall (rec), and F1-score as shown in equations (1)-(4). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                          (1) 

    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                         (2) 

        𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                           (4) 

where TP, TN, FP, and FN represent True Positive, True Negative, False Positive, and False 

Negative respectively. 

4. Results and Discussion 

The baseline is established with various machine learning algorithms. TF-IDF, CountVectorizer 

(CV), Word2Vec, and FastText were used to convert the text document into vectors for the 

experiment. The results of the machine learning baselines with the TF-IDF and CountVectorizer 

are shown in Table 4. For machine learning models, the Naive Bayes classifier performed the best 

for both the vectorization techniques. With CountVectorizer, the model had an F1-score of 0.940. 

With TF-IDF vectorization as well, the model was able to achieve an F1-score of 0.940. TF-IDF 

seemed to perform slightly better when vectorization methods are compared than CountVectorizer 

for different machine learning models. A possible explanation for this is that TF-IDF, instead of 

just representing words with vectors in terms of their number of appearances, balances the most 

frequent words by giving them less weightage. Rarer words common in a particular class would 

be scored higher, eventually leading to better performance of models. 

Similarly, with domain-specific Word2Vec word embeddings, the decision tree performed the best 

with an F1-score of 0.937. As far as pre-trained word embeddings are concerned, pre-trained 

Word2Vec performed the best with the XGBoost algorithm giving an F1-score of 0.828. On the 

other hand, with pre-trained fastText, the SVM classifier outperformed other models with an F1-

score of 0.934. It can be inferred from the comparison of vectorization techniques with word 

embeddings that vectorization techniques performed better than word embeddings with machine 

learning models. The reason behind this is that the data corpus was small to train the word 

embeddings. Hence, the similarity between words is not captured well. The results with Word2Vec 

and FastText embeddings with the machine learning models are shown in Table 5 and Table 6, 

respectively. 

Table 4. ML Classifiers with CV and TF-IDF 

ML 

Classifier 

TF-IDF Count Vectorizer (CV) 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

DT 0.900 0.903 0.900 0.900 0.854 0.855 0.854 0.854 

KNN 0.910 0.918 0.910 0.909 0.870 0.892 0.870 0.868 

SVM 0.936 0.939 0.936 0.936 0.902 0.907 0.902 0.902 

NB 0.940 0.944 0.940 0.940 0.940 0.945 0.940 0.940 



RF 0.934 0.937 0.934 0.934 0.936 0.939 0.936 0.936 

ADB 0.886 0.889 0.886 0.886 0.904 0.907 0.904 0.904 

XGB 0.926 0.929 0.926 0.926 0.920 0.924 0.920 0.920 

 

Table 5. ML Classifiers with Word2Vec 

ML Classifiers 
Domain-Specific Word2Vec Pre-trained Word2Vec 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Decision Tree 0.938 0.949 0.938 0.937 0.695 0.698 0.695 0.694 

KNN 0.718 0.780 0.716 0.694 0.547 0.564 0.547 0.464 

SVM 0.940 0.947 0.940 0.931 0.764 0.771 0.764 0.760 

Naïve Bayes 

(Gaussian) 
0.891 0.930 0.892 0.890 0.529 0.582 0.529 0.414 

Random Forest 0.902 0.912 0.902 0.901 0.788 0.797 0.782 0.785 

AdaBoost 0.890 0.898 0.890 0.889 0.754 0.766 0.754 0.751 

XGBoost 0.918 0.924 0.918 0.917 0.826 0.836 0.826 0.828 

 

As far as the deep learning models are concerned, they seem to have performed better than the 

machine learning models in the experiments. The initial experiments with deep learning models 

showed that with domain-specific Word2Vec, Kim’s Architecture had the best F1-score of 0.964. 

Similarly, with pre-trained word embeddings, pre-trained fastText with the BiLSTM model 

outperformed other models with pre-trained embeddings with an F1-score of 0.887. The deep 

learning models performed slightly better with domain-specific word embeddings than pre-trained 

embeddings. As domain-specific word embeddings are formed from the data corpus, it can capture 

the domain words well and perform better. The dataset is based on the cookie theft description 

task, and hence it contains words related explicitly to the problem than general words. The results 

of the deep learning models with domain-specific and pre-trained word embeddings are shown in 

Table 7. 

Table 6. ML Classifiers with fastText 

ML Classifiers 
Domain-Specific fastText Pre-trained fastText 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Decision Tree 0.674 0.683 0.673 0.668 0.794 0.799 0.794 0.792 

KNN 0.599 0.639 0.599 0.56 0.908 0.913 0.908 0.907 

SVM 0.739 0.747 0.739 0.737 0.934 0.944 0.934 0.932 

Naïve Bayes 

(Gaussian) 
0.531 0.575 0.531 0.419 0.523 0.56 0.523 0.400 

Random Forest 0.7876 0.797 0.788 0.7855 0.914 0.92 0.914 0.913 

AdaBoost 0.755 0.762 0.755 0.753 0.918 0.925 0.918 0.917 

XGBoost 0.826 0.837 0.826 0.824 0.914 0.924 0.914 0.912 



 

Table 7. Deep Learning Models with word embeddings 

Deep Learning 

Models 

Word2Vec fastText 

Accuracy Precision Recall F1-score Accuracy Precision Recall 
F1-

score 

D
o

m
ai

n
-

S
p

ec
if

ic
 

Kim’s CNN 0.964 0.965 0.964 0.964 0.936 0.937 0.936 0.936 

CNN 0.950 0.952 0.950 0.950 0.928 0.930 0.928 0.928 

BiLSTM 0.946 0.948 0.946 0.946 0.900 0.910 0.900 0.897 

CNN + 

BiLSTM 
0.962 0.964 0.962 0.962 0.928 0.931 0.928 0.927 

P
re

tr
ai

n
ed

 

Kim’s CNN 0.828 0.834 0.828 0.827 0.870 0.880 0.870 0.867 

CNN 0.861 0.865 0.861 0.861 0.866 0.877 0.866 0.864 

BiLSTM 0.872 0.884 0.872 0.869 0.888 0.892 0.888 0.887 

CNN + 

BiLSTM 
0.872 0.880 0.872 0.871 0.756 0.839 0.756 0.727 

Table 8. Deep Learning Models with vectorizers 

Deep Learning 

Models 

CountVectorizer TF-IDF Vectorizer 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Kim's 

Architecture 
0.897 0.900 0.897 0.897 0.847 0.852 0.847 0.846 

CNN 0.793 0.798 0.793 0.773 0.731 0.755 0.731 0.727 

BiLSTM 0.735 0.738 0.735 0.733 0.738 0.743 0.738 0.726 

CNN+BiLSTM 0.83 0.849 0.832 0.831 0.732 0.796 0.732 0.717 

Apart from the initial experiments with word embeddings for the deep learning models, they were 

also trained with vectorization techniques. As done with machine learning models, 

CountVectorizer and TF-IDF were used to vectorize the words for deep learning models. In this 

case, CountVectorizer outperformed TF-IDF with Kim’s CNN architecture. The model was able 

to achieve an F1-score of 0.897. Kim’s CNN contains max-pool filters after each convolution 

operation. This potentially extracts just the relevant features with reducing dimensionality 

simultaneously. The performance of the models with vectorizers is shown in Table 8. 

Attention mechanisms were also applied to deep learning models in the experiments. With 

attention mechanisms, CNN with Word2Vec showed the best performance with an F1-score of 

0.968. From the results obtained, it can be seen that the attention mechanism gave the best results, 

implying that more weightage was given to those words which carried more importance in the 

sentence. Also, CNN outperformed the other models with attention giving an idea that the features 

captured by the model were just the relevant ones, and only they were attended to. With attention 

as well, domain-specific Word2Vec performed better than pre-trained word embeddings. The 

results of the deep learning models trained with word embeddings and attention are shown in Table 

9.  



Table 9. Attention with DL models and word embeddings 

Deep Learning 

Models 

Word2Vec fastText 

Accuracy Precision Recall 
F1-

score 
Accuracy Precision Recall 

F1-

score 

D
o

m
ai

n
 s

p
ec

if
ic

 Kim's 

Architecture 
0.954 0.955 0.954 0.954 0.924 0.927 0.923 0.923 

CNN 0.968 0.969 0.968 0.968 0.932 0.933 0.932 0.932 

BiLSTM 0.956 0.959 0.956 0.956 0.923 0.934 0.924 0.929 

CNN+ 

BiLSTM 
0.962 0.962 0.962 0.962 0.922 0.928 0.922 0.921 

P
re

-T
ra

in
ed

 

Kim's 

Architecture 
0.890 0.907 0.900 0.900 0.922 0.924 0.922 0.922 

CNN 0.902 0.901 0.902 0.901 0.902 0.904 0.907 0.902 

BiLSTM 0.913 0.918 0.913 0.913 0.764 0.825 0.784 0.767 

CNN+ 

BiLSTM 
0.890 0.904 0.890 0.887 0.660 0.711 0.660 0.572 

Table 10. Attention with vectorizer in DL models 

Deep Learning 

Models 

CountVectorizer TF-IDF 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

Kim's Architecture 0.701 0.712 0.701 0.702 0.627 0.627 0.620 0.623 

CNN 0.765 0.763 0.765 0.766 0.699 0.699 0.689 0.632 

BiLSTM 0.629 0.634 0.629 0.616 0.723 0.723 0.717 0.729 

CNN+BiLSTM 0.678 0.682 0.678 0.685 0.713 0.713 0.710 0.721 

The word embeddings and deep learning models used with vectorization techniques were also 

trained by using an attention layer. The CNN model with CountVectorizer had the highest F1-

score of 0.766 in this experiment. From the results obtained, it can be inferred that attention 

methods with vectorization did not perform well as they did with word embeddings. When 

attention layers are applied, attending to features with vectors as the representations of the number 

of appearances of words, does not perform well. Hence, with attention, the vectorization 

techniques had lower F1-scores overall. The results with attention-based deep learning models 

with vectorization techniques are shown in Table 10. 

It can be seen from the results that the best performing model is the attention-based CNN with 

domain-specific Word2Vec. This model can be utilized in making a clinician-friendly application 

for helping them with identifying Alzheimer’s disease in its earliest stages. A pipeline with a 

mechanism for speech synthesis could also be developed with the given methodologies for better 

detection of the disease.  

5. Discussions and Future Works 

5.1 Discussions 

Computational methods are very significant for clinical research and enable healthcare 

professionals to make clinical decisions about disease identification. There are many emerging 



success stories in NLP applications in the English language. This motivates researchers to bring 

about results in the clinical domain, other than the English language. Hence, to put another 

dimension, the dataset in the clinical research in the domain of Alzheimer’s disease in the Nepali 

language is substantial for further research. The work presented in this paper contributes to the 

growing body of research in the area of clinical applications in AD, albeit a preliminary one. 

The model provides a methodology for early detection of AD using translated corpus in a low 

resource language, which in this case is Nepali. With such a model, we would be able to label, 

identify, and provide an early detection system in low-resourced languages. For this project, we 

were able to reach a reasonable accuracy even without specifically collecting data in the local 

language. The approach makes use of an AD corpus in English and translates the corpus into 

Nepali using human translators. We chose manual translation, as this has a better chance of 

capturing cultural nuances required for the target language. As there is very little amount of text 

data in languages such as Nepali for NLP tasks, manual translation was an effective method for 

collecting data. Even in the best of times, manual data collection in the field requires a lot of 

resources. Now, it is even more challenging to manually collect the dataset from patients in Nepal, 

given the ongoing pandemic, and hence the available data were used. This might seem like a 

contradiction, and also raises the question of why not use machine learning to do the translation at 

all. After all, using machine translations would be a full machine learning approach to detecting 

Alzheimer's using natural language processing. However, the literature search did not support this 

approach with the amount of data available.  

Earlier, Guzman et.al. [63] experimented with machine translations of the FLORES dataset, and 

the results were poor, indicating more annotations and preparatory work might be needed before 

embarking on machine translations. On the other hand, there have been hundreds of years of 

successful manual translations [64][65] even to low-resource languages such as Nepali.  There are 

also previous studies that supported manual translation as a better option at least in the early stages 

of working with low resource languages.  Mohammad et al. [31]  did a sentiment analysis in the 

Arabic language utilizing the available English texts and showed competitive results with the 

manually translated Arabic data. Similarly, Balahur et al. [66] did a sentiment analysis on four 

different languages, namely, Italian, Spanish, German, and French, by translating English data. 

They considered the manual translation as the gold standard of their datasets. Some machine 

translations have been attempted between English and Nepali [67]. In terms of low-resource 

datasets, DARPA programs like LORELEI [68] and the Asian Language Treebank project [69] 

have collected and introduced translations on several low-resource languages. However, these are 

still in the early stages, the coverage is still low, and do not include Nepali. Also, such machine 

learning translation systems need improvements before they can be employed on their own. There 

are reports of about 68% accuracy on TDIL (Technology Development for Indian Languages). 

Some studies employed English-Nepali parallel corpus for machine translation. Therefore, it 

would be some time before we can use the machine-based approach entirely and eliminate manual 

translations.  

The Nepali dataset thus derived by manual translation works well with early detection of 

Alzheimer, and is a good candidate for creating a baseline for detecting Alzheimer’s disease in the 

Nepali language since there is no available data for use for the purpose. As mentioned earlier, the 

translations were later verified by a linguistic expert who is currently working at the University of 

Auckland. The expert corroborated that the translations preserved the emotions of the participants. 

Moreover, the overall intonation of the text has been maintained, and hence there were no cultural 



inconsistencies. Therefore, the experiments were finally conducted with the assurance from the 

expert about the dataset. The expert review should not be surprising, as manual translators could 

address both the message as well as cultural meaning [70]. The reasons for better performance 

through translations could be postulated based on a number of factors. Firstly, English has come 

to be used and studied worldwide, and Nepali speech has a significant degree of code-switching 

that occurs. Code-mixing [71] is common in Nepal, and code-switching between English and 

Nepali is fairly common among urban and educated Nepali speakers [72]. Medical professionals 

tend to fall in these categories. So much so, that the Gurung [72] reports extensive code-switching 

and code-mixing, argues that Nepali-English mixed language has emerged as a dialect in the 

Nepali speech community through the recurrent use of the English elements in the Nepali 

conversation. 

In addition, Nepali is one of the several languages spoken in Nepal and is lingua franca, i.e., a 

common language [73][74][75]. The multi-lingual nature of Nepal’s landscape, along with code-

mixing make the speakers familiar with or have evolved, cultural insertions from English. The 

machine translation of the AD corpus has an inherent limitation, as the cultural nuances are harder 

to replicate algorithmically. Without a significantly annotated corpus, the machine translations will 

not capture cultural and linguistic nuances native to the target language. This will lower the 

accuracy of AD detection. However, in this particular case, the translations were carried out by 

native Nepali speakers with 13 years of formal education in that language and verified by a 

linguistic expert. This is the strength of the research. There are some syntactical differences 

between English and Nepali, especially in the order and placement of elements. For example, 

English follows the default word order of subject-verb-object (SVO). Whereas in Nepali the 

default word order is subject-object-verb (SOV). That is, in Nepali, the verb occurs at the end of a 

sentence. In English, the object complements the verb and occurs after the verb (to the right), while 

in Nepali, the object occurs to the left of the verb. Nepali nouns following numerals will be marked 

for plurality. While translating, considerations have been given to such structural differences 

between English and Nepali grammar. This can be relatively easily codified as described by 

researchers [76]. The features like hesitation and puzzlement, Part of Speech (POS) based features, 

unintelligible word rate, complexity features like phonemes per word, etc. were taken care of. The 

performance has been improved through human translators. However, using human translators and 

linguists does take time, although considerably lower than collecting primary data in Nepali and 

annotating them.  

5.2 Future Works 

The future work could include actually getting medical practitioners to verify and validate the 

translated corpus as representative of actual patient’s language usage. The exercise would provide 

validation as well as promote understanding of the richness and appropriateness of the translation-

based approach. In addition to medical experts, it is also possible to combine alternative 

approaches such as MR-based image recognition of neuroanatomy to build multimodal systems. 

The NLP-based model may still benefit from improvements in the form of injection of native 

features to strengthen the translated corpus. In the future, we will also assess, if any cultural or 

linguistic features are missing in translation, and accordingly, inject language and culturally 

specific features of Nepali (low-resource) language into the translated corpus (as part of translation 

and processing).  

In addition, in the long term, primary data of corpus can be developed in the low resource language, 

in this case, Nepali. This native corpus can be compared with the translated corpus for similarities. 



Also, developing a speech recognition system that helps to analyze the speech of people can be a 

direct method for early detection of Alzheimer’s disease.  Also, the work can be extended to other 

forms of dementia, such as Parkinson’s among Nepalese patients. When collecting data as the 

primary source, the program should be well designed otherwise it would amplify the advantage of 

one sub-groups over others. Through this approach, we can plan where the gaps are and 

compensate for collecting data. This way, it would nullify the enforcement of social disadvantages 

caused by any normative biases and finally expand a language to improve the ML technology in 

the domain. While these improvements will make the solution more efficient, it is also advisable 

that in order to improve efficiency, a combined human-machine translation be explored. 

6. Conclusion 

Detecting Alzheimer’s disease at its earliest stage is still a challenging task. Speech degeneration, 

being one of the most common and earliest symptoms in AD patients, should be leveraged to 

identify the disease. Since there is no clinical medicine or method to cure the disease completely, 

the only practical way would be to identify it in its early stage to stop the progression of the disease. 

Hence, the study aims to detect AD early for the people who speak the Nepali language. This is a 

step towards solving problems in identifying the disease and motivation for further researchers 

working in this field. The significant advantage of this automated system is that it takes 

significantly less time to predict the presence of AD. Also, the treatment costs are highly reduced 

and can be used over a large number of cycles for many people. The further improvement in the 

study can include acoustic features such as the duration of pause a person takes while speaking, 

how confused his words sound, etc. Also, developing a speech recognition system that helps to 

analyze the speech of people can be a direct method for early detection of Alzheimer’s disease. 

Also, the work can be extended to other forms of dementia, such as Parkinson’s among Nepalese 

patients. It is especially vital because healthcare service is not very useful in the country. Thus, it 

can help the health specialist in their decision-making and reduce the time and cost associated with 

the identification of the disease.  
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