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Abstract 

 

Artificial intelligence is a central technology underpinning the fourth industrial revolution, 

driving dramatic changes in contemporary cyber-physical systems and challenging existing 

ways of theorizing organizations and management. AI agency and the rise of the artificially 

intelligent agent is both fundamentally different and yet increasingly similar to human agency 

in terms of intentionality and reflexivity. As ‘Child AI’ emerges—AI that is created by other 

AI—the early human design and interaction becomes increasingly distant and removed. 

These developments, while seemingly futuristic, changes the human-technology interface 

through which we organise. In this essay we explore understandings of AI agency, capability 

and governance, and present implications for organizational theorising in sociomateriality, 

actor-network theory, institutional theory and the behavioral theory of the firm. We 

contribute to a growing and reflexive research agenda that can accommodate and regenerate 

theorizing around this significant technological advancement. 
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Introduction 

The fourth industrial revolution is an era that is and will be characterised by cyber-physical 

systems, underpinned by developments in artificial intelligence (AI) and a corresponding rising 

interest in and concern over events at the human-technology interface. While examples now 

abound of computers’ strategic game-playing ability due to their processing and algorithmic 

ability to analyse vast volumes of data (Agrawal et al., 2019; von Krogh, 2018), more recent 

developments represent a step change in the self-learning capacity and agency of AI. In 2016, 

Google’s Deepmind developed AlphaGo, an AI actor that learned an abstract strategy board 

game (Go) with a far more expansive range of moves than chess (Wang et al., 2016). A year 

later, Deepmind developed AlphaGo Zero, simply by playing against itself (Silver & Hassabis, 

2017). Within three days, it surpassed the original AlphaGo, an algorithm that had beaten 18-

time world champion Lee Sedol. By 2020, AI has again further advanced.  

Today, companies such as Deepmind and Open AI (the AI research organisation 

originally founded by Elon Musk) demonstrate the capabilities of AI actors in complex games 

based on deep neural networks, trained directly from raw game data via both supervised and 

reinforcement learning, that also require collaboration between AI players, and result in scores 

in computer games ‘above the human baseline’, i.e. outperforming any human players 

(Deepmind, 2020). In addition, researchers from Google, building on earlier research where 

they managed to have AI create AI (so-called ‘Child AI’) (Le & Zoph, 2017), have now 

developed AI that can improve generation after generation, without any human involvement. 

Replicating decades of AI research in a matter of days (Real et al., 2020), the program, called 

AutoML Zero, can build AI agents without human input, using only basic mathematical 

concepts, eventually leading to entirely new AI capabilities.  

These examples highlight the rapid evolution of artificially intelligent agents, with 

some even arguing that AI will eventually consist of entirely novel and unrecognisable forms 
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of intelligence (Armstrong et al., 2012; Bostrom, 2014). With AI advancing, the ability of AI 

agents to act independently of human oversight, respond to their environment and interact with 

other machines increases (potentially without a human to check and validate decisions and 

intentionality). We now have a situation whereby artificially intelligent agency (AI agency) 

goes on to produce more artificially intelligent agency and so on, becoming further and further 

removed from the initial human design or interaction.  

Historically, existing theories of technology’s role in organizing processes have been 

largely adequate to explain consequent impact and changes in work, management and 

organisation (Leonardi & Barley, 2010; Orlikowski & Scott, 2008; Zammuto et al., 2007). Yet, 

with the introduction and rapid advancement of artificial intelligence, these technological 

processes are becoming increasingly ‘intelligent’ and autonomous, appearing intentional and 

indistinguishable from human efforts, and increasingly outperforming such human effort in a 

variety of tasks and cognitive acts. This ability to learn and act autonomously distinguishes 

intelligent technological actors from most technologies historically used in organisations, 

resulting in new forms of organizing and challenging existing conceptualisations of technology 

in organisational theory (Bailey et al., 2019; von Krogh, 2018; Faraj et al., 2018; Baum & 

Haveman, 2020; Dove & Fayard, 2020). Thus, in this essay, we argue that this evolution of AI 

agency and actorhood is more than just a technological development of which to both be aware 

and make sense—it also presents serious challenges for organisational theorizing and potential 

revisions to our assumptions, leading to a new science of the organisation. 

 In the following sections, we first present both our definitions and starting points for 

understanding AI and artificially intelligent agency, and propose that organisational scholars, 

while increasingly attentive to artificial intelligence, robots and algorithms generally (Benaich 

& Hogarth, 2019; Fleming, 2019; Flyverbom, 2019; Baum & Haveman, 2020; Kellogg et al., 

2020), need to further consider the theoretical challenges and implications of AI agency and 
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its near-future manifestations. To support this argument, we begin by bringing to bear 

sociomateriality as a theoretical lens on AI agency, followed by considerations of actor-

network theory, institutional theory and the behavioural theory of the firm to further 

demonstrate how this step-change in AI agency challenges many of our theoretical lenses. We 

conclude with the beginnings of a research agenda on how these recent advancements in 

applications and capabilities of AI will affect organisation design, strategic management, 

decision-making, power and other issues of interest to management and organisational 

theorists. 

 

Artificially Intelligent agency 

The financial impact of AI on the global economy is estimated to reach US$15.7 trillion 

by 2030 (Rao & Verweij, 2017), with 40% of jobs expected to be lost due to AI (Lee, 2018), 

and with global venture capital investment in AI more than US$27 billion in 2018 (Benaich & 

Hogarth, 2019). Already, 37% of organisations are experimenting with AI in some form 

(Gartner, 2019), and in recent years the number of AI-related patents has also surged (Tseng 

& Ting, 2013). Between 2013-2016, the number of patent filings related to deep learning, 

increased from 118 patents in 2013 to 2399 in 2016, the equivalent of a 175 percent average 

annual growth rate (AAGR), while patents for all technologies only grew with 33 percent, or a 

10 percent (AAGR) over the same period (World Intellectual Property Organisation, 2019).  

 In defining AI and AI agents, numerous definitions of AI emphasise its function as a 

computer-assisted system for task inputs, processes and outputs (Carbonell, 1970; Kandel, 

1991; Norman & Draper, 1986). Other definitions focus on its role in completing tasks that 

usually require human intelligence, in areas such as visual perception and speech recognition 

(Radford, 2019; Russell & Norvig, 1995; von Krogh, 2018). We simply draw on a commonly 

used definition of AI as a ‘system’s ability to interpret external data correctly, to learn from 
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such data, and to use those learnings to achieve specific goals and tasks through flexible 

adaptation’ (ESCP Europe Business School, Paris, France, as cited in Haenlein & Kaplan, 

2019, p. 1). The recent examples of game-playing AI mentioned earlier show how AI agents 

cannot only simulate intelligent behaviour, as in playing a computer game, but can also 

outperform human intelligence, albeit still in a narrow domain. This simulation and 

outperformance of intelligent behaviour can be done using various computing techniques, 

which include, but are not limited to, machine learning, deep learning, reinforcement learning, 

natural language processing and image recognition. This brings us to our definition of AI 

agents: artificially intelligent actors that have the ability to imitate, and outperform, human 

intelligence, act upon their own, distinct from and without further human intervention. Child 

AI1 is defined as an AI agent developed by an AI agent, without any human intervention. 

Consequently, AI agents can address a wide array of problems, including perception, 

reasoning, knowledge, planning and communication, and across research paradigms such as 

the symbolic (applying logic- and knowledge-based tools in areas such as robotic automation 

and expert systems); statistical (focusing on probabilistic methods and machine learning, in 

areas such as decision networks, natural language processing and neural networks); and sub-

symbolic (including intelligent search and optimisation, and embodied intelligence approaches, 

working in areas such as evolutionary algorithms and autonomous systems) (Corea, 2019). We 

note here the distinction between AI and algorithms, defining an algorithm as a set of rules or 

instructions (a pre-set, rigid and coded recipe), i.e. If This Then That Statements albeit a lot 

more complex, to be followed by a computer to solve a certain problem when it encounters a 

trigger. AI, on the other hand, is a group of algorithms working together to autonomously solve 

a certain problem, without having to ‘wait’ for a certain trigger. Based on learned inputs and 

data, AI can change or create new algorithms and AI agents.  

                                                 
1 From here on, we will refer to AI when talking about Child AI, as in the end, also Child AI is AI. 
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What we observe today is AI agents having the capacity to change their behaviour 

(Curchod et al., 2019), and collaborate, strategize and make decisions independently and 

autonomously, thereby altering context without being subject to further human action. 

Significantly, AI agents can (by definition) act on its own: it showcases intelligent behaviour, 

it has goals and it can reason and monitor its own behaviour (Bostrom, 2014). It can 

increasingly reproduce and evolve without human action (Abadi & Andersen, 2016; Lewis et 

al.,, 2017; Le & Zoph, 2017; Missinato, 2018; Real et al., 2020). Such capabilities and capacity, 

we argue, raise many implications for organisational theorizing.    

 

AI Agents and Challenges for Organisational Theorizing  

In his classic work, The Sciences of the Artificial (1996), Herbert Simon identified 

digital elements as artificial things that are synthesised by humans and, therefore, not natural. 

He argued that to better understand how the artificial will behave, a process of simulation may 

be used, because the behaviour of computers is governed by simple laws (algorithms) where 

the complexity results from the environment (data). However, in the past years, highly complex 

neural networks have transformed those simple laws into complex AI agents. Such 

technological developments raise questions—technical, philosophical, and organisational—as 

to the ultimate capability, control, governance and morality of such developments, especially 

when AI becomes more intelligent over time. Organisationally, we identify three areas of 

concern: objectivity, opacity and ordering.  Objectivity, with calls for more human oversight 

as we observe automated forms of analysis and decision often amplifying inequality and bias; 

opacity and transparency whereby artificial agency enables both governance and mass 

surveillance; and ordering, whereby AI agents become involved in the ordering of social life 

and the institutional conditions that are at stake when AI is introduced. For example, Bell 

(2017, 2018) asks key questions about autonomy, assurance and agency: How do we design 
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for an autonomous world? How do we preserve our safety and values? Further, as our familiar 

methods of interfacing with computing systems (e.g. screens and keyboards) are superseded, 

what consequences will arise when AI-enabled systems surround us, sensing and responding 

to us, and making decisions (Shrestha et al., 2019)? To this end, Himma (2009) asked if it is 

indeed possible to produce artificially intelligent moral agents, while Bostrom (2014) discussed 

ways of responding to AI that becomes ‘super intelligent’, being fundamentally different than 

human intelligence2, surpassing it and transforming societies in unimaginable ways (Van 

Rijmenam, 2019). 

We continue in a broad tradition of researching the impact of new technologies on 

organisational theorizing and the relationship between organisational design, structure, 

performance and technology (Bostrom & Heinen, 1977; Emery & Trist, 1960; Woodward, 

1965). Early waves of such work focused predominantly on manufacturing technology, with 

later research sought to include a variety of other technologies (Glisson, 1978; Perrow, 1967). 

For example, Huber (1990), argued for a revision of existing organisation design theories 

because the first wave of advanced information technologies changed the nature of 

organisational design, intelligence and decision-making. These information technologies (e.g. 

digital columns, records, numbers and algorithms) were perceived by some as material 

(Dourish & Mazmanian, 2011; Mazmanian et al., 2014), whereas others argued that, since these 

digital elements have no weight and lack any spatial mode of being, they should be considered 

                                                 
2 AI will be fundamentally different from human intelligence. Intelligence is ‘the complex expression of a complex 

set of principles’ (Yudkowsky 2007, 389), which consists of multiple interdependent subsystems linked to each 

other. Intelligence exists due to evolution and enables humans to model, predict and manipulate reality. It enables 

us to reason backwards and forwards from a mental image, and reason regarding desired future outcomes 

(Yudkowsky, 2007). Evolution created intelligence, but evolution does not possess this foresight. In fact, this 

evolutionary process is an unintelligent process and has resulted in flaws in human intelligence (Yudkowsky, 

2008). Due to various constraints (such as food availability and trade-offs with other organs or biological 

materials) our brains may not have evolved in the most optimised way (Armstrong et al., 2012). Since AI is 

developed by (artificially) intelligent actors with foresight capabilities that evolution does not possess 

(Yudkowsky, 2007), and uses materials and processes better suited for intelligence, it is likely that AI consist of 

new forms of intelligence unfamiliar to humankind today (Armstrong et al., 2012; Bostrom, 2014). 
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immaterial (Faulkner & Runde, 2012; Kallinikos, 2012), and that digital elements are artificial, 

synthesised and unnatural things (Simon, 1996).  

In this essay, we make a step-change from existing theorizing on AI and consider AI in 

its likely future manifestation, perhaps 10, 20 or 30 years from now, when AI is truly 

intelligent, and evolved to a state of so-called Artificial General Intelligence (AGI). AGI refers 

to AI systems having autonomous self-control and self-understanding and the ability to learn 

new things to solve a wide variety of problems in different contexts (Goertzel & Pennachin 

2007; Bostrom, 2014). If one takes a more forward-looking perspective and envisions AI as 

what it undoubtedly will become in the future, an artificially intelligent agent that has the power 

to outperform human agents on most if not all domains, it becomes clear that existing theories 

will be challenged as we attempt to understand this changing human-machine interface. In what 

follows we describe the implications for several theoretical lenses given their dominance in 

theorizing innovation, organisation and management: sociomateriality, actor-network theory 

(ANT), institutional theory and the behavioural theory of the firm, to begin informing a broader 

research agenda on AI agency and organisational theorizing and to also show the far-reaching 

implications theorizing AI will have across different perspectives.   

 

AI agency and sociomateriality 

Historically, the notion of agency has been viewed as a strictly human capacity (Sørensen & 

Ziemke, 2007). However, as AI becomes more advanced, discussions are emerging as to how 

to conceptualise AI agency and its intentionality (Johnson & Noorman, 2014; Johnson & 

Verdicchio, 2019; Murray et al., 2020). Our starting point is that technology is not only 

embedded, shaped and informed by socio-organisational forces but also influences those forces 

(Fleming, 2019; Orlikowski, 2000; Orlikowski & Robey, 1991; Weißenfels et al., 2016), 

drawing us to sociomateriality as an initial and rich theoretical lens through which to 
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interrogate AI agency as it describes the ‘space in which the social and the material become 

entangled’ (Orlikowski, 2009). Leonardi et al. (2012, p. 42) define social agency as 

‘coordinated human intentionality formed in partial response to perceptions of a technology’s 

material agency’ and material agency as ‘ways in which a technology’s materiality acts’. 

Emirbayer and Mische (1998), described human agency as ‘the temporally constructed 

engagement by actors of different structural environments. which, through the interplay of 

habit, imagination, and judgment, both reproduces and transforms those structures.’ Material 

agency is activated as humans approach technology with particular intentions and decide which 

elements of its materiality to use at a given time’ (Leonardi et al. 2012, p. 42). Yet we find 

these definitions insufficient for understanding AI agency. Artificially intelligent entities can 

exercise agency through their performativity, that is, by doing things that are outside the control 

of users or other artificial or human agents and when agents’ actions materialise through their 

intentionality and reflexivity, objectives can be achieved (Muñoz & Encinar, 2014). The more 

AI gains autonomy and agency, the more it will be responsible for its own development 

(Armstrong, 2017; Turchin & Denkenberger, 2020). In the (near) future, this can result in AI 

showcasing computational elements that can ‘make them agents the way humans are’ 

(Bostrom, 2014; Omohundro, 2016;  Johnson & Verdicchio, 2019, p. 645). Given this, and 

within the tradition of sociomateriality, we would define AI agency as coordinated artificially 

intelligent intentionality formed in partial response to perceptions of human agency, material 

agency and/or other AI agency. 

Orlikowski’s (2009) earlier work assists in the theorisation of AI agency, by describing 

how technology is the result of continuous interactions between human actors, actions, choices, 

social histories and institutional contexts; therefore, its materiality is socially defined and 

produced and only relevant to people engaging with it (Orlikowski, 2009). She highlighted that 

technology will produce certain identifiable impacts on organisations (Orlikowski, 2009), 
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which definitely applies to AI and its influence on firms (Murray et al., 2020). Orlikowski and 

Robey (1991) argued that information technology has social and material properties; it is 

constructed by human actions and objectified by institutionalisation. In this way, information 

technology offers a framework for human actors to understand their world, offering a medium 

for the construction of their social reality and contributing to human actions via objectifying 

knowledge and assumptions (Orlikowski & Robey, 1991). However, the integration of artificial 

intelligence (including deep learning and complex neural networks) into organisations and, 

specifically, the scale and production capacity of such AI agents—that is, the independent and 

autonomous ability to produce additional AI and further AI agency—raises significant 

implications. For example, when no ‘social’ is involved, as in the case of AI creating AI (Le & 

Zoph, 2017), does the entanglement of social and material still take place? How can we 

conceptualise this interaction when no human actions are involved in the creation of technology 

but, rather, a (Child) AI agent that has been created by technology itself3? For example, one 

traditional understanding holds that the use of technology is influenced by the understanding 

of the user (Orlikowski, 2000). In their use of technology, humans are influenced by its 

materiality, inscribed by both the designer and previous users. Therefore, previous use affects 

current use, even in ways not originally intended by designers; human actors might continue 

to use it in that way for any number of reasons (e.g. due to corporate pressure, unavailability 

of staff, user expectations or increased knowledge about that particular technology). However, 

in the case of AI created by AI, this is no longer the case. AI agents are not bound by issues 

such as corporate pressure or unavailability of staff (i.e. AI does not get sick, is always available 

and sticks to the reason why it was developed and, does not give in to corporate pressure to 

                                                 
3 It is true that almost all AI created to date is biased. After all, AI is often trained with biased data and developed by biased 

humans (O’Neil, 2016). This means that the social is very much involved in the creation of such AI. However, we are now 

seeing developments of AI being trained without (biased) data at all (Deepmind, 2018, 2020) or created without (biased) 

developers (Le & Zoph, 2017). Upcoming developments, such as self-supervised learning could become a technique that 

would create data-efficient AI systems (LeCun, 2020)  
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change its behaviour). AI also eliminates wrong, unsuccessful behaviour if it does not 

contribute to achieving its ultimate goal (Bostrom, 2014), i.e. AI always aims to improve its 

outcome4. Existing structurational models (that is, models that consider technology a product 

of human action, both in its original physical construction, and in its later social construction 

through use) offer little help in this regard because they assume that technology stabilises over 

time (meaning that human actions do not refine and modify technology) (Orlikowski & Robey, 

1991; Orlikowski, 2000); in a world of transfer learning, self-learning algorithms using 

reinforced feedback loops, and AI agents creating AI this is no longer the case. 

AI agency also challenges Orlikowski’s (2000) valuable concept of ‘technology-in-

practice’: that technology can be constructed with certain materials and assumptions, but that 

it only structures human action when it is used by said action. When an actor decides to use a 

technology, they also decide how to interact with it; these interactions can change in different 

times and places (i.e. driving a car in a different country with different rules). However, 

physical properties result in boundary conditions that govern how to use an artifact; the more 

said artifact is integrated into a system, the narrower the alternative uses it has. And so how 

can we understand the ‘matter’ of AI agency? Fine-grained material characteristics (bits and 

bytes) makes it very pervasive and ambiguous at a granular level previously unthinkable, such 

that technology includes all levels of material from completely artificial environments to 

miniaturised devices or even quantum mechanics (Leonardi et al., 2012). As such, the 

materiality of technological artifacts has both material features, which might not be directly 

observable as is the case with software, and material consequences. On the other hand, digital 

elements have no weight and lack any spatial mode of being, so they should be considered 

                                                 
4 If an AI has been trained with biased data, AI will still always improve itself from an AI perspective. This means, it is 

becoming better at the objective it was given (for example, hiring the right candidate) but it might no longer be seen as an 

improvement from a human perspective (it only hires male candidates as the biased training data showed that males where 

hired more often in the past). As O’Neil (2016) clearly showed, an AI that discriminates has not been built correctly by the 

developer, but it will still always improve itself over time (Bostrom, 2014). 
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immaterial (Dourish & Mazmanian, 2011; Faulkner & Runde, 2012; Kallinikos, 2012; 

Mazmanian et al., 2014; Orlikowski, 2007). Consequently, while AI’s form and function is 

increasingly becoming detached from matter (Leonardi et al., 2012), it does so in a 

Heideggerian sense (Riemer & Johnston, 2017), withdrawing from materiality and becoming 

increasingly ‘invisible’ to humans5 i.e. AI consist of only bits and bytes and thus itself can be 

considered immaterial (Faulkner & Runde, 2019). 

AI agency also seems to challenge the concept of entanglement. According to Leonardi 

(2013), technological artifacts are created by social action, which in turn shape human action. 

Within this entanglement, the material influences the social and vice versa and all 

organisational aspects are bounded by the material (Orlikowski 2007). Within this agential 

realism approach, the social and the material are interpenetrated and entangled, while a critical 

realist approach sees the social and the material as separate, becoming entangled by means of 

action (Tunçalp 2016). Indeed, when applied to artificially intelligent agents, they have the 

capacity to act autonomously in response to human and material agency. AI is social because 

it is developed by humans; however, it is also nonsocial because, increasingly, AI artifacts can 

now be created by other AI artifacts, without any human involvement (Le & Zoph, 2017; Real 

et al., 2020). As Ullman describes: 

 

when programs pass into code and code passes into algorithms and then algorithms 

start to create new algorithms, it gets farther and farther from human agency. Software 

is released into a code universe which no one can fully understand. (Ullman, as cited 

in Smith, 2018, p. 1) 

 

This increasing distance from the ‘social’ (or human design or interaction) is what we observe 

happening with the AutoML Zero program, where the machine learning models created are 

                                                 
5 We thank a Reviewer for this point. 
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completely novel6. Though you could argue that it still contains social elements, since the 

original AutoML Zero program was created by humans. However, when those novel machine 

learning models are used to develop new machine learning algorithms, the social becomes an 

increasingly smaller part of it. As a consequence, with AI creating AI in rapidly repeating 

cycles (second, third or more-level AI) with the objective to develop better and better machine 

learning models (Real et al., 2020), at some point, the social and the material will no longer be 

inseparably entangled nor will they have to become entangled by means of actions as, 

eventually, the social may be so distant that it could be considered not involved at all. 

While Orlikowski and Robey (1991, p. 147) earlier argued that social actions ‘always 

involve interactions between humans’, this is also no longer true; human actors now also 

interact with artificial social agents such as ‘chatbots’, some of which are intelligent. 

Increasingly, nonsocial actions (i.e. those performed by a ‘chatbot’) are beginning to look more 

and more like social actions. In 2020, Facebook developed the chatbot Blender, a chatbot that 

uses 9.4 billion parameters and is capable of having engaging conversations (Smith et al., 

2020), though the Turing test has not yet been passed by any AI system. Further, contrary to 

Taylor, Groleu, Heaton and Van Every’s (2001) belief that machine artifacts do not have 

inherent intentionality, when AI is combined with smart contracts and distributed ledger 

technology (i.e. blockchain), it becomes possible to develop an organisation without 

management or employees, but that is completely constructed using code. The result is a 

decentralised autonomous organisation (DAO), in which AI agents act completely 

autonomously and with intentionality (Van Rijmenam & Ryan, 2019).  

                                                 
6 In the case of AutoML Zero, repeating cycles aim to develop better and better learning algorithms. Two or more 

models are randomly selected and compete against each other. The most accurate model becomes the Parent 

model, which clones itself into a Child model, which then gets randomly mutated. The mutated Child AI is then 

evaluated and paired against another model. With improved hardware and increased computing power in the 

coming years, it is likely that fundamentally new algorithms will be discovered, with very little to no social 

involved in it (Real, Liang, So & Le, 2020).  
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While we feel sociomateriality provides a rich theoretical lens in relation to 

understanding (Child) AI agency, it is also being challenged by it. We also readily observed 

challenges to several other key organisational theories such as actor-network theory (ANT), 

institutional theory and the behavioural theory of the firm. In what follows, we make initial 

ruminations about how each of these other theoretical lenses may make sense of AI agency and 

importantly, be challenged by it.  

 

AI Agency and Actor-Network Theory 

Though ANT is relatively -and unfortunately- unfashionable in current organisational 

theorizing, we find it important to consider when it comes to AI agents and agency. As Tatnall 

(2005) summarises, ANT helps to explain how agents interact with each other and allows an 

analysis of both artificial and non-artificial agents in the same context, avoiding the need to 

think in human/non-human barriers and ignoring the hierarchical distribution of actors (Latour, 

2005). Such a flat ontology, where actors of different size and type are considered equally 

capable of creating interactions with each other, is especially relevant in conceptualizing and 

accounting for AI agents, and directing scholarly attention to set of relations that enable AI 

agents to be brought into being and through which it accomplishes its effects in everyday life 

(Neyland, 2019). For example, in theorizing the connections and collaborations in human-

machine networks involving AI agency where the identity and source of interactions between 

humans and machines are increasingly indistinguishable, as is often the case even in mundane 

uses of AI such as ‘chatbots’ in call centres. When theorizing AI from an ANT perspective, 

human-machine networks can be viewed as nodes that share multiple, new, dimensions with 

each other, whereas actors not only resemble flows that interact with one another but also 

change those flows (Latour, 2005; Neyland, 2019), i.e. AI can change interactions among 

actors involved in ways yet unknown to us, which indicates an interesting new research stream.  
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In terms of understanding (artificial) actorhood, Latour argues an actor is semiotic: it is 

‘something that acts or to which activity is granted by others’ (1996, p. 7), consistent with our 

definition of AI agency. AI agents within such human-machine networks create outputs that 

neither a pure social network nor a pure machine network can create independently. The 

behaviour of (both AI and human) actors changes the state of the network, which is itself the 

product of previous actions (Callon, 1990). Consequently, a self-reinforcing feedback loop can 

produce unexpected behaviour (Bostrom, 2014). While traditional information technologies 

lack reflexivity and are subject to users’ whims (Leonardi, 2013) AI agents are able to change 

behaviour and make decisions independently and autonomously, based on previous behaviour 

(i.e. data) similar to how organisational decisions derived from previous behaviour shape future 

adoptions (Poole & DeSanctis, 1992; DeSanctis & Poole, 1994), changing context without 

being subject to the whims of human action. This may lead to the initial human intention behind 

the design of a given AI being overcome or circumvented, especially when AI starts to create 

its own AI. Novel programs such as AutoML Zero offer a glimpse into the future of AI  as the 

program changes the behaviour of the machine learning model and then examines how this 

influences the new program, adapting it for a future iteration accordingly, which seems 

contrary to Archer’s (2007) argument that AI does not possess reflexivity. For us this raises 

important questions for theorizing AI agency through an ANT lens: How can an ANT approach 

assist in theorizing the intentionality of AI agents? Is Callon’s (1984) notion of interessement—

actions taken by some actors to impose upon and stabilise other actors—sufficient to theorise 

how AI agents can be prevented from behaving in ways that do not comply with developers’ 

original intentions or should we revise the idea of a flat ontology since AI is no longer equally 

capable of creating interactions, but is superior to human actors? Moreover, how can ANT 

theorise the interactions between humans and intelligent, autonomous, machines when ANT 

does not distinguish between human action and the behaviour of things (Collins & Yearley, 
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1992) and fails to address what role human’s morality and convictions play when these two 

interact (McLean & Hassard, 2004)? 

 

AI Agency and Institutional Theory 

When we consider institutional theory (currently a dominant approach in organisational 

theorizing), digitally enabled institutional arrangements such as new organisational forms are 

increasingly causing changes in many industries and fields (Hinings et al., 2018). There are 

several opportunities for institutional theorists to theorise AI agency, including as an actor, as 

a mechanism that increases the speed, magnitude or direction of institutionalisation or 

deinstitutionalisation, as a form of institutional infrastructure, and as a diffusion mechanism.  

The term ‘actor’ has become ‘one of the central, if not most frequently evoked 

constructs in institutional theory’, and yet its ‘specification and use are contested’ (Hwang & 

Colyvas, 2019, p. 2). In developing an abstraction of the term to assist in developing actor-

based approaches to institutional theorizing, Hwang and Colyvas (2019) posit ‘actor’ as 

consisting of three core elements: ‘1) the level of society that claims about actors inhabit (e.g. 

from individual to organisational to societal); 2) the degree of generality that claims about 

actors occupy (i.e. from more concrete to more abstract); and 3) the ontology, meaning the 

essential features of an actor that determine the inclusion of social entities into the construct’ 

(p. 5). As such, immediate questions arise for institutional theorists examining AI agency and 

actorhood such as: what ‘level of society’ do AI actors inhabit? What are the theoretically 

relevant features of AI actors that will provide cognitive adequacy and generalisability across 

the many empirical contexts in which we observe AI?  

AI agency also complicates or perhaps extends ideas of institutional processes such as 

institutionalisation and deinstitutionalisation. Processes of institutionalisation render practices, 

forms, ideas and meanings taken-for-granted. What role may AI agents now play in this 
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process, in rapidly and perhaps less obviously entrenching institutionalizing certain practices, 

further institutionalizing bias or inequality (Eubanks, 2018; Amis et al., 2019)? Alternatively, 

what is there role in deinstitutionalisation, given we are observing globally the technological 

challenges to many institutions underpinning democracy (elections, media) (Lindebaum et al., 

2019). What institutional conditions are at stake when AI agency is introduced? How does it 

shape the direction, pace and sequencing of change?   

Additionally, a more recent stream of theorizing on institutional infrastructure 

(Greenwood et al., 2011; Hinings, et al., 2017; Zietsma et al., 2017; Logue & Grimes, 2019) 

may also inform how to conceptualise AI agency. Institutional infrastructure is described as 

the ‘cultural, structural and relational elements that generate the normative, cognitive and 

regulative forces that reinforce field governance’ (Hinings et al., 2017, p. 163). These elements 

give rise to and maintain the stability of the social environment—the normative, cognitive, and 

regulative factors that specify, for instance, how organisations should interact and exchange. 

Such infrastructure varies in quality—specifically, in its degree of elaboration. In this regard, 

could AI agents provide a new form of relational infrastructure in fields? Is the work performed 

by AI agents more structure than agency, and when and how might this matter for institutional 

theorizing? And while field boundaries may be created or reinforced by the activities and role 

of AI agents, how might the same agents dilute or deinstitutionalisation field boundaries or 

professional jurisdictions? For example, as we are seeing in AI agents providing professional 

health or financial (robo)advice, challenging professional jurisdictions in health, finance and 

law. How does AI agency change understandings of negotiation processes within fields if AI 

agents can make their own decisions independent of humans, and the interaction and mutual 

dependence between and across fields and subfields (Furnari, 2016)? In this regard, AI agency 

may also by conceptualised as a diffusion mechanism, a carrier of certain ideas and values, that 

through the workings of AI agent lead to their amplification.  
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AI Agency and the Behavioural Theory of the Firm 

Finally, we consider how the behavioural theory of the firm might be tested by AI agency. 

Cyert and March’s (1963) work challenged neoclassical economic assumptions about the firm, 

introducing notions of uncertainty, conflict, satisficing behaviour and bounded rationality into 

explanations of firm processes, decision-making, actions and, ultimately, behaviour (March & 

Simon, 1958; Gavetti et al., 2012). It catalysed further research on organisational learning and 

the cognitive foundations of firm strategy (Levitt & March, 1988). However, AI agents 

seemingly overcome these previously identified weaknesses in economic models of the firm, 

challenging many premises of the behavioural theory of the firm (Baum & Haveman, 2020). 

For example, as compared to human agents, AI agents can be decidedly rational and 

unrelenting by design to maximise an objective and not satisfice; algorithms do as told while 

ignoring other considerations (Lindebaum et al., 2019). AI agents have the capability to 

automate decision-making and processes within organisations (Galbraith, 2014; Seidel, 2018; 

Swan, 2015; Van Rijmenam & Ryan, 2019). Consider the Hong Kong venture capital firm 

Deep Knowledge Ventures, who appointed an algorithm to its board of directors to improve 

decision-making (Hanson, 2017). With AI agents becoming more advanced, this could result 

in fully automated organisations, where human agents are managed by artificial agents 

(Curchod et al., 2019; Ma et al., 2018; Rosenblat & Stark, 2016; van Rijmenam, 2019). 

Already, we can see the first consequences of what this means within Uber, where AI agents 

control human drivers (Rosenblat & Stark, 2016). 

AI agents, as shown in our earlier examples of strategic game-playing, have vast and 

superior ‘search’ capabilities; they are able to process vast amounts of knowledge nearly 

instantly and analyse consequences, thereby challenging or perhaps changing the meaning of 

bounded rationality (from cognitive limitations to structural limitations by AI 



 19 

developers/designers). Do AI agents have ‘expectations’ that govern decisions such as when a 

search process should stop? How do AI agents make decisions around resolving conflict and 

avoiding uncertainty? We begin to see such questions exemplified by empirical developments 

such as DAOs. DAOs are complex mechanisms that operate autonomously, automatically 

conform to compliance (Swan, 2015) and radically change decision-making within 

organisations (Ziolkowski et al., 2018), due to a combination of distributed ledger technologies 

and AI. In the coming years, and as evidenced by the AutoML Zero program and the AI 

breakthroughs of Deepmind and OpenAI, AI will become increasingly advanced and detached 

from the social, potentially behaving differently than humans. When that happens, it seems that 

AI potentially requires a revised science of the organisation. 

 

Conclusion and Research Agenda: AI Agency and a Revised ‘Science of the Organisation’ 

Rapid developments within the field of artificial intelligence increasingly results in 

autonomous AI agents displaying reflexivity that can act with intentionality. When AI creates 

AI, it is increasingly further removed from human design or interaction. This wave of 

technological development, we argue, is substantively different from others in fundamentally 

changing the human-technology interface and the cyber-physical systems in which we 

organise. And yet, similar to other waves of technological developments, also challenges 

organisational theorizing. In this essay, we argue that this looming form of AI challenges our 

assumptions of agency, structure, materiality, actorhood and intentionality across many 

perspectives of organisational, management and innovation theorizing.   

To make our case we have shown how AI agency is made sense of by different 

theoretical perspectives, and yet also challenges the assumptions and core concepts in many of 

these same theories. In practice, AI agents change the nature of organisational design, decision-

making, strategy, knowledge production and learning, power and governance. Beyond our 
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observations on how this may challenge several core and relevant theories, this has further 

theoretical implications for leadership and contingency theories that view organisations 

(Curchod et al., 2019; Donaldson, 2008; Fiedler et al., 1998) in needing to accommodate AI 

leaders with different objectives, rules and norms than human leaders. Additionally, 

conceptualizing AI as an independent agent within organisations has implications for 

governance theories especially agency theory, as traditional governance practices involved 

with human actors no longer apply to AI agents (Someh et al., 2016; Bostrom, 2014; Van 

Rijmenam & Schweitzer, 2018).  

The rapid advancements in AI and the development of AI creating AI has compelled 

us to take these initial steps in examining how our organisational theories may be challenged 

and changed by these technological developments. In each theoretical perspective outlined, we 

have provided a set of further theoretical questions that lay the groundwork for a research 

agenda that goes beyond the empirics of AI investigations, to theorizing a potential new science 

of the organisation. In so doing, this essay presents a call for theoretical reflexivity on the part 

of organisational scholars examining AI agency and actorhood. 
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