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Abstract: This paper aims to understand the definition and dimensions of artificial intelligence 

(AI) literacy. Digital technologies, including AI, trigger organizational affordances in 

workplaces, yet few studies have investigated employees’ AI literacy. This paper uses a 

bibliometrics analysis of 270 articles to explore the meaning of AI literacy of employees in the 

extant literature. Descriptive statistics, keyword co-occurrence analysis, and a hierarchical topic 

tree are employed to profile the research landscape and identify the core research themes and 

relevant papers related to AI literacy’s definition, dimensions, challenges, and future directions. 

Findings highlight four sets of capabilities associated with AI literacy, namely technology-

related, work-related, human-machine-related, and learning-related capabilities, pointing also to 

the importance of operationalizing AI literacy for non AI professionals. This result contributes to 

the literature associated with technology management studies by offering a novel 

conceptualization of AI literacy and link it to the employee’s role in digital workplaces. We 

conclude by inviting researchers to examine the effect of employee-technology interactions on 

employees’ AI literacy, which might improve the design and use of AI. 
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I. INTRODUCTION 

 

Artificial Intelligence (AI) holds the potential to create radical changes in organizations, 

industries, societies, and the work life of individuals. While AI technologies offer the potential 

for significantly higher productivity and job creation, they could also lead to diminishing 

employment rates and substantial changes in the roles available to humans in the workplace [1]. 

However, despite the potential significance of AI’s impact on employees, relatively little is 

currently known about what the employees themselves know of AI [2].  

 

Some studies have focused on the role of digital technologies on the content of employment 

changes such as roles, workplace designs, specific digital skills, and competencies [3]. For 

example, Van Laar et al. [4] argue that broader skills such as creativity, collaboration, flexibility, 

self-learning, ethical awareness, and cultural awareness are essential 21st-century skills. Others, 

such as Kietzmann and Pitt [5], consider managers’ readiness for AI in the workplace. However, 

to date, most research has focused on the economic impacts of AI and treated employees 

abstractly in that context [6, 7]. 
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Therefore, in our paper, we focus on AI literacy in the workplace. We aim to understand the state 

of the art in current understandings about AI literacy and how it might be operationalized in the 

workplace. This understanding could then be used to develop mechanisms that would enable 

employees to participate as equals in the design and use of AI in their workplaces. The following 

two research questions (RQ) will guide our approach:  

 

1)  How can emergent themes around AI literacy in the extant literature be unified in an 

overarching definition of AI literacy? 

2)  What knowledge is available in the extant literature regarding employees’ capabilities 

in AI literacy?  

 

Following the recent literature perceiving literacy as a capability [8, 9], we will develop a model 

of the competencies needed to utilize AI technologies for achieving company goals. This study 

adopts the intelligent bibliometrics method that incorporates advanced data analytics with 

bibliometric indicators [10]. This method has been recently used in broad practical scenarios to 

profile scientific and technological landscapes and detect emergences [9]. Intelligent 

bibliometrics is particularly appropriate for analyzing large-scale scientific textual data with 

complicated semantics and discover latent relationships among semantic structures, such as 

association, topic hierarchy, and evolutionary pathways [11]. Aiming to capture the emergent 

themes around AI literacy in the existing literature bases, we will use this innovative approach to 

develop an analytic framework showing a set of major capabilities needed for AI literacy as a 

construct. Then, we put forward future research avenues regarding our research questions.  

 

Overall, our paper contributes to the literature by shedding light on what AI literacy for 

employees means, and by identifying a set of key future research opportunities to advance 

knowledge in this topic. These results can inform policymakers and strategists making decisions 

to ensure future education and employment of workers with social justice in mind, meaning 

participation and engagement in the digital space [12]. Further, managers could decide about 

investment in their human capital necessary to fit the employee’s profile to the future and engage 

employees with collaboratively creating and deploying those technologies at workplaces [8, 13, 

14]. 

 

The paper has six sections. After this introduction, section two presents the key concepts and 

background information on the importance of AI literacy. Section three reviews the data and 

research methodology, followed by section four, which includes the findings from our 

bibliometric and content analysis. Findings are grouped under the two research questions given 

above. Section five offers a new definition for AI literacy and presents key themes for future 

studies, while the last section includes a conclusion and recommendations for a research agenda.  

 

II. THEORETICAL BACKGROUND/RELEVANT WORK  

 

Kurzweil [15] defines AI as a set of machines performing functions that would require 

intelligence if people were carrying out those functions. These machines have been gradually 

diffusing into all sectors of the workforce, with projections that the overall AI industry will reach 

a trillion-dollar economy by 2030 [16]. Thus, people in the workforce will increasingly come 



into contact with AI tools. Some of these tools, such as drones, will work under employee 

guidance, while others, such as automated vehicles operating in workshops or warehouses, will 

not need any employee interaction [17]. However, the literature offers very few insights about 

how employees interact with AI tools [18]. For example, AI applications are now able to detect 

metastatic foci, count tumor cells, and predict gene mutations, however their use in pathology are 

limited due to difficulty in developing training data and a lack of explainability for application 

users, namely pathologists [19]. 

 

It is crucial that we improve our understanding of employees’ knowledge of AI in order to ensure 

its rapid and equitable uptake. The extant literature acknowledges how wide the effects of AI on 

employees are [6, 14, 18, 20]. However, few studies work to map out potential changes in the 

division of labor and the types of tasks performed by employees at various companies as they 

start to adopt AI-based digital technologies [8, 21]. Several studies tackled expected technology-

based changes in workplace practices, sometimes coined as “the future of work” [3, 20, 22]. For 

example, AI helps to modularize tasks [23]: specifying the details of inputs and outputs of digital 

tasks, defining modules of tasks, and building their standardized interfaces. As widely 

experienced in the Gig economy, such as in the cases of Uber (transportation) and Airbnb 

(hospitality). Indeed, learning algorithms are already automating administrative coordination by 

managing task decomposition and integration [20, 24].  

 

The trends on modularization and governance of tasks by algorithms are particularly important 

given issues regarding ethics and governance of AI where employees are often put at a 

disadvantage [25]. For example, Bailey and Parley [21, p.10] warn that: “... once an intelligent 

technology is good enough to be put into place in the workplace, the agendas of its makers will 

have been too cemented into its features that the degrees of freedom we have to alter the 

technology and or shape the changes it triggers will become more limited.” They call for 

researchers to develop a comprehensive understanding of two distinct phases of technological 

creation and adoption: design and use. In other words, researchers must find ways of integrating 

employees as key stakeholders to the digitalization of workplaces. Following this invitation, our 

paper further argues that when employees are unaware of AI [20, 26], they cannot effectively 

engage with the  it in their workplaces by using it, for example, in three-dimensional printers and 

robots [18].  

 

Inspired by the idea of integrating employees into the design and use of AI technologies, this 

paper considers AI literacy as an organizational-level capability where individual capabilities 

add up to an organizational level strength to perform a set of coordinated tasks and utilize 

organizational resources to achieve a particular result [27]. Organizational capabilities constitute 

ordinary and dynamic capabilities. While the former help carry out routine activities, the latter 

refer to a firm’s capacity to “integrate, build, and reconfigure internal and external competencies 

to address rapidly changing environments” [28]. Even though AI literacy occurs at the individual 

level, we argue that employees’ collective AI literacy builds an organizational capability. AI 

literacy has a bundle of capabilities, ranging from technical to soft skills, but eventually building 

an overall organizational capability over a lifetime of employee learning [29]. 

 

Long and Magerko [2] define AI literacy as a set of individual competencies that help them 

communicate and collaborate effectively with AI. However, despite this acknowledgement of the 



importance of AI literacy, it seems that the education of students and the general public have 

been prioritized when compared to employees per se. For example, Lee et al. [30] argue that 

students should be AI literate: “Through their participation in developing the AI technologies of 

the future, persons from underrepresented groups in STEM and computing and their allies can 

work together towards ensuring that the AI industries of the future are founded in principles of 

inclusivity, provide equitable access, include consideration of multiple stakeholders and potential 

users, and minimize the potential for bias (p. 191).” Furthermore, there is a global talent gap in 

AI [31] and a well-established problem of employee inequality, with the gender divide a 

particularly critical one [32, 33, 34]. Moreover, while school and tertiary education play an 

essential role in educating young people and the public, the implications of AI for the 

professional needs and learning of current employees are less clear [2]. By understanding the AI 

literacy required of employees, we may develop approaches to assessing and developing these 

capabilities across organizations, which would help to extend employees’ foundational 

knowledge and skills so that they can effectively interact with, and critically evaluate AI.  

 

The umbrella term AI literacy allows us to capture capabilities instrumental in utilizing the 

opportunities arising from AI within companies. Even though technologies might offer many 

affordances, their actualization depends on their enactment within an organization [13]. For 

example, Google’s designers cannot fully anticipate all possible ways in which Google Maps 

may be used as a component. A hotel might use it as a service to point out location features to its 

customers or a car company might use it in a self-driving car to support the navigation of its 

customers [35]. The employees of companies make sense of any digital component and adopt it 

in a particular context to capture its affordances for the company [18]. This enactment 

necessitates investing in employees’ AI literacy that will facilitate the variety of dynamic 

capabilities at workplaces. 

 

We aim to address the knowledge gap in the literature to understand what employees’ AI literacy 

is. While clarifying the concept, we aim to identify the capabilities that can form the basis of AI 

literacy. To do so, we conduct a bibliometric analysis and topic modeling with a set of unique 

approaches, as described in Section three. 

 

III. DATA AND METHODOLOGY 

 

A. Data collection 
Scopus is a comprehensive bibliometric database that collects more than 82 million bibliographic 

items
1
. As one of the most representative bibliometric sources, Scopus shares a large number of 

common features with other publication databases (e.g., Web of Science and Google Scholar), 

such as titles, abstracts, and other bibliographical information. However, we selected Scopus as 

our database for the following reasons: 1) Compared to Web of Science, Scopus collects not only 

journal articles, but also conference papers. Considering AI literacy is a relatively new topic, 

with pilot studies starting to appear in certain conferences, the inclusion of conference 

proceedings is critical to achieve appropriate coverage; 2) Despite its high coverage of 

bibliometric documents (e.g., articles, patents, and reports), Google Scholar also includes a 

significant proportion the grey literature, including brand-new concepts and immature studies, 
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making it quite noisy when compared to Web of Science and Scopus; and 3) Scopus itself has 

been already well recognized by the bibliometric community and has been widely used in a 

broad range of bibliometric studies [36, 37]. Given this choice of database, we initially built up 

the following search strategy in Scopus: 

 

TITLE-ABS-KEY (“AI literac*” OR “artificial intelligence literac*”) 

Search date: 12/07/2021 

 

The above search strategy yielded 25 papers, which we call Dataset 1 throughout the paper. Note 

that this is a markedly small quantity, and reflects the embryonic status of AI literacy research. 

To uncover more of the related relevant literature, while narrowing the scope of this review to 

work-related AI literacy with specific subject limitations, we performed a second more detailed 

search: 

 

(TITLE-ABS-KEY (("literac*" OR "capabilit*" OR "competenc*" OR "skill*") AND ("ai” OR 

"artificial intelligence" OR "Algorithm")) AND TITLE-ABS-KEY (("worker*" OR "employee*" 

OR "work*" OR "workplace*"))) AND PUBYEAR > 2009 AND (LIMIT-TO (DOCTYPE, 

"cp") OR LIMIT-TO (DOCTYPE, "ar")) AND (LIMIT-TO (LANGUAGE, "English")) AND 

(LIMIT-TO (SUBJAREA,  "SOCI") or "BUSI") 

Search date: 12/07/2021 

 

We limited our research to social sciences and business. This is because the primary focus of the 

papers in the technology (software engineering and computing science) and education fields has 

been on building a curriculum for technical professionals around AI knowledge & skills within 

educational institutions [38]. That is why they have been inadequate to provide insights into AI 

literacy of non-technical employees operating in company/business context. 

 

The expanded search strategy returned 246 papers, which we call Dataset 2. Only one 

duplication was found between the two datasets, since both datasets rely on different academic 

sources. While the Dataset 1 consists of mainly education-focused journals, Dataset 2 

encompasses business-focused journals and conferences. These papers form our dataset 2. 

Hence, we kept both datasets and utilized Dataset 1 (25 papers) to define AI literacy. We 

analyzed Dataset 2 (246 papers) to identify the dimensions, challenges, and future directions of 

AI literacy as it might develop in the workplace. 

 

B. Methodology  

 

Figure 1 illustrates our methodology, which largely relied upon bibliometric, content, and topic 

modeling analyses. A descriptive analysis adds quantitative data to further our conceptual 

understanding of the research landscape surrounding AI literacy. We use this to identify the 

publication trend of AI literacy-related papers, top affiliated countries, and their collaborative 

patterns.  

 



 
Fig. 1. Research framework 

 

 

Topic analysis  was used to derive the main dimensions of AI literacy. Specifically, a keyword 

co-occurrence analysis profiled the general topical landscape of AI literacy through core terms 

retrieved from the titles and abstracts of the collected articles and the co-occurrence relationships 

among these terms. The hierarchical topic tree (HTT) analysis was then used to further analyze 

the co-occurrence network, clarify the key topics and their hierarchical relationship. 

 

We applied keyword co-occurrence analysis to the 25 papers collected in Datasets 1 and 2, and 

HTT analysis to Dataset 2. Keyword co-occurrence assumes that keywords in the same context 

have close semantic relationships, enabling the discovery of key terms and their composed 

communities. We used this approach to understand key concepts and terminologies in the 

definitions of AI literacy made by papers in Dataset 1. The data was then visualized in 

VOSviewer to detect related communities [39]. While VOSViewer offers a high degree of 

flexibility to construct networks [40], the co-occurrence network still contains rich information 

in its topological structure (such as topics consisting of a group of proximate nodes and 

relationships among these topics). Such information becomes more significant when the data 

scale increases. Thus, the HTT analysis provides a solution to delve into this topological 

information and discover meaningful relationships and insights. Dataset 2, with 246 papers 

covering a relatively broad range of topics in AI literacy, was more difficult to summarize using 

keyword co-occurrence, which led us to utilize HTT analysis to discover the hierarchical 

relationships among these topics. This method works to hierarchically profile research topics 

based on their topological characteristics in a keyword co-occurrence network [9] to identify key 

terms and discover complicated relationships. It does this by mapping high-density peak nodes in 

a network to root nodes, while nodes with lower densities are assigned to their closest root or leaf. 

We employed VEGA grammar toolkits
2
 to visualize the results of HTT.  

 

Finally, a content analysis was applied to the most relevant 84 papers identified from our 

bibliometric and HTT analyses. We chose to focus on papers providing insights into AI literacy 

of non-technical employees operating in company/business context (listed in the references with 

an asterisk). After these papers were read in-depth by two authors/experts in the field to 

guarantee the most semantically meaningful topics are captured in the analysis. Then, all authors 
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worked to discuss and categorize the definition, research dimension, challenges, and future 

directions of AI literacy in a hybrid manner by combining the bibliometric results (quantitative) 

with the domain knowledge gained from this close reading (qualitative).  

 

C. Data preprocessing 

 

Since the bibliometric analysis, particularly the HTT analysis, requires an input of free terms 

extracted from combined titles and abstracts of papers, we utilized the natural language 

processing (NLP) module in VantagePoint to extract 8,393 raw terms from the collected dataset 

and then conducted a term clumping process [41] to identify 4,669 terms for topic analysis. The 

stepwise results for the term clumping process are given in Table I. 

 

 

Table I. Stepwise results for term clumping 

Step Description # Terms 

1 Raw terms retrieved with NLP 8,393 

2 Consolidated terms with the same stem, e.g., “digital capability” and “digital 

capabilities” 

7,904 

3 Removed spelling variations, removed terms starting/ending with non-

alphabetic characters, e.g., “Step 1” or “1.5 m/s”, removed meaningless terms, 

e.g., pronouns, prepositions, and conjunctions 

5,717 

4 Removed general single-word terms, e.g., “information” * 5,423 

5 Consolidated synonyms based on expert knowledge, e.g., “blockchain” and 

“blockchain technology” 

4,669 

Note: Given that most single-word terms take on additional context when used in multi-word phrases, e.g., 

“information” vs. “information systems”, we opted to remove generic single-word terms. Further, some multi-word 

terms were consolidated into a single-word form in Step 2 (e.g., “classification method” became “classification”). 

Non-general single-word terms were retained. 

 

IV. FINDINGS  

 

This section explores our findings from this review, organized into two subsections that each 

respond to the two research questions listed in section I. 

 

A. The definition of AI literacy and core research themes in the extant literature  

Searching on the exact terms of “AI literacy” resulted in a broad definition of education literature 

related to human-machine interactions [30, 42]. Most of this literature revolves around students 

[30, 38, 43, 44]. However, two significant studies focus on AI literacy in a manner relevant to 

organizations. The first is Long and Magerko [2], which focuses on individuals and uses AI 

literacy, referring to a set of competencies needed to evaluate, communicate, and collaborate 

with AI. In short, this approach aims to understand what competencies/capabilities are needed 

for individuals at home and work while interacting with AI technologies. In contrast, the second 

study, by Mikalef and Gupta [45], treats AI capability as a firm-level construct. 

 The studies with clear definitions of AI literacy are given in Table II. 

 



Table II. AI literacy definitions 
Source Level Context Definition 

Long and Magerko 

(2020) 

All Work. AI literacy is "a set of competencies that enables 

individuals to evaluate AI technologies critically; 

communicate and collaborate effectively with AI; and use 

AI as a tool online, at home, and in the workplace (p.2)." 

Mikalef and Gupta 

(2021) 

Org. Work. AI capability is "the ability of a firm to select, orchestrate, 

and leverage its AI-specific resources (p.2)." 

Hermann (2021) Ind. Students "AI literacy is individuals’ basic understanding of (a) how 

and which data are gathered; (b) the way data are 

combined or compared to draw inferences, create, and 

disseminate content; c) the own capacity to decide, act, and 

object;(d) AI’s susceptibility to biases and selectivity; and 

(e) AI’s potential impact in the aggregate (p.13)." 

Kandlhofer & 

Steinbauer (2018) 

Ind. Students AI literacy is sound knowledge about the principles of AI 

and its application. 

Dai et al. (2020); Lee et 

al. (2021) 

Ind. Students AI literacy is a student’s ability to access and use AI-

related knowledge and skills. 
Org.-organization, Ind.-individual, Work.-workplace 

 

Regarding the core research terms in the literature, we generated keyword co-occurrence maps 

and hierarchical topic trees. The co-occurrence maps of 72 keywords from the core 25 papers 

and 342 terms (with term frequency above 1) from 246 papers are respectively given in Figures 

3a and 3b. Due to the sparsity of research terms/keywords, we set the attraction and repulsion 

parameters
3
 in both figures to 9 and 1 to present compact visualizations. The minimum clustering 

sizes were set to 10 and 50 to avoid generating trivial clusters. Different colors in each map 

represent theme clusters identified by VOSViewer.  

 

In Figure 3a, we can observe that the 25 core papers dispersed their attention on four significant 

aspects: behavior intention (red in Fig. 3a), specific AI techniques (machine learning and deep 

learning, green in Fig. 3a), AI education (yellow in Fig. 3a), and human-machine interactions 

(purple in Fig. 3a). In contrast, Figure 3b of 246 papers presents a broader research landscape of 

AI literacy in work-related backgrounds. AI education (yellow in Fig. 3b) is still one of the major 

clusters, but its emphasis has changed from K12 education to work-related skills and 

competencies compared to the core 25 papers. Additionally, three new cluster have emerged: 

data analytics (blue in Fig. 3b); digital transformation (red in Fig. 3b); and the social impacts of 

AI (green in Fig. 3b). The clustering patterns in Fig. 3b indicate that: 1) data analytics is a key set 

of techniques in working-related situations, and 2) the social impacts and significance of 

acquiring AI-related techniques attract substantial research attention.  

 

Overall, the differences of Figures 3a and 3b reflect that the 25 core papers tended to focus on 

the definition of AI itself and how people in the general public might work to improve their 

understanding of this topic. In contrast, the 246 papers extended the boundaries of the discussion 

to the social significance and industry impacts of mastering AI skills. Hence, we argue that there 

is a clear gap in defining AI literacy that could apply to the context of a digital workplace. If we 

drop general topics such as AI education and the social impacts of AI, we see that the literature 

on AI literacy tends to define this construct with a set of capabilities. We chose a subsequent 

analysis, based upon HTT to further explore these capabilities in an attempt to understand what 

they are. 

                                                           
3
 The parameters are used to control map layout in VOSViewer (Waltman and Van, 2013). 



 

 

 
 

Figure 3. The keyword co-occurrence map of 25 core papers (a) and 246 papers (b) 

 

 



 

B. The knowledge in the extant literature regarding employees’ capabilities 

 

Feeding the extracted terms from preprocessing step to the HTT algorithm, we generated the 

HTT result in Figure 4. Stretching from left to right, it profiles a hierarchical structure of the 

distribution of topics as they occur in the AI literacy research field. The number at the end of 

each edge indicates the two related terms’ co-occurring frequency (i.e., the number of papers). 

We utilized this result to identify the relationships between research themes and narrow down 

our content analysis of AI literacy capabilities. 

 

As the root node of the tree, “competencies” indicates that most papers in our collection aim to 

investigate the specific competencies related to AI literacy and their relevant impacting factors. 

Another characteristic we can observe from the tree is that its major branch (with a broad line 

going through the whole tree) consists of terms either describing digital phenomena or specific 

influential technologies (such as “industry 4.0”, “digitalization”, “digital transformation” and 

“big data”). Such terms suggest that the AI technology revolution has provided the primary 

background and the driving power of AI literacy studies. 

 

We focused on branches that discussed specific capabilities required in the workplace, 

examining the papers in the branches marked red in Figure 4 with particular care. This included: 

(1) the root node term “competencies,” which covers a broad range of papers discussing multiple 

competencies functioning in AI literacy increasing [23, 46, 47, 48]; (2) “skills gap” and 

“required skills” branches under the node of “workforce,” papers in these branches typically 

examine skills requirements in this digital era and existing skill gaps in the current labor market 

from the individual level [49, 50]; (3) “digital skills,” “digital literacy” and “digital education” 

branches under the node of “digitalization,” papers in this set discuss the practice of digital 

literacy and how it influences working performance and how to improve it through education [26, 

51]; and, (4) “digital capabilities” and “digital competencies” nodes branch under the node of 

“digital technologies.” Papers containing those terms concentrate more on digital 

abilities/competencies to promote digital transformation from the organizational level [31]. (5) 

“skill sets” branch under the node of “machine learning.” These papers uncover the influence of 

specific AI technologies on the skill sets of conventional sectors [52]. 

 

  



 
Fig. 4. Hierarchical topic tree 



V. DISCUSSION  

We iterated several times between theory and the topics resulting from the HTT analysis in order 

to create new theoretical artifacts, and to build theory with them [53, 54]. Focusing on the 

differentiation of topics judged by authors as an interdisciplinary team led to a multidimensional 

construct of AI literacy for employees. In this section, we first introduce our framework, then we 

propose key themes for future studies. 

 

A. A framework in defining the AI literacy for employees 

 

Figure 4 helped to  provide a framework for integrating the dispersed literature that attempts to 

describe the capabilities needed for AI literacy. Following the HTT analysis, we undertook a 

detailed content analysis of papers that explicitly mention competencies, capabilities, and skills. 

This leads us to suggest a new refined definition for the AI literacy of employees (which is 

depicted in Figure 5). AI literacy is a bundle of four core capabilities as shown in Fig.5: (1) 

technology-related (generated from HTT 4), (2) work-related (generated from HTT 2), (3) 

human-machine-related capabilities (generated from HTT 5), and (4) learning-related capabilities 

(generated from HTT 1 and 3). The names of the first three categories are inspired by the study 

of Fréour et al. [17], while the last one emerges from our analysis. We now discuss these 

capabilities in more detail. 

 

 
Fig. 5. Capabilities for AI literacy 

 

(1) Technology-related capabilities 

Considering that AI literacy is based on technology, it is no surprise to expect that technological 

capabilities might be one of the critical dimensions of AI literacy.  

 

• Skills that will allow the 
development of adaptive 
expertise to draw on self-
learning and technological 
developments. 

•Skills to build and use intelligence 
augmentation recognising potential 
of human-robot-interaction in 
bolstering human capabilities. 

•Understanding of human and AI 
capabilities within the domain, and 
interactions of capabilities across 
teams and disciplines, over time 
and complex decision 
environments. 

• Data, its collection and 
collation, analysis, and 
representation, the range of  
technologies for this, and 
their interaction with the 
world. 

Technology-
related 

Work-
related 

Learning-
related 

Human-
machine-

related 



Mikalef and Gupta [45] are very specific in describing these technological capabilities. They 

concentrate on three significant capabilities for companies: data, technology, and technical skills. 

Data, particularly the availability of high-quality data, is a critically necessary input for AI. Once 

these large, unstructured, fast-moving, and complex data sources are created, companies are 

expected to build AI applications, a technological infrastructure. An interesting example of a 

famous designer illustrates how technological capabilities could change engineering and arts. As 

described in a study [45], Philippe Starck, designer, who introduced a new series of chairs in 

2020 by using specific AI specialized software provided by Autodesk that integrated Fusion 360 

software package in analyzing large datasets of chairs [45]. Finally, technological capability 

encompasses the technical skills of employees. While Mikalef and Gupta [45] argue that most 

employees will need to have a strong background in statistics, probability, predictions, calculus, 

algebra, Bayesian algorithms, logic, programming, data structures, language processing, and 

cognitive learning theory, we are not as convinced that these skills will be required across the 

entire workforce. More investigation is required in this space to determine the distribution of 

skills needed across different domains and work functions.  

 

Another seminal work is due to Long and Magerko [2], who divide each competency  into three 

key AI technologies: cognitive systems, robotics, and machine learning. They propose two 

competencies for machine learning. One of them is titled Action and Reaction competency and 

defined as “Understand that some AI systems can act on the world physically. This action can be 

directed by higher-level reasoning (e.g., walking along a planned path) or it can be reactive (e.g., 

jumping back to avoid a sensed obstacle)” [2, p.6]. The second one is called Sensors 

competency, meaning “Understand what sensors are, recognize that computers perceive the 

world using sensors, and identify sensors on various devices. Recognize that different sensors 

support different types of representation and reasoning about the world” [2, p.6]. 

 

A wide spectrum of work points out the role of digital skills/digital literacy/digital fluency [51].  

For example, some studies (e.g., Johnson et al. [50] mention  skills of using  Microsoft Excel, 

SAS, Apache Hive, R, Scala, others highlight highly generic sets of skills such digital skills [24] 

or Internet security skills [55]. Johnson et al. [50] talk about the skills for necessity of conducting 

E-business, including dealing with websites, social media, reviews, data collection, data 

analytics, and data management (including protection, ethics, and cybersecurity). They highlight 

an emerging skills gap in professions such as tourism which are starting to use AI, virtual reality, 

and augmented reality-driven technologies to develop unique, customized, and personalized 

experiences for their customers. A similar approach for health care professionals suggests that 

they would need data governance principles, basic statistics, data visualization, and the impact on 

clinical processes as basic AI literacy skills [56]. 

 

Kipper at al. [57] carried out a bibliometrics study to list 37 knowledge and skills required for 

Industry 4.0 technologies. They defined knowledge categories that include industrial automation 

and IT, whereas skills are defined broadly as, e.g. adaptability/flexibility, data analysis, and 

continuous learning. Such broad categories might give a general idea of what it takes people to 

get employed in industries using these technologies. However, they are difficult to apply into a 

clear training and reskilling program. 

 

(2)Work-related capabilities 



We define work-related AI literacy capabilities as those which support either the general use of 

AI in the workplace or the complementary skills needed to have effective AI deployment. Many  

studies provide insights into the details of these kind of generic capabilities [2, 23, 45, 60]. For 

example, Long and Magerko [2] suggested a diverse set of competencies including ethics that 

supports the use of AI.  Based on a literature review, Long and Magerko [2, p.7] defines it as 

"Identify and describe different perspectives on the key ethical issues surrounding AI (i.e. 

privacy, employment, misinformation, the singularity, ethical decision making, diversity, bias, 

transparency, accountability)." Even though ethics is a general capability for all decisions at 

daily routines of companies, problems arising from the algorithms such as biases bring it forward 

for the AI implementations. 

 

Another stream of studies underline the importance of  complementary skills that could improve 

the efficient use of AI [23, 60, 61, 63]. Some of them emphasize critical thinking, problem-

solving, communication, and teamwork as vital for AI [23, 58]. This is because these skills play 

the supporting role in the complex cognitive and decision-making tasks in a company context 

[58]. Other studies [8, 59] add emotional intelligence, judgment, service orientation, negotiating, 

cognitive flexibility, and other digital skill sets as capabilities helping employees to handle AI. A 

few studies highlight the importance of sense-making capacity [60, 61, 63]. How and Hung [38] 

introduce a need for an AI-thinking skill, claiming that it could enable employees to ask better 

questions to solve problems. 

 

(3) Human-machine-related capabilities 

When employees cooperate with colleagues to contribute knowledge to the firm, they increase 

process improvements or induce several novel products or services [13]. Similar positive impacts 

are observed in deploying AI such as chatbots in human services where humans increasingly 

work with them as co-workers in their daily routines [46, 48]. Hence it is no surprise that there is 

a great deal of interest in understanding likely future collaborations between humans and AI 

[64]. Some studies are motivated by finding ways to enhance collaboration capabilities [61], 

while others focus on protecting and highlighting unique human capabilities such as adaptive 

expertise [65] or complex problem-solving [4]. 

 

Some studies emphasize the need for individual and collaborative cognitive skills due to the 

inevitability of human-robot interactions at workplaces [66]. These skills include geometric 

reasoning and situation assessment based on perspective-taking and affordance analysis; 

acquisition and representation of knowledge models for multiple agents (humans and robots, 

with their specificities); situated, natural and multi-modal dialogue; human-aware task planning; 

and human-machine joint task achievement. 

 

Another theme is the emphasis on increasing the explainability of AI, a critical improvement for 

building genuine human-machine practice [67, 68]. As an increasing research focus on 

explainable AI seeks to clarify how machines make decisions [69], we see a body of work that 

points out the need for the receivers of AI insights (i.e. employees) to be able to interpret and 

examine the associated explanations that the system supplies, such that they can design AI-based 

interventions accordingly [61]. Similarly, there is a need to educate employees as a key 

stakeholders of algorithmic systems in algorithmic fairness, accountability, transparency, and 

ethics [34]. Verganti [35, p. 225] points out that “an algorithm that has been created to solve a 



problem cannot refuse to solve it; it cannot pull the plug (unless this trigger is already 

incorporated in its code). A human can. She can avoid to create, if it does not make sense, 

morally, emotionally, or by intrinsic motivation.” Hence, the role of human capabilities become 

critical in facilitating human-machine interactions. 

 

(4) Learning-related capabilities 

A handful of other studies focus on learning. For example, studies by Poquet and de Laat [28] 

and Jaiswall et al. [24] draw attention to the need for continuous lifelong learning, as people are 

exposed to information, interact, learn and make decisions in a rapidly changing environment. 

Similarly, Kateryna et al. [63] point out possession of skills related to cognitive processes 

contributing to the lifelong learning of employees, including a self-learning ability that helps 

employees dealing with the volatility and uncertainty of the future in digital age. Interestingly, 

this learning aspect appears in some studies that focus on determining skills needed in specific 

industries. For example, Carlisle et al. [42] discusses the future digital skills for all tourism 

subsectors, one of which is self-learning capacities. They argue that permanent education, 

adaptability, agility, and flexibility are necessary to cope with ongoing digital innovations and 

disruptive business models in tourism such as the one adopted by Airbnb, accommodation 

services company holding no assets. In similar fashion, Moll and Yigitbasioglu [70] highlight 

how AI applications demand from accountants cultivating their skills (such as data analytics, 

data visualisation, storytelling and strategic management) rather than traditional ones (such as 

auditing). Hence, extant studies seem to underline the role of building self-learning skills for a 

lifetime. 

 

Many studies fall into vaguely defined soft skills that might enhance learning [50, 57]. For 

example, Su et al. [71] point to the need for managerial skills made up of critical and system 

thinking skills, considering them as inimitable to AI. Another study [58] underlines problem-

solving as the primary soft skill for AI. Santos et al. [51] consider skills associated with social, 

emotion and cognition as an important input in using the digital technologies responsibly for 

communicating, socializing and learning. 

 

In a few studies [56, 72], researchers suggest some AI tools to help developing employee skills. 

For example, Shanmugalingam et al. [73] suggest that Gamification and Predictive Analytics 

increase employees’ skill development, while Wan et al. [72] proposes a simulation software to 

build AI skills. 

 

B. Suggestions for future studies 

 

Most studies on AI literacy have only been completed in the past two years (2019-2021), 

meaning that this is an exciting new field of research. In this final section we identify four major 

themes that could guide future studies on the topic of AI literacy.  

 

(1) Content of AI literacy 

AI literacy has the potential to be considered as a critical factor for the survival of companies in 

the rapidly transforming digital age. Thus, future research should work on clarifying the 

capabilities associated with AI literacy across all affected professions. To date, the main body of 

work revolves around only a few specific occupations, industries, individual AI technologies, 



and countries. The most immediate occupations under threat by encroaching AI solutions need 

far more investigation, including accounting [70], the legal profession [74], human resources [46, 

47, 75], marketing [55], and pathologists [19]. But many sectors will be affected, and it is crucial 

that we understand both the similarities and the divergences in the AI literacy required across all 

of them. In-depth analysis of whole sectors is rare, with one exception being tourism [76]. 

Similarly, the impact of specific AI technologies like intelligent employee assistants [77] are 

rarely explored. Few studies have attempted to explore the widespread impact of AI on particular 

countries, with notable exceptions in the Nordic countries [78, 79], and some developing 

countries, although these are limited to India or China [80, 81, 82, 83]. A final remark regarding 

the content of AI literacy is the lack of empirical work on capturing diverse perceptions and 

views of experts, managers, professionals, and non-technical employees. These empirical studies 

should adopt diverse methodologies such as Delphi method and surveys to enrich our 

understanding of AI literacy. 

 

(2) Assessment of AI literacy  

Most studies are related to curriculum topics. For example, Lee et al. [30] offer a 30-hour 

“Developing AI Literacy” curriculum grounded in child development, ethics education, and 

career development. Some studies offer a list of AI literacy competencies but do not give any 

actual assessment metric [2]. Nevertheless, to our best knowledge, studies attempting to measure 

the actual AI literacy of students are rare [30], and we have found no studies attempting to 

measure it in the workplace. Dai et al. [42] offer an AI literacy construct to measure students’ 

basic understanding of AI knowledge and skills, according to the schools’ AI curriculum content. 

However, while claiming to have measured five skills the paper itself only mentions one: the 

skill of using AI-assisted image search tools. A European Union research theme provides another 

example of an embryonic AI literacy assessment as part of developing an AI literacy framework 

for all citizens [84]. Coined “the driving license for AI,” this is a professional, internationally 

accepted, standardized training and certification system for AI. 

 

Few studies offer what individual capabilities in the field of AI might be assessed. For example, 

Wengjiu et al. [85] analyzed 9,454 patents to classify AI capabilities into groups such as data 

collection and transmission capability to leverage technologies that collect data from the physical 

world or transfer data within and between product modules. This scarcity indicates the gap in the 

literature about findings reliable and solid constructs, indexes, and so on that might help quantify 

AI literacy. Some of the recent studies in assessing digital literacy [12, 13] might provide a 

viable way in which to approach this issue. 

 

(3) AI literacy’s role in the future of work 

The education literature is often most interested in the content and delivery of curriculum around 

AI knowledge and skills [2]. It could be good to pursue this line of thinking in workplaces to find 

out the critical factors facilitating the behavior of employees in adopting and implementing AI. 

As Fréour et al. [17] show, digital technologies such as AI disrupt employees’ work by changing 

the work characteristics. 

 

During our literature review, we observe emergence of a future theme around the existential or 

philosophical issues in the future of work. We specifically identified some provocative core 

questions raised in the articles we reviewed. For example, Santos et al. [86] ask, “Should humans 



work?” Similarly, Nica et al. [87] prompt the question of “A laborless society?” These studies 

provoke the obscurity of our relationship with technology. Sutton et al. [88] raise the question of 

“How much automation is too much?” The study draws attention to the deskilling effect of 

knowledge-based systems. Third, Grønsund and Aanestad [64] bring forward another dimension 

with their question, “How do configurations of humans and algorithms evolve as firms adopt AI 

capability.”  Based on these intriguing questions, we would like to suggest that a fruitful line of 

research would seek to understand the shift from automating “workforce” to automating “brain 

force” with machines [22]. This would require a line of research that seeks to understand 

employees’ needs and desires, and how these could support them in dealing with technological 

challenges in the workplace [18]. In a similar vein, Richardson and Bissell [89] remind us that 

digital skills must be understood as processes that happen across bodies, objects, and 

environments because of their extensive dispersal beyond contained workplaces, and so points to 

the need for more in-depth studies to grasp how these changes to any of these aspects of the 

workplace will influence employees. 

 

A final avenue for future research might be to consider bridging AI literacy with studies on 

future of work [60, 90, 91]. Studies about student AI literacy openly argue “what type of future 

society we are preparing the students for and what type of future citizens we want the students to 

grow into” [42, p.3]. Hence, AI literacy studies might empower employees by including them in 

envisioning a future with top management to avoid many negative impacts of AI on employees, 

such as burnout and discrimination [92, 93]. As Miller [91] argues that when people are more 

skilled at designing the systems and processes used to imagine tomorrow, they (both women and 

men) become more empowered with the capacity to be free. We believe that AI literacy could 

contribute to more inclusive and sustainable development by enhancing the affordances of AI 

technologies for the social good. This is in line with the calls aiming at gender equality and the 

inclusion of voices from all stakeholders in society [34]. 

 

(4) Policy issues around AI literacy 

Ernst et al. [6] warn how companies are left disadvantaged in markets due to the concentration of 

profit and wealth among a few large technology companies. The study points to the risks 

companies face to open markets, innovation diffusion, enforcement of labor regulation, and the 

country’s capacity to collect taxes; thus, it calls upon governments to build social protection and 

taxation policies to tackle inequality and job polarization [6]. A similar policy request invites 

governments to prevent the damages of the AI divide on gender, inviting them to implement 

international governance guidelines and frameworks [34]. 

 

Studies on inequality call for policy intervention as well [34, 78]. Dai et al. [42] show that female 

students perceive themselves as less prepared or even not ready for an AI-infused future when 

compared to male students. Therefore, the study reminds governments to forge a positive culture 

and send encouraging messages to female students to address gender equity issues in AI 

education [42]. Another study emphasizes the role of involving diverse stakeholders in policy-

making about AI and increasing opportunities to educate citizens by creating public spaces [2]. A 

broadened perspective of educating citizens could overcome inequalities regarding opportunities 

to learn about AI by offering them access to technical knowledge.  

 



In addition, Robinson [79] provides a compellingly good example of AI policies designed at the 

national level in Nordic countries supporting employee development. The study lists how these 

nations support the development of AI technology in society by providing policies that rest on 

their cultural values, including trust through clear information and information security and 

transparency through AI literacy education. In a similar vein, Hines [90] advocates for a serious 

policy discussion on the post-work future, encompassing the development of programs to 

manage the transition and personal futures planning. Thus, policy discussions introduce a wide 

range of issues that could become critical in deciding the design and use of AI technologies 

across countries. Future research could tap into this line of inquiry. 

 

VI. CONCLUSIONS  

 

This paper aims to develop a conceptual understanding of the AI literacy of employees that could 

be instrumental in exploring the preparedness amongst employees for the impact of AI on 

organizations, workplaces, jobs, roles, and competencies. Due to the phenomenon’s complexity, 

there is a need for shared research agenda to cohere research in the direction of AI literacy to 

support employees in the design and use of AI in the workplace.  

 

This study presents an overview of the extant literature in two dimensions: the definition of AI 

literacy and its capabilities. Regarding the definition of AI literacy, most of the reviewed studies 

are inspired by curriculum development and aim to cover know-how on a wide range of topics. 

This study considers the AI literacy of employees an organizational capability that is shaped 

within the digital workplace. Regarding the capabilities of AI literacy, the literature is quite 

patchy and far from any systematic analysis, i.e. it lacks a theoretical approach. We classified the 

capabilities under four categories: technology-related, work-related, human-machine-related, and 

learning-related.  

 

Our study offers a framework to define the employees’ AI literacy as a collection of technology, 

work, human-machine, and learning capabilities. These capabilities could allow employees to 

actively join in on designing and utilizing AI at their workplaces. 

 

Implications for theory 

A methodological review of existing literature offers many advantages for scholars in the field 

[53]. Our study focused on delivering two benefits: investigating the current the state-of-the-art 

knowledge on the topic of AI literacy, and inspiring future research through the identification of 

gaps and promising new topics to pursue. In other words, our first contribution to AI literacy is 

highlighting its importance from the lens of employees. That clarification of the gap helped us 

offer four significant avenues for future research on AI literacy: its content, its assessment, its 

role in the future of work, and policy issues. By doing so, our work expands the discussions on 

work, organization, and technology studies to rethink AI literacy as a collection of capabilities. 

Further, our study underlines the role of employee involvement and engagement in utilizing AI 

in workplace. Although the research is exploratory, it brings forward an agenda to advance our 

understanding of the role of employees in the development and implementation of AI to ensure 

inclusivity and equity at work. 

 

Implications for practice 



In terms of practice, our work invites several stakeholders, mainly employees, managers, and 

policymakers, to tackle the impact of AI on the workplace deliberately, rather than through ad 

hoc and case by case responses. Employees need to become informed stakeholders about the 

future of work, and provided with opportunities to develop their foundational knowledge and 

skills. Only then could they engage with future endeavors of AI design and use it as AI-

empowered workers. This process will only start if employees who are interested in AI become 

engaged and learn AI. In doing so, employees might start being an active part of their future 

selves as AI-enabled workers who could build an inclusive workplace. 

 

Managers might be aware that workplaces should embrace human-machine integration to 

empower employees and support human development. This practical implication is the right 

thing to do, but also it is in line with the recent studies on advocating human-machine 

interactions in favor of humans [93]. Poquet and de Laat [29] call for managers to shift their 

mindset from managing human capital to human development. Managers should consider 

ramping up their work-integrated learning activities to support the learning needed for 

employees. Some studies are already focusing on finding out learning needs for employees in 

general [21] or specifically for industry 4.0 applications [94, 95].  

 

Limitations  

This paper has three limitations arising from its descriptive nature, each of which is an 

opportunity for future research. First, we have presented an overview of the literature focusing 

on the concept of AI literacy. There is a need for empirical work to develop in-depth knowledge 

about AI literacy, its assessment, and the benefits it brings to those who possess it in the 

workplace. Second, the study limits its focus to AI literacy at organizations to highlight the 

critical need for engaging employees in the design and use of AI. Other studies have already 

worked to understand other forms of employee literacy, mainly digital literacy [63], and their 

methods could perhaps be adapted to AI literacy in future work. Three, in our literature review, 

we identified many papers looking at AI from an economic perspective. However, this paper did 

not compare how different sub-groups of papers talk about employees. It would be useful to 

compare these economically driven points of view with those targeted at “curricula” (or arising 

from a more formal educational context). 

 

The limited knowledge of AI literacy and its capabilities/competencies [2] indicate a gap. Our 

findings support the recent finding of Wu et al. [85] about the difficulties associated with 

defining capabilities. Hence, this paper makes a humble contribution to these efforts to 

understand AI literacy as a bundle of capabilities, deferring these significant challenges for 

future studies 
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