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SYNOPSIS 

Machine Learning has found its applications in many industrial  and 

commercial domains.  However,  there are few ignorant industries that stil l  

lack digitization and require fusion of AI into their processes.  Once such 

industry is  the container-shipping industry.  The global supply chain is  

complex,  with cargo volumes that are highly seasonal driven by events,  

consumer related, Christmas and Chinese New Year,  agricultu re harvests 

further impacted by extreme weather occurrences and changes to the Geo , 

Political regulatory environment affecting trade. In contrast,  supply,  the 

shipping capacity is fixed in the short run; this  results in periods of 

mismatched supply and demand and therefore shipping price volatility.  

The Shipping lines are trapped by the current spot market pricing practice 

of using date validity and not the vessel voyage. This causes a disconnect 

between price,  demand and supply,  a problem that is compounde d by the 

shipping line’s enterprise systems. Entrenched operational silos within the 

lines are resulting in missed revenue opportunities through a lack of real  

time visibility into the availability of equipment and vessel space which 

are key inputs to price decisions.  Forty percent of all shipping containers 

moved around the world are purchased on the short -term spot market; 

their commercial terms are set manually with emails and phone calls.  Spot 

market price should be a product of supply and demand. Howev er,  the 

industry as a whole has litt le visibility into the state of the market in real  

time, and carriers are making sub optimal pricing decisions and their 

customer procurement decisions because of this.   

Australian Linear Shipping industry is lacking digitization hence the 

visibility into the industry stat istics is missing.  Without real time visibility 

of the market as a whole,  future spot pricing decisions are based mainly on 

a carrier's internal assessment of current and future booking build up and 

net contribution targets.  This can, and usually does,  present a different and 

misleading picture of market conditions.  With the limited market wide 



information and inability to use vessel voyage specific price as a lever to 

steer the cargo opportunity to the o ptimum vessel sailing,  opportunity cost 

materializes.   

In this research, we want to empower Australian Container Shipping 

Industry with machine learning capabilities to provide a market wide view 

of current and future demand (both for short -term and long-term), optimal 

spot pricing model and machine learning based prices prediction model 

that can predict spot pricing based on current demand and available 

capacity (supply).  

To do so,  the first step is to explore and model the relationship between 

demand, supply,  and price.  This can provide the current market scenario 

in which industry is operating.  Based on the results inferred, a model is  

designed to set  optimal spot pricing.  In order to price effective spot pricing 

model,  statistical analysis is done to dis cover the relationship between 

demand, capacity and price.  Based on inferred results,  historic data and 

spinning companies' limitations for price quotation, a novel mathematical  

model is designed that can calculate optimal pricing based on the 

mentioned factors.  Finally,  for making contract pricing more effective,  the 

demand forecast performed earlier is  used with the available capacity to 

predict  optimal container pricing based on demand and supply using  a 

regression based multivariate machine learning mod el.  This predicted 

price will shorten the gap between contract and spot pricing in the 

container shipping industry.  Hence,  this research provides visibility into 

future demand and will allow shipping lines and their customers to make 

better-informed pricing and procurement decisions.  
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defective pricing.   In order to deal with volati lity in shipment pricing,  there 

are two types of pricing strategies currently employed in the  shipping 

sector.  Contract market pricing and s pot pricing.  The contract market 

offers a fixed price for a known cargo task over a set  period, with secured 

booking space in periods of high demand. The spot market has a fluctuating 

price; you can benefit  from lower than contract rate prices in the low 

season,  but face escalating costs and less certainty of being able to secure 

the booking on the vessel voyage you want in peak season, as space is  

reserved for contracted customers [5].  Current industry pricing practices 

and commercial product offerings deliver sub -optimal outcomes for the 

shipping lines and,  indeed, for their customers.  Freight rates are set  with 

a date validity and not by vessel  voyage. Any vessel can be booked in that 

date range at  the same price,  regardless of the uti lization factor.  

Therefore,  there is  a miss-match between price,  shipping capacity (supply) 

and demand. Besides,  there is  very l ittle ma rket-wide data on real -time 

cargo demand, shipping capacity,  and price,  resulting in pricing decisions 

based on a shipping line's internal data only.  Pricing is a best estimate only 

and not driven by broader,  real -time data.  Moreover,  shipping lines offer 

limited product choice for a customer. A customer can take the price 

flexibility of the spot market but then has no booking certainty in peak 

season.  They can trade off certainty with a contract,  but then they forego 

price flexibility.  A lack of contractua l obligation compounds these factors 

at the time of booking enabling shipping lines customers to book cargo, 

often the same shipment with multiple carriers and they can cancel at  the 

last minute without penalty.  To counteract the explained scenario,  

shipping lines have adopted a practice of overbooking. In peak season, 

cargo cancellation does not exceed overbooked vessel cargo -carrying 

capacity.  Therefore,  not all the shipments can be loaded on a vessel and 

are left behind or "rolled" until the next vessel  departure [6].   

The main objective of shipping line spot pricing is  to maximize the 

profitability of each vessel voyage. Internal factors affecting  spot pricing 
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includes the vessel utilization factor in the coming weeks for the service  

(a measure of supply and demand),  the port pairs,  equipment deficit,  and 

balanced or surplus and global network requirement impacting the key 

variable cost component o f equipment imbalance charge, weight of the 

cargo,  and several containers to be booked.  External factors driving the 

spot pricing includes current market conditions,  actions of competitors.  In 

this process,  shipping lines need to manage the seasonality and  fluctuating 

cargo demand in the operating year and ensure they have a base load of 

contract business and fi ll  the remaining allocation with the spot market.  

This cargo mix will  vary with the shipping line to the shipping line and 

trade lane to trade lane based on each line's strategy and the inherent 

characteristics of a market's structure.  However,  regardless of the cargo 

mix,  in the short run, the spot market is the only channel for a sipping line 

to improve its  profitability because the rate has not bee n fixed for a time 

like the contract market [6].   The process flow diagram of price setting in 

the shipping industry is shown in Fig ure 1.1.  From figure 1.1,  it  is clear 

that it  is only a single person/consultant who handles the price setting.  

When a customer calls  a shipping company, the company representative 

gets a quotation from the consultant after liaising with the customer.  The 

consultant's capability to respond to the request optimally and promptly 

has a direct impact on the company's profitabi lity.  The consultant's 

response is based on experience, the judgment of demand and capacity at 

a particular time of the year and static price guide. Thus, such an important 

decision is made without sufficient data and involvement of other critical  

personnel in the company. Such practices increase the risk of missing 

opportunities to increase net profit margin.   
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1.3.1.1  The complexity of rate formulas:  

The rate-setting is  quite complicated and requires cause and effect  

modeling of many factors such as current demand,  available capacity,  fuel 

prices,  seasonality,  economic event occurrence,  and g lobal pandemic 

occurrences such as Coronavirus (COVID 19).  This becomes humanly 

impossible to incorporate the effect of all  such factor to fix the pricing [4,  

7]  

1.3.1.2  The complexity of individual contracts:  

Every customer has different requirements,  and so makes the contract.  

Providing discounts to one of the loyal customers can have a high chain 

impact on the company business,  which may not be felt  immediately.  

Visibility into such a contract can provide lon g-term advantages [5].  

1.3.1.3  Poor visibility to shipping utilization:  

Lack of visibility into the utilization of the shipment have quite long -term 

adverse effects on the company's performance. The consultants have no 

idea if  the ship's usage is worthwhile or not.  Thus quoting less pricing in 

case of low utilization is a whol esome loss [7,  8].  

1.3.1.4  Inability to respond to market forces:  

Fuel prices,  change in seasonality of cargo movement due to port 

congestion or closure care beyond human imagination. This means quoting 

prices without considering such matters can lead to profit or loss.  

1.3.1.5  Resistance to technology:  

 Numerous shipping companies struggle with technology boundaries.  Some 

stil l  work with spreadsheets while others' system s may not be dynamic or 

flexible to cope with contract variations ; in order to keep an edge over the 

competitors,  adoption of technologies proactively in a must.  
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and statistical) models for digitizing the Austral ian Shipping Industry.   In 

this research work, we aim to:  

I.  Explore the relationship between current shipment demand, 

available capacity,  and spot pricing.   

II.  Utilizing the relationship between shipment demand, capacity and 

spot pricing identified in (I),  we f urther plan to mathematically 

model optimal spot pricing based on the inherent connection 

between demand and capacity.  

III.  Furthermore, in our aim to provide industry transparency, we intend 

to implement  a ML model that can predict future shipment demand 

for both the short and long-run. Using the expected demand, the 

industry stakeholders can foresee the future shipment demand for 

informed supply chain decisions.  

IV.  Exhausting the visibility delivered by (III)  in regards to shipment 

demand, we furthermore aim to d esign a contract price prediction 

model that can predict container shipment prices based on the 

current shipment demand and available shipping capacity.   

In this thesis,  we aim to contribute to the theoretical and practical body of 

knowledge by implementin g intelligent data-driven methods for demand 

and price prediction in the shipping Industry.  However,  initially,  we have 

limited our scope to the Australian shipping industry.  We intend to collect  

real-time data from the Australian shipping industry's prima ry 

stakeholders.  To further narrow down the scope of our research work, we 

have selected 1 out of 7 trade lanes to perform, analyze and demonstrates  

our hypothesis.  These seven trade lanes include Asia -Oceania,  America,  

Africa,  Europe, Indiana, Middle East ,  Pacific Ocean islands.  Since the Asia -

Oceania trade lane is the busiest operating trade lane,  it  is ideal for 

performing analysis.  To further narrow the research,  we h ave selected a 

single trade lane, the Asia-Oceania trade lane (see figure 1.2).  
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commercial domains,  from medical to military [10].  A few of the business 

advantages ML can provide in the shipping industry are explained in the 

next section.  

ML can be used to generate a digital view of the market that can provide 

end-to-end visibility into the market stat istics and thus,  full control over 

the operations.  This data analysis to predict demand, prices,  and customer 

behaviors,  taking into account all  rule s and constraints that might affect  

the business.  Such digitization of the busi ness allows KPIs achievement as 

well as other benefits like:  

1.6.1  Visibility into industry Stats:  

ML can help provide an industry -wide view of container shipments'  current 

demand, available shipment capacity.  

1.6.2  Future Planning:  

Forecasting capabilities achieved using ML models can help industry 

stakeholders plan ahead for future operations [6].  

1.6.3  Substantial  financial impact:  

 Price optimization can bring wor thwhile financial  benefits.  Data -based 

solutions can benefit from pricing solutions quite fast [6,  7] .  

1.6.4  Productivity:   

Time can be more productive whilst using technology. The system performs 

all  the price optimization while the consultant can focus on other value -

added services such as evaluation of the tender process,  managing pricing 

campaigns,  and reviewing pricing strategies.  
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step, the time horizon is selected, followed by selecting the forecasting 

methods. In the fourth stage,  data sourcing is  undertaken,  and in the fi fth 

stage,  forecasting is performed.  The last  stage of the framework is 

monitoring the forecasts as shown in figure 2.3.  

 

 

Fig.  2-3  Shima  a nd Sie gel ’s  fore casting Model   

Brockwell and Devis in 2010, presented another approach specific to time 

series forecasting [7].  In the first step of their forecast process,  data 

features are examined using plotting techniques to ch eck trends, 

seasonality,  and other data components to extract stationary residuals.  

This step is followed by fitting the model.  Figure 2.4 shows an overview of 

Brockwell and Devis'  forecasting process.  
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time series with regular trends.  A series where trends change with time 

may provide false forecasts [9].  The classification of  time series 

forecasting algorithms is shown in figure 2.5.  

 

Fig.  2-5  Classi f ica tion of  t ime s eries  forecas ting model s  

2.5.1  Statistical Models:  

The weighted moving average is a variant of a simple moving average. In 

this method, weights are assigned to the most critical  period. The higher 

the weights,  the more critical  the data values.  This method is more 

sensitive to trends [10].  Simple exponential smoothing (SES) assumes that 

forecasted data have fluctuations around a constant level over time [11] .  

A variant of exponential  smoothing is the Holt -Winters non-seasonal 

method. It  includes a trend term that measures the expected increase or 

decreases per unit  period at the local mean level.  The Holt -Winters 

seasonal method is an extension of the Holt -Winters non-seasonal method. 

A smoothing factor for each period of the year is added to adjust the 

forecast according to the expected seasonal fluctuation [12].  Box and 

Jenkins in the 1970s presented autoregressive (AR) and moving averages 

(MA) models for ti me series predictions [13].  AR considers the current 

values of a time series as the linear combination of its  past values.  However,  

MA is a function of random interference that affects the series.  The 

proposed models proved to be quite useful for predictions in their initial 
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era.  As the research continued, it  was noticed that t here are situations 

where time series does not follow linear trends. Thus, a  range of new 

models has been presented to cater to these needs [14].  The autoregressive 

integrated moving average (ARIMA) is most commonly used for time series 

forecasting[14, 15].  ARIMA exploits dependency between an observation 

and a residual error from a moving average model applied to a lagged 

observation. It  does so by utilizing the relationship between observation 

and lagged observations.  It  makes time series stationary  by subtracting an 

observation from previous observations.  The ARIMA model has variants 

such as seasonal ARIMA (SARIMA),  which caters to the seasonal variances 

in a time series and ARIMAX,  which handles the data points' covariance in 

a time series.  

2.5.2  Hybrid Models:  

The class of hybrid models constitutes the models  which are a combination 

of machine learning models and statistical models to more effectively cater 

to both linear and nonlinear data.  Artificial neural networks (ANNs) [15-

17] are also found to be very efficient for catering for the non -linearity of 

time series.  A support vector regressor (SVR) can also handle the nonlinear 

part of the time series well.  In [17],  a  novel method for energ y demand 

prediction using SARIMA and support vector regression is performed. 

SARIMA handles the linear data component while SVR handles the 

nonlinear data components.  Hybrid linear and nonlinear models are also 

employed for time series forecasting.  Much fo cus was on ANN and ARIMA 

models.  ARIMA models handle linear data components,  while ANN models 

handle nonlinear parts.  In [14],  ANNs are used for one month ahead o f price 

prediction in the liner shipping industry.  The liner shipping industry is 

volati le and is impacted by seasonal variations,  public holidays,  and travel  

routes.  According to [18],  ANNs can handle the volatil ity of the shipping 

industry and provide promising forecasts.  However,  ANNs suffer from 

overfitting problems. In (Chou, Chu & Liang 2008),  a new regression -based 

model is  designed to forecast shipping container volumes,  i .e. ,  supply.  The 
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author claims that the designed regression model can cater for non -

stationary parts of t ime series.  In (Han et al.  2014),  SVM is used to forecast 

the dry bulk freight index.  

2.5.3   Deep Learning-Based Models:   

A new area of deep learning has been explored for ti me series analysis [15].  

Spot electricity prices are predicted using deep learning methods. The 

author proposed four deep learning models to perform time series analysis 

for spot electricity price prediction, which include  deep neural networks 

(DNNs),  hybrid long-term short-term memory DNN (LSTM-DNN),  hybrid 

GRU-DNN and convolution neural networks (CNNs).  The study infer s that 

deep learning methods outperform statistical and ANN -based models.  In 

[16],  research was conducted on Bitcoin price pred iction by comparing 

LSTM, RNN, and ARIMA. The results from the deep learning models as 

compared to other classes of models are more promising.  

2.5.4  Comparative Analysis of existing time series techniques:  

Based on the literature review in regard to  a time series forecasting model,  

it  is  evident that plenty of work has been done in varied domains to 

perform predictions based on time series.  Various models from different 

classes are designed and applied in di fferent domains.  However,  the 

application of any of the time series model s is stil l  scant and there are a 

limited number of models that are applied/designed to this domain. To the 

best of our knowledge, there exist no forecasting capability in the industry  

that can predict future demand based on seasonality and trends from the 

past data.  In order to cover this gap,  we have applied existing time series 

forecasting models that can handle trends and seasonality present 

inherently in the dataset.  The table 2.1 below shows the existing time 

series forecasting models and their application in the container shipping 

industry.  



26

✖

Hol t  W inte r ’s  non ✖

Hol t  W inte r ’s  seas onal  method ✖

✖

✖

✔

✖

✖

✔

✔

✔

✖

✖

Feature Selection Techniques:



27 

 

features represent the same meaning of data,  only o ne of them is selected. 

Figure 2.6 shows the generic feature selection process.  

 

Fig.  2-6  Gene ric  feature  selec tion proces s  

At the start of the feature selection process,  the full dataset is fed into the 

FS algorithm which splits the dataset into subsets of the selected features.  

These subsets are used as input to the objective function to evaluate their 

effectiveness.  If an objective function is achieved,  the selected subsets 

become part of the final feature set.  However,  i f objective function is not 

achieved not,  the FS process continues until it  is achieved. The final feature 

set is  then used in several ML a lgorithms for algorithm training.  There are 

different methods for feature selection. These include fi lters,  wrappers,  

embedded methods, and classification algorithms [20].  A feature is  said to 

be useful i f  it  has unique information about the classes in the dataset [19].  

Features can be discarded only if  they do not influence class labels [21].  

Filters are pre-processors for feature ranking. Features with a high ranking 

are selected as input to the prediction algorithms.  
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Wrappers,  on the other hand, depend on the performanc e of the predictors 

[19].  In addition to these two methods, there are embedded and 

classification algorithms that are al so useful for feature selection as shown 

in figure 2.7.  

 

Fig.  2-7  Classi f ica tion of  feature select ion methods  

2.6.1  Filtration based methods:  

Filter methods are used as primary selection criteria and are also known 

as ranking methods [22, 23].  They are used to rank a variable's usefulness.  

They set up a threshold,  the features below, which are discarded by 

filtering out irrelevant data.  Correlation criteria are the most well -known 

and commonly used filter method. The Pearson correlation coefficient is  

used to detect the linear dependencies between input (variable) and output 

(class).  Mutual information (MI) is  another fi ltration technique. It is a 

measure of the dependencies between two varia bles.  MI can be calculated 

for both discrete and continuous variables.  MI between X and Y is zero if  

they are independent and is greater if  they are dependent.  MI alone 

provides unsatisfactory results,  so it is  used in combination with 

embedded methods to achieve better results.  

2.6.2  Wrapper Methods:  

Wrapper methods rely on classification algorithms to produce results.  

Wrappers use classification models as a black box and their performance 
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as the objective function to select a subset of features  [19].  These can be 

divided into two classes,  sequential  selection algorithms and heuristic 

search algorithms [24].  Sequential selection algorithms are iterative.  

Sequential forward selection (SFS) starts with an empty feature set in the 

first iteration, and the empty feature set is filled with a single feature to 

obtain the maximum value of the objective function [25].  Starting from the 

second iteration, each feature is added into the subset,  and its 

effectiveness concerning the objective function is measured. Added 

features take a permanent position in the feature set i f  they provide the 

maximum value of the objective function. Sequential  backward selection 

(SBS) starts with a full  dataset and sequentially removes from the feat ure 

set those features whose removal has a minimum effect  on predictor 

performance. The sequential floating forward selection (SFFS) algorithm, 

proposed in [25],  adds a new step in basic SFS, which is to remove a feature 

from the existing subset and check if  it  provides the maximum value of the 

objective function.  Another variant of SFS is the adaptive SFFS algorithm 

(ASFFS),  which reduces the correlation amongst the feature set.  A 

parameter r is  calculated, which specifies the number of features added in 

the next inclusion [19].  

The parameter r is selected randomly. The plus -L-minus-r search algorithm 

is similar to naïve SFS. At each cycle,  L variables are added, and r variables 

are removed from the dataset's subset.  L and r are selected randomly. 

Heuristic search algorithms include genetic algorithms (GA) as explained 

in [26] and can be used for feature selection.  In GAs, chromosome bits show 

if a feature should be included or not in the feature set.  The parameters of 

GA can be changed based on the data and the application. A modification of 

GA called CHCGA is proposed in [14].  The CHCGA selects the best N 

individuals from a pool of parents.  Better offspring replace less fit  parents.   
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2.6.3  Embedded Methods:  

The embedded methods explained in [20] reduce the computation required 

to classify different subsets.  They combine feature selection and the 

training process.  In[27],  a  greedy search algorithm is used to find MI 

between the features and output class and between the subsets.  Max -

relevancy min-redundancy (mRMR) is another embedded method, similar 

to the greedy search algorithm.  

2.6.4  Classification Methods:  

Classifiers can also be used for feature selection.  Weights are assigned to 

the features,  and the linear relation between input and output is  

established. Such a feature removal technique is called recursive feature 

elimination. It is  used in SVM and is called SVM -RFE. The same 

methodology can be adopted in neural networks (NNs) and linear 

regression. Clusters,  e.g. ,  K -nearest neighbors (KNNs),  help grouping 

features that are naturally related to each other.  Details of unsupervised 

methods for feature selection can be found i n [28, 29],[30-32].  Semi-

supervised methods for feature selection are investigated [28],[33].  In 

addition to these techniques,  the domain expert's role is  al so of great 

importance in certain areas,  such as the medical and finance fields.  Input 

from domain experts while selecting features can improve the selection 

process exponentially.  

2.6.5  Comparative Analysis of existing feature selection techniques : 

Grounded on the literature review in relation to feature selection methods 

designed, implemented and applied so far it  is apparent that there exist s 

no such feature selection method that can incorporate domain expert’s  

input into the feature selection proc ess and that is required to extract the 

features from shipping data set  having vast and varied feature s.  Hence in 

this research we aim to design a new feature selection method that can 
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pricing methods can be classified into two major classes,  Scenario -based 

pricing methods,  and Algorithmic pricing,  as shown in Fig ure 2.8.  

 

Fig.  2-8  Classi f ica tion of  s hipment  pric ing  me thods   

2.7.1  Scenario-based Pricing:  

In this group of pricing studies,  authors have made assumptions of the 

shipment routes,  number of carriers/forwarders and have proposed t he 

pricing strategies based on supposed specific shipping scenarios.  In [34],  

the authors studied pricing decisions in the container industry by taking 

into account empty container repositioning costs and obtained some 

analytics properties.  They worked on two closed - port systems to simplify 

their research problem. Xu et al.   [27] developed the work in [34] by 

extending the research scenario to one carrier,  two forwarders,  and one 

shipper.  The author built  a mathematical  model to study the price 

determination method followed by carriers and forwarders.  According to 

Chen, minimum and maximum pricing threshold s exist,  and pricing is  

quoted within the thresh old limit.  The forwarder pays the shipment price 

if the shipment price estimation is below the threshold.  However,  if the 

shipment price exceeds that threshold,  it  has to be given by the carrier.  

Shah et al.  in [35] proposed a novel price -setting model.  This model 

determines the price of transport for a shipment and the inventory holding 

costs,  although a varied number of determini stic variables are considered 
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to set  shipment prices in the above studies.  However,  in real life,  shipments 

are not operated under ideal scenarios.  There can be various carriers,  

forwarder ports,  and shipment l ines that may or may not become part of 

any cargo transportation. Hence other approaches are also explored for 

price setting in the shipping industry.  

2.7.2  Algorithmic Pricing:  

Keeping in view the limitations of scenario -based studies,  researchers have 

also studied algorithms for pricing.  In this group of research studies,  game 

theory has been used along with Nash equilibrium to determine the price 

for shipment containers keeping demand or capacity as deterministic 

factors.  Lee et al.  [36] adopted a game theory app roach. The authors 

modeled three players who compete with each other for pricing and 

routing choices.  The selection criterion used in this method is the Nash 

equilibrium. Wang et al.  conducted groundbreaking research in the pricing 

domain in 2014. The auth ors used the game theory as a research setting 

and used freight rate,  service frequency, and capacity as critical price -

setting criteria[37].  In 2016,  a pricing method based on game theory was 

proposed using Nash equilibrium and ship capacity [38].  However,  the 

research above takes shipment demand as a deterministic factor.  In the 

research studies presented  in [36],[38],[37],  varied pricing decisions are 

proposed using shipment demand as a non -deterministic factor.  In these 

studies,  the authors do not use competition between shipping lines as a 

deterministic variable.  

2.7.3  Comparative Analysis of existing spot pricing techniques:  

Compounded by the literature review in re gards to optimal spot price 

calculation for the shipment containers,  it  is  apparent that there exist no 

studies that can help in deciding container shipment spot pricing based on 

shipment demand and available shipping capacity.  Table 2.3 below 

summarizes the literature review we have done.  
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desirable accuracy and the time availability to make an analysis.  These 

elements must be weighed to select  the technique that  can best benefit  the 

businesses.  Forecasting techniques are of various types,  which include 

regression, classification, stat istical,  and time series models as seen below 

in figure 2.9.  

 

Fig.  2-9  ML base  Pre dic tion Model s   

2.8.1  Regression-based models:  

 Regression-based models are used to assess the relationship between the 

dependent and independent variables.  These models can be linear or 

nonlinear.  Examples of regression -based models include linear regression,  

support vector regression, kNN regression, random forest regression, and 

gradient boosted regression. Linear regression is an ML algorithm that 

comes under the umbrella of supervised models.  It  is  used to understand  

the relationship between variables and the forecasting of target variables 

for forecasting.  Support vector regression uses the same principle as that 

of SVM, but with a minor difference. It  tends to minimize the error by 

maximizing the hyperplane while to lerating the part of the error  [39].  K-

nearest neighbor regression uses feature similarity from a training dataset 

to predict a new data point's values.  The new data point is assigned a value 

based on how closely it  resembles the training datase t [40] .  
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2.8.2 Classification-based models:

Comparative Analysis of existing feature selection 
techniques:
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base d mac hine  learning  model ’s  a ppl ica tion in the  
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✖

✖

✖

✖

✖

✖
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✖
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✖
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✖

✖
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Overall identified research gaps:

I.
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III .

IV.

V.

Summary: 
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3 Problem Definition and Overview

Introduction:

Key Concepts:

3.2.1 Spot pricing:
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3.2.2  Contract pricing: 

Contract pricing is  the term used to describe the price quotatio n provided 

to the customers for booking cargo ahead of t ime without information of 

future demand and capacity [1].  

3.2.3  Cargo demand: 

The requirement by customers to tr ansport cargo containers via sea from 

one location to another [1].  

3.2.4  Time series forecasting: 

Forecasting is the process of making predictions of the future events b ased 

on past and present data.  The term forecasting is  specifically used for 

predicting future events based on similar time of the previous and present 

year.  Time series forecasting is  the term used to model predict future 

values based on previously observ ed values [3].   

3.2.5  Prediction: 

Prediction can be termed as prophecy i .e. ,  a statement about a future event.  

Often forecasting and prediction are used interchangeably.  However,  

prediction can be without time dependency based on data from past year 

[4].  

3.2.6  Multivariate prediction model :  

Prediction of any target variable based on more than a single variable.  
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3.2.7  Relationship: 

Relationship can be termed as interdependencies between two entities.  In 

this thesis,  relationship refer s to the dependencies of variables among each 

other.  

3.2.8  EDA: 

EDA refers to exploratory data analysis.  It  is a statistical term that refers 

to analyzing the data sets to summarize their main characteristics.  

3.2.9  Correlation: 

Correlation is a statistical  term used to demonstrate and quantify the 

statistical relationship between two variables.  It  refers to the degree of 

association between the variables.  

3.2.10  Model:  

Model refers to the proposed structure typically in a smaller scale than 

original.  In other words,  it  refers to the example that imitates the concept.  

In this thesis,  we use model in a dual context,  (1) Mathematical  model;  (2) 

Machine learning model [5].   

3.2.11  Machine learning model :  

Machine learning models are output by algorithms and are com posed of 

model data and a prediction algorithm [6,  7].  

3.2.12  Mathematical model:  

It describes a system by a set of variable and a set  of equation s that 

establish the relationship between the variables.   
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Problem Overview and Problem Definition :
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Research Issues:

I.

II.
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III.

IV.

V.

VI.

Research Scope:
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3.5.1  Determine relationship between shipment demand, available 

shipping capacity and shipment pricing to determine optimal 

shipment spot pricing: 

The first research issue is to determine what relationship exist between 

the container shipment demand, available capacity and the prices quoted 

for the container shipments based on the current demand and capacity.   

As explained in the previous chapters,  currently s hipping industry has no 

digital view to determine what the market statistics are.  The shipping 

industry stakeholders are quoting prices independently of shipment 

demand and capacity.  Hence,  it  is  losing much revenue [2].  In order to 

understand the current relationship between the said variables  it  is  vital 

to understand market operations and to determine where the shortfall lies.  

3.5.2  Forecasting short -term container demand using historical 

demand data incorporat ing holiday and seasonality eff ects in 

the Australian shipping industry : 

The shipping industry has no visibility into the container shipment demand. 

This lack of knowledge effects their price quotation capabilities in the 

short-term. There exists no method that can help them visualize c ontainer 

shipment demand ahead, even for short-term even. There is a concerning 

need to develop such capability that can help them quote prices such that 

it  can earn revenue for them [8].  Solving this research issue, will enable 

the shipping industry to look into the near future demand and will help 

them increase their business and will create an impact in the developing 

shipping industry [9] 
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3.5.3 Forecasting long-term container demand using historical 
demand data incorporat ing holiday and seasonality effects in 
the Australian shipping industry :

3.5.4 Developing ML based price prediction model :

Research approach to problem solving:

Research methodology is the “collection of problem solving methods 

argeted problems”
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3.6.1 Choice of Research Method:

3.6.1.1 Awareness of problem: 



52 

 

existing applications and the expected status.  Research problems can be 

identified from different sources: industry experience,  observations on 

practical applications and a literature review. A clear definition of the 

research problem provides a focus for the research throughout the 

development process.  The output of this phase is a research proposal for a 

new research effort.   

We began with identifying the research topic in order to gain awareness of 

the problem. The choice of a research topic can arise from personal interest,  

from the observation, or from the literature describing previous theory and 

research in the area,  from social  concern or as an outcome of some 

currently popular issues.  The topic of this research is chosen from  a 

combination of personal research and a business concern from  the 

Australian Shipping Industry.  The research will influence Australia's 

adoption of digital  freight solutions.  Aiming to bring transparency to the 

containerized cargo demand and shipping capacity supply,  the research 

will allow shipping lines and their customers to make better -informed 

pricing decisions.  

3.6.1.2   Suggestion:  

This phase immediately follows the identification of the research problems 

where a tentative design is suggested. The tentative design describes the 

prospective artefacts and how they can be  developed. The suggestion phase 

is a creative process during which new concepts,  models and the functions 

of artefacts are demonstrated. The resulting tentative design achieved in 

this step is  usually one part of the research proposal.  Thus, the output of  

the suggestion step is also feedback on Step I,  whereby the research 

proposal can be revised.  

In the second step, we suggested some solutions to the identified problems. 

To do so,  we exploited various ML algorithms.  
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3.6.1.3   Development:  

This phase considers the  implementation of the suggested tentative design 

of the artefacts.  The techniques for implementation will be based on the 

artefact to be constructed.  The implementation itself can be simple and 

need not involve novelty; the novelty is primarily in the des ign not the 

construction of the artefact.  The development process is often an iterative 

process in which an initial prototype is first built and then  it evolves as 

the researcher gains a deeper comprehension of the research problems.  

Subsequently,  we applied our concept using the selected algorithm for 

development of the solution to the problem. Following the development,  a 

range of evaluation measure are studied. Amongst many,  the following 

matrices are selected for evaluation of iden tified research problems.  

3.6.1.4  Evaluation:  

This phase considers the evaluation of the implemented artefacts.  The 

performance of the artefacts is evaluated according to the criteria defined 

in the research proposal and the suggested design.  The evaluation result s 

may or may not meet the expectations and are fed back to the first  two 

steps.  Accordingly,  the proposal and design might be revised , and the 

artefacts might be improved.  

Root mean squared error (RMSE) and mean absolute percentage error 

(MAPE) are used to evaluate the performance of the time -series models[12].  

RMSE can be computed as follows:  

Equat ion 3 .1  

RMSE = √(f − o)2 
(1) 

Where  𝑓 is the forecast and 𝑜  is  the observed value.  MAPE measures 

forecast accuracy as a percentage. MAPE can be calculated as follows:  
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𝑀𝐴𝑃𝐸 =
1 

𝑁
 ∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|

𝑛

𝑡=1

   (2) 

Where 𝐴𝑡 is the actual value and 𝐹𝑡 is the forecast.   

3.6.1.5  Evaluation of Research Issues 1:  

I .  No of features extracted per iteration.  

II .  Regression Analysis [13].  

III .  Density plots [14, 15].  

IV.  Correlation analysis [16, 17].  

V.  Current pricing versus prices (suggested by proposed model) 

visualization.  

3.6.1.6  Evaluation of Research Issues 2 and 3:  

For the evaluation of the research issues 2 and 3 we have used  

I .  RMSE  

II .  MAPE 

3.6.2  Evaluation of Research Issues 4:  

For evaluation of research issue 4,  we have used the following metrics:  

I .  RMSE 

II .  R2  Score.  [18, 19]  

III .  Accuracy [20] 

3.6.2.1  Conclusion:  

This is  the final  phase of a design research effort.  Typicall y,  it  is  the result  

of satisfaction with the evaluation results of the developed artefacts 

though there still  may be deviations in the behavior between the suggested 

proposal and the artefacts that are actually developed. However,  the design 

research effort  concludes as long as the developed artefacts are considered 
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‘good enough’ wherein 
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References:

210

I ntrod uction t o Ti me Series  a nd Forecast i ng

Time Seri es  Foreca st ing

Foreca st i ng at  s ca le

Machi ne  Learning Algorit hms:  A  Review 
Vol .  7  (3)



56 

 

8.  Pric ing  for  Profi t  in  Conta ine r Shipping.  A pril  2016.  

9 .  Using  technol ogy  to ta me freight  ra te  vola ti l ity  a nd re duce  ca paci ty risks ( white  

pape r) .  2019:  Dre wry Supply  Cha in Adv is ors .  

10.N iu ,  L . ,  J .  L u,  a nd G .  Zha ng,  Cognition - Drive n Decis ion Support  for  B usines s 

Intel l igence:  Models ,   Techniques ,  Sys te ms a nd Applica tions.  2009:  Springe r .  

11.A butabe njeh ,  S .  a nd R .  Jara da t ,  Cla rif icat ion of  resea rch  des ign,  research  me thods ,  

and resea rch  me thodol ogy:A guide  for publ ic  a dminis trat ion researche rs  a nd 

pract it ione rs .  Teaching  Public  A dminis trat ion,  2018.  36( 3):  p .  237- 258.  

12.  B rass ington,  G .  Mea n a bs olute  e rror  and root  mea n s qua re e rror:  which  is  the  bette r 

metric  for a ssess ing mode l  pe rforma nce ? in EGU Ge ne ral  As sembly  C onfe re nce 

Abs tracts .  2017.  

13.  B rook ,  R . J .  a nd G.C .  A rnold ,  App lied  regression a nalysis  a nd  exp eri menta l  d esi gn .  

2018:  CRC  Press .  

14.Spe ncer ,  C . ,  C .  Yak ymchuk,  a nd M.  Ghaznavi ,  Visual is ing  da ta  distribut ions  with 

kernel  de ns ity  est imation a nd re duce d c hi -s quare d s tat ist ic .  Geosc ience  F rontie rs ,  

2017.  8(6):  p .  1247- 1252.  

15.  Gee ne n,  J .W . ,  et  a l . ,  Inc reas ing  the  informa tion provided by  proba bil is t ic  se nsi t ivi ty  

analys is :  The  relat ive  densi ty  plot .  C ost  E f fect iveness  a nd  Re source  Al locat ion,  2020.  

18(1):  p .  1- 10 .  

16.  Mak owski ,  D. ,  et  a l . ,  Methods and  a lgorithms for  corre lat ion a na lys is  i n R.  Journal  of  

Ope n Source  Softwa re ,  2020.  5(51):  p.  2306.  

17.  Yang,  X. ,  et  a l . ,  A s urvey on ca nonical  correla t ion a na lysis .  IEEE  Tra nsa ct ions on 

Knowle dge  a nd Da ta  E nginee ring ,  2019.  

18.  Mooi ,  E .  a nd M.  Sa rs tedt ,  A  c oncise  guide  to  marke t  resea rch:  The  proce ss ,  data ,  and 

methods using  IBM  SPSS Stat ist ics .  Ne w York:  Springe r.  2011.  307.  

19.  Mok sony ,  F .  a nd R .  Hege d,  Sma ll  i s  bea uti ful .  T he  use and  i nterp retati on of  R2 i n 

socia l  res earch.  Szoc iol ógiai  Szemle ,  Special  i s sue,  1990:  p .  130 -138.  

20.  Accura cy_Score .   [c i ted 2020 24 De ce mber];  Accurac y mea sures ] .  Ava ila ble 

from:https://sc iki t -

learn.org/s ta ble/ modules/ge nera te d/sklea rn.metrics .acc uracy_sc ore .html .  

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.accuracy_score.html


57 

 

21.  Bairagi ,  V.  a nd M .V.  Munot,  Resea rc h  methodol ogy:  A  prac tical  a nd sc ie nt if ic  

approach .  2019:  C RC Press .  

  



58

4 Solution Overview

Introduction:

industry’s stakeholders can reliably predict the future 

Overview of the Solution for implementing i ntelligent 
data driven methods for demand and price prediction in 
the shipping industry:

incorporate intelligent data driven methods into the shipping industry’s 

shipping industry’s 
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Proposed solutions:
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Solution Overview for RQ 1:   How to model the relationship 
between demand, supply and price in the Australian 
container shipping industry?

I.

II.

III.
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step is to add up all the empty and fi lled container demands for Asia -

Oceania trade lines.  This gives u s the total demand for the Asia 

Oceania trade line.  This demand dataset is a combination of both 

exports and import s.  In the next step, import and export data are 

segregated using the port data ratios.  The demand data is in a 

monthly view. The monthly data is  then converted into weekly data.   

IV.  The supply data contains weekly capacity (TEUs) with respect to 

shipping companies which are offering services to and from Australia 

along the Asia Oceania trade line.  Weekly data for the Asia -Oceania 

trade line is  selected in the first  step. The second step is the selection 

of the time frame for which the supply needs to be analyzed. In this 

research, we use data from the past three years i .e.  ,  2016-2019. In 

the third step, missing values are handled using the back -fi ll  

technique [62].   

V.  The pricing information gathered from SCFI has pricing records for 

all  trade lines.  The first  step is  the selection of trade line pricing data.  

The price data are also available in weekly format.  Hence,  the next 

step is imputing the missing values using the backfil l  technique. Data 

integration involves combining supply,  demand and price datasets 

into a single cohesive dataset.  The consolidated data contains supply,  

demand and pricing data on a weekly basis.  Table 4.1 shows the 

variables used in the research.  

Ta ble  4-1   Feature s used in  the  research  

Region  
Name of  

attributes  
Descript ion  

Asia  Ocea nia  

Import  Trade  

Line  

Total  Supply  Total  Supply  for  Asia  Oceania  trade  l ine  

Total  De ma nd  Total  dema nd for Asia  Ocea nia  tra de l ine  

(sum of  e mpty  a nd ful l  conta ine rs)  

Price  Prices  quote d for  shipping  containe rs  for 

import  to  A ustral ia  for  the Asia  Ocea nia  tra de 

l ine  

Date  Sta rting  date  of  week  

In order to study the relationship between the selected features,  we aim to 

perform exploratory data analysis (EDA) followed by correlation analysis 
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Solution Overview for 
RQ 2 and RQ 3:

Solution overview RQ 2 AND RQ3: How to forecast short-
term demand using historical demand data which 
incorporates holiday and seasonality effects?

I.

II.

III. Custom defined holiday’s selection.  This step will be done in 

IV.

Holt Winter’s method for fitting into the shipment demand dataset.
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Solution Overview for RQ 4: How to build reliable price 
prediction model given actual shipment demand and 
available shipping capacity?

I.

II.

Solution Overview of RQ5: Evaluation of RQ1, RQ2, RQ3 
and RQ4:

I.

selection method’s effectiveness,  number of iteration vs features 
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II.

III.

Summary:
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5 Domain Driven Selective Wrapping

Introduction

Data Set Sourcing:

5.2.1 Capacity (Supply) Dataset Sourcing:
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carriers.  This data contains weekly total capacity (in TEUs) along with the 

vessel  names. Fig 5.1 shows a snapshot of the dataset sourced from Sea -

Intelligence for the Asia Oceania trade lane.  

 

Fig.  5-1  Sea Intel l ige nce  weekl y  capaci ty  da taset  s na ps hot [3]  

5.2.2  Shipment Price Dataset Sourcing:  

The pricing data for the Asia Oceania trade lane has been gathered from 

two different sources: (1) Shanghai Freight Inde x (SCFI) [4] and (2) Mizzen 

group propriety data [5].  The SCFI publishes weekly shipment prices per 

TEU for different trade lanes.  However,  Mizzen records weekly shipment 

prices quoted in real-time for shipments.  Hence, we have expected and 

actual pricing information for an individual week. In order to get real -time 

shipment prices,  we have selected Mizzen prices where SCFI and Mizzen 

prices are not the same. Fig 5.2 (a) and (b) shows snapshots of SCFI and 

Mizzen price lists.   
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(a) 

 

(b) 



68 

 

Fig.  5-2  Snaps hot of  Price  datas et  (a )  SCF I  price  summary ( b)  M izze n price  

summa ry  

5.2.3  Demand Dataset Sourcing  

We started by collecting real -time shipment demand datasets from five of 

the international ports to form a consolidated dema nd dataset.  These ports 

include Port Botany [6],  Port of Melbourne[7],  Fremantle Port[8],  Flinders 

Port [9],  and Port of Brisbane [10].  Figure 5.3 shows the data source for 

the demand dataset.  

 

Fig.  5-3  Dema nd Source for  Shipme nt Data set  

The detailed trade summary from Port Botany is shown in Fi g 5.4.  It  

consists of monthly trade summaries in TEUs for both empty and full 

containers (see Fig .5.4 (a)),  region-based trade summaries (see Fig.  5.4 

(b)) and top ten shipped commodities (see Fig 5.4 (c)).  Fremantle Port and 

Port of Melbourne provide monthly trade summaries of all empty and full  

containers (see Fig 5.5 (a) and (b) respectively).  However,  the Flinde rs 

Port provides a region-wise break down for cargo shipment demand (see 

Fig.5.5 (c).)  similar to Port Botany. On the other hand, the Port of Brisbane 

provides a commodity-based trade summary (see Fig.  5.5 (d)).  From the 

trade summaries,  it  is evident that  Port Botany has the maximum 

transparency in its trade summary.  
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(a) 

( b )  

(c)  
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Fig.  5-4  Snaps hot of  Port  Bota ny tra de  summa ries  (a)  empty  a nd ful l  container 

dema nd (b)  re gion -ba s ed dema nd (c)  commodity- base d de ma nd  

 

(a)  

(b) 

(c )  
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Feature Extraction Process:

Domain Driven Selective Wrapping

reducing their disadvantages.  The proposed framework uses an expert’s 
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domain knowledge for the selection of subsets.  DSW is  a hybrid framework 

that offers a twofold method for the selection of data in conjunction with 

domain knowledge.  DSW also allows the incorporation of user defined 

parameters in FS to increase feature selection efficiency.  Figure 5.6 below 

shows the block diagram of the proposed DSW framework.  

 

 

Fig.  5-6  Domain Drive n Selec tive  W rapping  (a)  Phase -1  ( b)  Phase -2  

 

5.3.1  Phase 1:  Domain Knowledge-Based Filtration:  

In this phase,  preliminary fi ltration is performed bas ed on the domain 

expert’s  knowledge. At the start  of this phase,  the whole data set is fed into 

the fi ltration block for analysis.  Depending on the data content,  a  

parameter 𝛽 is also initialized and is given as input to the fi ltration phase .  

The value of  𝛽 is set by the domain expert depending on the application and 
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depicts the number of groups in which the data has to be filtered for further 

processing.  Let 𝐷  be the original data set and 𝑑  represents the fi ltered 

subsets,  then  

𝐷 =  𝑑1 ∪ 𝑑2 ∪ … ∪ 𝑑𝛽 (5.1) 

 

𝑑𝑖 ∩ 𝑑𝑗 = 𝜙, i ≠ j, i, j = 1,2, … , β  

 

In equation (5.1),  𝐷 represents the original dataset and  𝑑1 ∪ 𝑑2 ∪ … ∪ 𝑑𝛽,  on 

the right-hand side of equation ( 5.1) depicts that it  is the union of all the 

data sets having information of varied domain attributes .  β  depicts the 

total  number of attributes whose datasets are merged into the main dataset.  

In other words,  𝐷  is  the union if  all  the subsets of the datasets having 

varied attributes of the domain under study.  

5.3.2  Phase 2:  Domain Knowledge-Based Correlation Analysis and 

Wrapping:  

The second phase is wrapping one of the fi ltered datasets 𝑑  using 

parameters defined by the domain expert.  These parameters include  𝑛 ,  

representing the total number of features in a subset where  𝑛 ≥ 2 and ′𝑔𝑖 

representing the subset identifier.  The subset 𝑔𝑖 depicts a correlated group 

of features in the subset.  Thus,  in an 𝑖𝑡ℎ iteration, 𝑛 number of features are 

selected related to the same 𝑔𝑖 .  𝑛  and 𝑔𝑖  are decided by analyzing the 

correlation between features by the domain expert.  A subset is  selected 

from the input dataset 𝑑  for the 𝑖𝑡ℎ  iteration. Hence, dataset 𝑑  can be 

expressed as  
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Also 

{𝑔1,, 𝑔2, … . 𝑔𝑛} ⊆  𝑑 (5.3) 

Features belonging to the same group become part of the same subset.  The 

selected subset is  used to check the effectiveness of the objective function. 

If the subset is able to provide the maximum value of the objective function, 

all  the features forming the subsets are removed from the original dataset.  

Hence, the remaining dataset can be described as  

𝑑 =  𝑑 −  𝑔𝑖 (5.4) 

If the objective function is not achieved, the subset remains part of the 

original dataset.  In this case,  Equation ( 5.4) becomes equation (5.5).  

𝑑 =  𝑑 +  𝑔𝑖  (5.5) 

The selected subset is described by Equation ( 5.6),  where 𝑥 represents the 

features in the 𝑖𝑡ℎ subset derived from  𝑑.   

𝑔𝑖 = (𝑥1,, 𝑥2, … . 𝑥𝑛), where 𝑔(𝑖) = {
𝑥 ∈ 𝑔𝑖,         0 < 𝑟(𝑥) < 1
𝑥 ∉ 𝑔𝑖 ,             𝑟(𝑥) < 0 

 
 (5.6) 

In Equation (5.6),  𝑟(𝑥)  represents the Pearson correlation coefficient,  

which can be calculated using Equation ( 5.7).  Equation (5.6) shows that all  

the questions with a positive correlation belong to the same question grou p. 

Any value between 0 and 1 indicates a positive correlation between the set 

of questions.  Values less than or equal to 0 indicate a negative correlation 

between the questions.  If no data is available,  the 𝑟(𝑥) calculation is highly 

dependent on the experience of the domain expert.  Once the data is 

generated by the initial setup, it  can be incorporated into the system. This 

𝑑 = {𝑔1,, 𝑔2, … . 𝑔𝑛} (5.2) 
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𝑟(𝑥) =
𝑐𝑜𝑣(𝑥𝑖, 𝑌)

√𝑣𝑎𝑟(𝑥𝑖) ∗ 𝑣𝑎𝑟(𝑌)

Application of DSW on the shipment demand dataset:

incorporate domain expert’s knowledge into the feature selection process 

5.4.1.1 Phase 1:  Domain Knowledge-Based Filtration:

𝛽. = 2

𝐷𝑡𝑜𝑡𝑎𝑙 = d(E) ⋃ d (I)

d(E)

d (I)
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5.4.1.2 Phase 2:  Domain Knowledge-Based Correlation Analysis 
and Wrapping: 

𝑔(𝑖)
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Once the trade lane related import demand variables are selected, they are 

passed through the objective function.  The objective function can be any 

selection criteria that can determine if  the features selected are correlated 

or not.  In this thesis,  domain expert is  the only resource that can serve the 

function of objective function. For this applied research, we have’ Mi zzen 

Group’[5] on board with us who are providing us every insight into the 

dataset,  data sourcing and the useful variables  for our research. They are 

providing approval for each and every variable of the dataset that are 

necessary for conducting this research to achieve the aim of this researc h.   

However,  in other application, ML based models can be used as objective 

function.  
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Fig.  5-8  DSW  Phase - 2  

In figure 5.8,  the phase-2 of DSW for import dataset is  shown. The first step 

is to perform correlation analysis over the import dataset  𝑑(𝐼) .  In the 

correlation analysis,  the value pair (𝑛 (𝑖), 𝑔 (𝑖))  is set  by experts from 

Mizzen group. Using the value of  𝑛 (𝑖),  total number of features for the 

iteration 𝑔 (𝑖)  are selected which are strongl y dependent.  This 𝑔 (𝑖)  is  

approved/disapproved by the objective function.  As mentioned earlier in 

this chapter,  the objective function is based on data analyst choice ; it  can 

be either an already existing algorithm, a customized algorithm [13] or the 

approval of domain expert.  In our case,  we have the Australian shipping 

industry experts from Mizzen group to approve the feature set.  If the 

objective function (Mizzen employee) approves the  𝑔 (𝑖),  then it is removed 

from the main feature set i .e.  in this case 𝑑(𝐼) and added into the final  FS.  

The process continues for  𝑔 (𝑖 + 1) iteration until all  the features are added 

into to the final FS.  

It  can be seen that the  entire process is  extremely domain expert 

dependent and equally has an option of using already existing data -based 

algorithms. The purpose of the f ramework is to provide a skeleton i n which 

all  options can be incorporated and can be applied to the complex  shipping 

industry’s dataset.  

If the region g (i) belongs to the same trade lane (i .e.  trade lane under 

observation. Asia-Oceania in this case),  it  is removed from the initial 

dataset and is placed into the final feature set (FS) for use.  However,  if  the 

data is  not related to the trade lane under consideration, the data is  added 

back to the main dataset i .e. ,  𝑑(𝐼 ) and hence,  to be assessed again for other 

possible trade lane participation. We have selected n= 1 and g= 4.  Thus,  it  

can be concluded that f or a single trade lane i .e.  ,  Asia Oceania there should 

be four regions that  are participating in the said trade lane.  Hence for this 

research, equation (5.2) becomes equation 5.9 as below: 
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𝑑(𝐴𝑠𝑖𝑎 − 𝑂𝑐𝑒𝑎𝑛𝑖𝑎) =  𝑔𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎, 𝑔𝑁𝑜𝑟𝑡ℎ−𝐴𝑠𝑖𝑎, 𝑔𝑆𝑜𝑢𝑡ℎ−𝐴𝑠𝑖𝑎, 𝑔𝑆𝑜𝑢𝑡 𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎 (5.9) 

And 

{𝑔𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎, 𝑔𝑁𝑜𝑟𝑡ℎ−𝐴𝑠𝑖𝑎, 𝑔𝑆𝑜𝑢𝑡ℎ−𝐴𝑠𝑖𝑎, 𝑔𝑆𝑜𝑢𝑡 𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎}⊆  d(Asia-Oceania)  (5.10) 

Thus, the final feature set (FS) can be written as equation (5.11) given 

below: 

𝐹𝑆 =  {𝑔𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎  ∪  𝑔𝑁𝑜𝑟𝑡ℎ−𝐴𝑠𝑖𝑎  ∪ 𝑔𝑆𝑜𝑢𝑡ℎ−𝐴𝑠𝑖𝑎  ∪ 𝑔𝑆𝑜𝑢𝑡 𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎} (5.11) 

Where FS represents the feature set we have extracted via DSW. Th is FS 

has got the features that we intend to use in this research. However,  from 

port statistic,  the total import demand can be calculated using the equation 

(5.12).  

𝐷𝑡(𝐼) = 𝐶𝐹 (𝐼) + 𝐶𝐸(𝐼) (5.12) 

Where 𝐷𝑡(𝐼)  represents total  import shipment demand, 𝐶𝐹 (𝐼)  and  𝐶𝐸(𝐼) 

represents a total  of full  and empty containers for imports.  In order to 

calculate the total import shipment demand for the Asia Oceania trade lane,  

total  demand from all  the participating r egional ports in the trade lane (i .e. ,  

East Asia,  North Asia,  South Asia and South -East Asia) are added. 

Subtracting the sum of total demand of all the participating ports from the 

total  import shipment demand for all the trade lanes (𝐷𝑡(𝐼))  gives the total 

import shipment demand for the Asia Oceania Trade lane. This can be 

expressed in equation ( 5.14).  

𝐷𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼) =  𝐷𝑡(𝐼) − FS (5.13) 

𝐷𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼)

=  𝐷𝑡(𝐼) − {𝐷𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎
𝑡 (𝐼) +  𝐷𝑁𝑜𝑟𝑡ℎ 𝐴𝑠𝑖𝑎

𝑡 (𝐼) +  𝐷𝑆𝑜𝑢𝑡ℎ 𝐴𝑠𝑖𝑎
𝑡 (𝐼)

+  𝐷𝑆𝑜𝑢𝑡ℎ 𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎
𝑡 (𝐼)} 

(5.14) 

The trade data set acquired so far is  the combination of full and empty 

containers coming in and going out from the Australian port over the Asia -
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Oceania trade lane. Full containers are the number of containers (measured 

in TEUs) that are coming in and out fil led with goods. In contrast,  the empty 

containers are the ones which are being emptied on the way before 

entering into Australian water or are moving back without goods fi lled in 

them. However,  in  the total shipment demand, both the fi lled and empty 

containers are equally important.  The feature in the dataset is shown in 

Table 5.1.  In table 5.1,  the date refers to the first day of the week and 

provides insight for the same whole week. Hence, for bo th imports and 

exports,  the dataset contains the total number of fi lled incoming (inbound) 

and outgoing (outbound) containers as well  as empty containers.   

Ta ble  5-1  L ist  of  De ma nd Datase t  Features  [3]  

Region  Feature N ame  Descript ion.  

Asia  Ocea nia  Imports  Numbe r of  inbound containe rs  

Ful l  Total  Inbound containe r (f i l led)  

Empty  Total  Inbound containe r(E mpty)  

Date  Sta rting  day  of  week  

Exports  Numbe r of  outbound conta ine rs  

Ful l  Total  outbound c ontainer (f i l led)  

Empty  Total  outbound c ontainer(E mpty)  

Date  Sta rting  day  of  week  

 

In equation (5.14),  𝐷𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎
𝑡 (𝐼) presents the total shipment imports demand 

of East Asia.  𝐷𝑁𝑜𝑟𝑡ℎ 𝐴𝑠𝑖𝑎
𝑡 (𝐼),  presents the total  shipment imports demand of 

North Asia,  𝐷𝑆𝑜𝑢𝑡ℎ 𝐴𝑠𝑖𝑎
𝑡 (𝐼) presents the total shipment imports demand of 

South Asia and 𝐷𝑆𝑜𝑢𝑡ℎ 𝐸𝑎𝑠𝑡 𝐴𝑠𝑖𝑎
𝑡 (𝐼) presents total shipment imports demand of 

South-East Asia.  This segregates the import shipment demand for the Asia 

Oceania trade lane. However,  for the other three Australian Ports (i .e. ,  Port 

of Brisbane, Port of Melbourne and Fremantle Port),  only total  shipment 

demand is provided in their trade summaries.  No division of shipment 

demand based on trade lane is available.  To do so,  we have calculated the 

ratio for Asia-Oceania trade lane shipment demand from Port Botany.  

Although we do have Flinders P ort with the same statistics,  Port Botany is 
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a big port in comparison to Flinders Port and the ratio of import shipment 

demand for Asia Oceania trade lane can represent the remainder of the 

ports [11].  This ratio for Asia Oceania imports shipment demand ca n be 

calculated using equation ( 5.15) as shown below[3].  

𝑅𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼) =  

𝐷𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼)

𝐷𝑡(𝐼)
⁄  

(5.15) 

Where 𝑅𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼)  represents calculated ratio discussed in the above 

paragraph. Thus,  import shipment demand specifically for Asia Oceania 

trade lane for Port of Brisbane, Port of Melbourne and Fremantle Port can 

be calculated using equation ( 5.16).  This shipment demand is  in a monthly 

view as shown in Fig 5.9.  

𝐷𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼) = 𝑅𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎(𝐼) ∗ 𝐷𝑡(𝐼)     (5.16)  

 

 

Fig.  5-9  Monthly  de ma nd for As ia -Ocea nia  trade  la ne  in  the  A ustral ia n s hipping  

indus try  

Since the dataset for shipment price and capacity are available in a weekly 

view, this shipment demand has to be converted into a weekly view. To do 

so,  equations (5.17) is used.  
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𝐷𝑤𝑒𝑒𝑘𝑙𝑦
𝑡 (𝐼) =

𝐷𝐴𝑠𝑖𝑎−𝑂𝑐𝑒𝑎𝑛𝑖𝑎
𝑡 (𝐼) ∗ 12

52
⁄

Data Pre-processing and Cleansing:
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to analysis what possible values are present in it .  In addition to understand 

data distribution,  study of the regression plots is very useful to understand 

which of the variables have a positive or negative relation with each other.   

 

Fig.  5-11   Da ta  Cleansing  Process  

5.5.1  Horizon Selection:  

The first step is horizon selection. This is done by simple filtration using 

the expertise from domain expert.  Time horizon of three years of weekly 

data is selected for all the data sets i .e.  shipment demand dataset,  shipment 

available capacity dataset and shipment pricing dataset.  

5.5.2  Missing values  

From the last few decades,  the problem of missing values in the dataset is  

quite a serious issue. Not all the data values are logged into the sourced 

dataset [17].  There are varied techniques to handle the missing values in 

the dataset [18].  For demand dataset,  the missing values are handled using 

averaging techniques [19].  The missing demand values are fi ll ed with the 

calculated average demand from the previous and coming year's simi lar 

timestamps.  In capacity dataset,  there are no missing values in the 

available shipping capacity (supply) dataset.   

However,  the missing values in the pricing data are handled using forward 

fil l  methodology and those of shipment demand data are fil led b y using an 
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average from the previous or coming year at the similar t imestamps 

(whichever is  applicable)[20].  Figure 5.12 shows the container shipment 

demand (shown on the x-axis of figure 5.12) for the Asia-Oceania trade lane 

(imports only) for the year 2016 through 2018 (presented on the y-axis of 

figure 5.12).   

 

Fig.  5-12   Shipment  de ma nd da tase t  vis ual  

The individual data description of all  the features in the dataset can be 

seen in figure 5.13 (a),  (b) and (c) respectively.  

 

(a)  
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(b) 

(c)  

Fig.  5-13 Data  des cript ion (a)  de ma nd da ta  ( b)  availa bl e  shipping  capac ity 

(supply)  data  (c)  price  data   

The data description of the final dataset is  shown in Fig 5.14.  Missing 

values are handled by fi ll ing with the calculated average demand from the 

previous and coming year's similar timestamps [21].  Figure 5.15 shows the 

missing values existence status (if  any) in the dataset.  
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Fig.  5-14   Sna pshot  of  the  Aus tral ia n shipping  da tase t  for  As ia - Oceania  trade  la ne  

 

Fig .  5-15 Miss ing  Val ue C hecking  

5.5.3  Outlier Detection and removal:  

Outliers may be treated as rare data points that fall above or below normal 

data point’s  density/region.  In other words,  outlier detection may be 

treated as searching the data points with high similarities or densities and 

separating them from the data points which fall away from these normal 

point [22].  The presence of outliers greatly affect  the performance of the 

data driven models adversely [23].  Thus, the next step is  to remove any 

outliers from the dataset.  To analyze the outliers,  we have used boxplots 

[24].  Figure 5.16 presents the box plots to determine any possible outliers.  

From figure 5.16 (a),  it  is evident that there is exist few outliers in the 
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Fig.  5-16   B ox  plot  a na lysis  for dataset  va riables  (a)  Ca paci ty  (s uppl y)  ( b)  Dema nd 

(c)  Price  

 

5.5.4  Data Distribution and Regression Plot:  

The visual representation of dataset after imputing missing values and 

removing outliers provides useful insights for further data analytics [25].  

For this purpose,  the first step is to present the data distribution.  Along 

with the data distribution, the regressio n plot is also shown which clarifies 

the relationship between the variable s [2] .The Figure 5.17 shows the data 

distribution and regression analyses between shipment demand, and 

available shipping capacity with respect to the prices being quoted (nam ed 

demand and supply in figure 5 .17 respectively).  The pair wise regression  

metric is presented in figure 5 .18 (Also called scatter matrix ).   

As seen from the regression analysis and density distribution,  it  can be 

concluded that demand,  price and shipment capacity do not have any 

definite connection between them. These do not have any positive 

correlation among each other.  The hypothesis pr esented earlier in this 

thesis can further be augmented by looking at the regression line between 

the said variables is shown in figure 5.19. Additionally,  to augment the 

presented hypothesis,  correlation analysis is also performed over the 

dataset [26,  27].  The quantified correlation heat map is ge nerated and is 

shown in figure 5.20.  

Once the relationships between the variable are determined, we are ready 

to start  with data analytics and use it for ML algorithm. The next step is to 

divide the dataset into training and test data.  
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Fig.  5-19   Regress ion plot  be twee n Dema nd,  capaci ty  (s upply)  a nd prices .  

 

Fig.  5-20   Correla tion heat  ma p betwee n de mand,  shipping c apac ity (supply)  a nd 

prices .  
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5.5.5  Test Train Split:  

In order to segregate the data set into training and test data,  is divided 

into two parts.  Train and test dataset (see figure 5.21).  70% of the data is 

used for training the model,  the remaining 30% of data is  used for testing 

the model.  In time series models,  usual test train split does not work as the 

values are dependent on time [28].  Performing random partitioning can 

cause misleading results.  Hence,  we have selected a cut -off  date that 

corresponds to approximately 70% of dataset i .e.  ,  Feb 2018 (see vertical  

red line in figure 5.21) for training data in order to capture enough 

seasonality and trends of the time series under observation and we have 

use rest of the data as test data.  

 

Fig.  5-21   Te st  tra in  s pl it  o f  de ma nd da tase t  ( 70 -30)  
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Summary:

provide business to the shipping industry’s stakeholders.

Reference:

https://studentutsedu-my.sharepoint.com/personal/13290628_student_uts_edu_au/Documents/Documents/www.Sea-Intelligence.com
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https://www.mizzengroup.com/
https://studentutsedu-my.sharepoint.com/personal/13290628_student_uts_edu_au/Documents/Documents/www.nswports.com.au/resources/trade-results/
https://studentutsedu-my.sharepoint.com/personal/13290628_student_uts_edu_au/Documents/Documents/www.portofmelbourne.com/about-us/trade-statistics/monthly-trade-reports/
https://studentutsedu-my.sharepoint.com/personal/13290628_student_uts_edu_au/Documents/Documents/www.flindersports.com.au/ports-facilities/port-statistics/
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6 Opti Price-An Optimal Shipping Price 
Calculation Model

Introduction:

named ‘Opti Price’ that utilizes his
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Research Settings:
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Relationship Modeling:

‘disconnect between suppliers,  shipment demand, and pricing ’
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Optimal Price Calculation: 



101 

 

Proposition 1 

Shipment demand is greater than the available shipping capacity (supply).  

In this case,  ideally,  the increase in shipment demand will cause an 

increase in shipment price ,  provided the shipping capacity remains the 

same. Hence, it  can be written as equation (6 .1) and (6.2).   Thus,  cargo 

shipment demand can be written as equation (6.3 ).  

𝐷 > 𝑆 (6.1) 

𝐷 ∝ 𝑃 (6.2) 

𝐷 =
1

𝑚𝑚𝑎𝑥
𝑃 

(6.3) 

In equation (3),  𝑚 is a constant of proportionality.  The values of 𝑚 vary 

from the maximum shipment price limit per TEU to minimum shipment 

price per TEU and are derived from historic data.  The constant  𝑚  can be 

calculated using equation (6.4).  The value of 𝑚𝑚𝑎𝑥 and 𝑚𝑚𝑖𝑛 is  derived from 

historic data (see Equation (6,7),  (6.8) and (6.9)).  

𝑚(min ) ≤ 𝑚 ≤ 𝑚(max ) (6.4) 

Proposition 2 

Shipment demand is less than available capacity.  Then the increasing 

shipment demand should not result in increasing the price to the maximum 

level.  However,  average pricing must be quoted so carriers avoid quoting 

shipment prices which are below average. This would help them earn 

reasonable revenue to keep their business profitable.   This equation ( 6.3) 

can be written as  

D ≤ S (6.5) 

𝐷 =
1

𝑚𝑎𝑣
𝑃 

(6.6) 
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Calculating Constant of proportionality

𝑚

𝑚𝑚𝑎𝑥 𝑚𝑎𝑣𝑔 𝑚𝑚𝑖𝑛

mmax =
Pmax

Demand(Pmax)

𝑚𝑎𝑣𝑔 =
𝑃𝑎𝑣𝑔

𝐷𝑒𝑚𝑎𝑛𝑑(𝑃𝑎𝑣𝑔 )

𝑚𝑚𝑖𝑛 =
𝑃𝑚𝑖𝑛

𝐷𝑒𝑚𝑎𝑛𝑑(𝑃𝑚𝑖𝑛 )

𝑃𝑚𝑎𝑥 𝑃𝑚𝑖𝑛

𝑃𝑎𝑣𝑔

𝑝(𝐷) = {
𝐷𝑚𝑚𝑎𝑥, 𝐷 > 𝑆
𝐷𝑚𝑎𝑣𝑔, 𝐷 ≤ 𝑆

Results and Evaluations:
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shipping capacity.  In order to determine the re lationship between the 

variables,  data analytics is performed (similar to Section 4.2).  From the 

density plots,  it  can be seen that the correlation between the demand and 

shipment price is  improved and has become more positive in comparison 

to previous values (see Fig 6.3 (a) in comparison with Fig 6.1(a)).  The same 

is true for capacity and shipment price (see Figure 6.3 (b) in comparison 

with Fig 6.1(b)).  Moreover,  from the regression analysis (see Fig 6.4),  it  

can be seen that the regression line between shipment demand and 

shipment price becomes positive in comparison to Fig 6.2 (according to 

current pricing method).  However,  the regression line between available 

shipping capacity and shipment price remains negative but seclusion is 

achieved.  

(a) (b) 

Fig.  6-3    De nsi ty  Pl ot  ( a)  De ma nd a nd Price  ( b)  Ava ila ble  shipping ca paci ty  (supply)  

and Price  
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Fig.  6-4    Sca tte r  pl ot  a nd Re gre ssion a nal ysis  Optimal  Price  vs  De ma nd a nd A vaila ble  

shipping  ca paci ty  (supply)  

The graph below (see Fig. 6.5) shows the optimal spot pricing and current 

pricing with respect to cargo container shipment demand. It  is evident that 

the designed model is able to calculate spot shipm ent prices based on cargo 

shipment demand and can help carriers increase their businesses.  However,  

the current pricing is quite low and does no good for their businesses.  To 

further the results concluded from the aforementioned graphs, we also 

performed correlation analysis on both datasets.  
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Fig.  6-5    Shipme nt  optimal  pric ing  (a)  Tradit ional  price  calcula tion ( b)  Propose d 

optimal  price  calc ulat ion.  

In Fig 6.6,  we quantify our correlation results.  In traditional pricing,  there 

is no relationship between shipment demand, available shipping capacity 

(shown as supply),  and spot pricing.  The correlation between shipment 

demand and shipment price is  0.34, showing le ss correlation between the 

two variables.  Furthermore, the correlation between capacity and pricing 

is -0.12,  depicting the negative relationship between capacity and 

shipment price.  On the other hand, the designed optimal pricing formula 

designed to calculate shipment spot pricing based on shipment demand and 

available capacity increased the shipment demand -shipment price 

correlation up to 0.88 and that of capacity and shipment price is improved 

to -0.35 respectively.  Thus, the proposed model is capable of  generating a 

positive relationship between variables that exist inherently in datasets,  
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7 Container shipment Demand Forecasting for 
the Australian shipping industry

Introduction:

Winters’  
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Research Design:

7.2.1 Data Sourcing and Cleansing: 
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Fig.  7-1   Data Sources for Shipment Demand Dataset  

Figure 7.2 explains the data cleansing process of the sources data to get  a 

trade lane specific dataset ready to be used in machine learning algorithms.  

The initial  step of data cleansing is  to select  the time horizon. Historic data 

from 2016-2018 is extracted. This selected dataset consists of data from 

all  the trade lanes operating from Australia (import and export).  Since in 

this research study,  we aim to target only Asia -Oceania trade, trade lane -

specific data to and from Asia -Oceania trade lane is segregated.  

 

Fig.  7-2   Overview if the Data Cleansing Process  

The trade lane data set acquired so far is the combination of full and empty 

containers coming in and going out from the Australian port s over the Asia-

Oceania trade lane. Full containers are the number  of containers (measure 

in TEUs) that are coming in and out fil led with goods. In cont rast,  the empty 

containers are the ones which are being emptied on the way before 

entering into Australian waters or are moving back without goods fi lled in 

them. However,  in the total shipment demand, both the fi lled and empty 

containers are equally important.  The feature in the dataset is shown in 
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Table 7.1.  In the table ‘date ’  refers to the first day of the week and provides 

insight for the same whole week. Hence, for b oth imports and exports,  the 

dataset contains the total  number of fil led incoming (inbound) and 

outgoing (outbound) containers as well  as empty containers.   

Table 7-1   List  of Demand Dataset Features  

Region Feature N ame  Descript ion.  

Asia  Ocea nia  Imports  Numbe r of  inbound containe rs  

Ful l  Total  Inbound c ontaine r  

(f i l le d)  

Empty  Total  Inbound 

conta ine r( Empty)  

Date  Sta rting  day  of  week  

Exports  Numbe r of  outbound 

conta ine rs  

Ful l  Total  outbound c ontaine r  

(f i l le d)  

Empty  Total  outbound 

conta ine r( Empty)  

Date  Sta rting  day  of  week  

Since the scope of this study is demand forecasting for Asia Oceania trade 

lane imports only,  we have filtered import and export in the next step. 

Table 7.2 shows the dataset features for Asia Oceania trade lane imports.  

Table 7-2   Demand Dataset Feature for Asia Oceania Imports  

Region Feature N ame  Descript ion.  

ASIA-Ocea nia  

(Imports)  

Ful l  Total  Inbound containe r  

(Fil led)  

Empty  Total  Inbound containe r  

(Empty)  

Date  Sta rting  day  of  week  
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Total shipment import demand can be calculated by adding total  incoming 

empty containers ( 𝐸𝑚𝑝𝑡𝑦 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 ) and total incoming full  containers 

(𝐸𝑚𝑝𝑡𝑦 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠).  This can be expressed as in equation (7.1) is used.  

𝐼𝑚𝑝𝑜𝑟𝑡 𝐷𝑒𝑚𝑎𝑛𝑑𝑇𝑜𝑡𝑎𝑙 = 𝐸𝑚𝑝𝑡𝑦 𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 + 𝐹𝑢𝑙𝑙𝐶𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑟𝑠 (7.1) 

7.2.2  Missing Value Handling:  

Missing values are handled by fi lling with the calculated average demand 

from the previous and coming year's similar timestamps [9].  Figure 7.3 

shows the container shipment demand (shown on the X-axis of Figure 8.3)  

for the Asia-Oceania trade lane (imports only) for the year 2016 through 

2018 (presented on the Y-axis of Figure 8.3) and Figure 7.4 shows the data  

description of demand. 

 

Fig.  7-3   Shipment Demand Dataset Visual  
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Fig.  7-4   Data description of demand dataset [8] 

7.2.3  Test Train Split:  

Once the missing values are fi lled,  the data set is divided into two  part.  

Train and test  dataset (see figure 8.5).  70% of the data is used  for training 

the model,  the remaining 30% of the data is used for testing the model.  In 

time series models,  usual test train split does not work as the values are 

dependent on time [10].  Performing random partitioning can cause 

misleading results.  Hence, we have selected a cut -off  date that corresponds 

to approximately 70% of the dataset i .e. ,  Feb 2018 (see vertical  red line in 

figure 7.5) for training data in order to capture enough seasonality and 

trends of the time series under observation and have use d the rest of the 

data as test  data.  
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Forecasting Models:

Winters’  and Facebook 

7.3.1 SEASONAL AUTOREGRESSIVE INTEGRATED MOVING AVERAGE 
(SARIMA): 
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𝑆𝐴𝑅𝐼𝑀𝐴 = (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑚

𝑚 𝑝

𝑑

𝑞

𝑑 = 1 𝑑 ≥

1 𝑃 𝐷

𝐷 = 1

𝐷 = 0. 𝑄 𝑃

𝑄

(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑚
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7.3.2 SEASONAL HOLT WINTERS’ METHOD:

Winters’ methods are suitable for data with trends and seasonality 

Lt
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kbt St+k−s

𝛼 β 𝛾

Ft+k = Lt + kbt + St+k−s

𝐿𝑡 = 𝛼(𝑦𝑡 − 𝑆𝑡−𝑠) + (1 − 𝛼)(𝐿𝑡−1 + 𝑏𝑡−1

𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1

𝑆𝑡 = 𝛾(𝑦𝑡 − 𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑠

The parameters used to fit  Holt ’s  ’s

Parameters for Holts’ Winter Model Training 

7.3.3 FACEBOOK PROPHET: 

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡)+∈ (𝑡)
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• 𝑔(𝑡)

• 𝑠(𝑡)

• ℎ(𝑡)

• ∈ (𝑡)
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Results:

(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑚

(1,1,1)(0,1,1)12
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used in this research. Once the model is tested on test  data,  demand 

forecasts are made for both short -term i.e. ,  6 weeks and long-term i.e.  52 

weeks.  Figure 7.10 (a) shows the test forecast provided by SAR IMA. Train 

and test forecast can be seen in figure 7.10 (b).  Short -term and long-term 

forecasts are shown in figure 7.10 (c) and (d) respectively.  

(a) 
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(b) 

(c)  
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(d) 

Fig.  7-10   Demand Forecast by SARIMA (a) Test forecast (b)Train test  

forecast (c) Short-term forecast (d) Long-term forecast  

In the second step,  the Seasonal Holt -Winters’  model is  trained.  From the 

decomposition of time series,  it  is  evident that the dataset is  seasonal in 

nature and is suitable for additive seasonality.  The parameters are shown 

in figure 7.7.  Test forecast provided by  Seasonal Holt-Winters’ model is  

shown in figure 7.11(a).  The forecast over both train and test data can be 

seen in figure 7.11(b).  The short -term i .e. ,  6 weeks and long-term i.e. ,  52 

weeks demand forecasted are shown in Figure 7.11(c) and (d) respectively.  
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(a) 

( b) 
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(c )  

(d) 
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Fig.  7-11   Demand Forecast by Seasonal Holt -Winters’ (a) Test forecast 

(b) Train test  forecast (c) Short -term forecast (d) Long -term forecast  

In the third step, Facebook Prophet is trained using the parameters shown 

in figure 7.8 (a) and (b).  It  can be seen that Prophet offers two additional 

flexible tuning parameters for researche rs,  i .e. ,  custom-defined holidays 

(see figure 7.8 (a)) and a custom change point definition.  In addition to 

this,  the model provides ability to impose dominant or recessive effect  of 

holidays based on requirements by modifying the parameters name 

‘Holidays  prior scale (see figure 7.8 (a)).  Greater values of the said variable,  

greater would be the effect  of holidays over the forecasts.  Furthermore,  

the model provides an edge over other models by offering the control over 

weekly,  monthly and yearly seasonalit y.  Based on the dataset,  same can be 

set true and false (refer to Figure 7.8 (a)).  The test forecast provided by 

Facebook Prophet is shown in Figure 7.12(a).  The collective train and test  

forecast are shown in Figure 7.12(b).  The short -term i.e. ,  6 weeks and long 

term i.e. ,  52 weeks forecast are presented in Figure 7.12 (c) and (d) 

respectively.  
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(a) 

(b) 
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(c) 

(d )  
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Evaluation:

𝑅𝑀𝑆𝐸 = √(𝑓 − 𝑜)2

𝑓 𝑜

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|

𝑛

𝑡=1

𝐴𝑡 𝐹𝑡

Winters’ Seasonal Model.  However,  Holt Winters’  

Winters’ Seasonal model.  
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Error! Use the Home tab to apply 0 to the text that you want 
to appear here.

Winters’ attains 17.46% and 12.95% MAPE for train and test 

Winters’ and SARIMA. 

Summary:
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8 Price Prediction Models for The Australian 
shipping Industry

Introduction: 

Background and Motivation:
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shipping line’s enterprise systems. Entrenched operational silos within the 

Experiment Design:
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Data sourcing, cleansing and integration:  

Datasets from three different sources were gathered. Demand data was 

collected from several Australian ports,  namely Port Botany [4],  the Port 

of Melbourne[5],  the Port of Brisbane [6],  Flinders Port [7] and Fremantle 

Port [8].  Supply data was gathered from Sea -Intelligence maritime analysis.  

(Sea-Intelligence is  an analytical reporting company which publishes 

weekly supply related trade summaries for the container shipping 

industry).  Supply data contains weekly total capacity (in TEUs) of shipping 

companies operating to and from Australia.  Pricing data for imports was 

gathered from the Mizzen group propriety database and Shanghai Freight 

Index (SCFI).   

Selecting the time horizon is the first  step in data cleansing. His toric data 

from the last three years was selected for analysis i .e. ,  2016- 2018. The 

acquired dataset contains data of all the trade lanes operating to and from 

Australia.  Since the scope of this research work is to develop a price 

prediction model specifi cally for the Asia -Oceania Trade Lane,  in the 

second step, trade -lane-specific data is filtered from the original datasets.  

The dataset was filtered using domain -driven selective wrapping (DSW) [9],  

which incorporates a dom ain expert’s knowledge for the selection of 

subsets from the original dataset.  Once the trade lane’s data is segregated 

for demand,  all the empty and full  containers are added to get the total 

demand for the Asia-Oceania trade lane. This demand dataset is a  

combination of both export and import demand. In the next step, the import 

and export data are separated using the port data ratios,  thus providing us 

with the total  import demand for the Asia -Oceania Trade Lane,  which is 

required for our research.  The s upply and pricing information was also 

filtered from their respective datasets.  Tables 8.1,  8.2 and 8.3 show the 

cleaned data from the demand, supply,  and pricing datasets.  Missing values 

are handled using the back-fil l  methodology [10].  The data integration 

process involves combining supply,  demand and price datasets into a single 
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unified dataset.  Table 8.4 shows the final da taset used for predicting the 

weekly import container price,  based on demand and supply.   

Ta ble  8-1  L ist  of  fea tures selec ted from the  de ma nd da tase t .  

Region Feature N ame  Descript ion  

Asia  Ocea nia  Imports  Numbe r of  inbound 

conta ine rs  

Ful l  Total  qua nt ity  of  f i l led  

inbound c onta iner  

Empty  Total  inbound e mpty  

conta ine r  

Date  Sta rting  Date  of  Week  

Ta ble  8-2  L ist  of  fea tures selec ted from s uppl y datase t .  

Region  Feature N ame  Descript ion  

Asia  Ocea nia  Total  Supply  Total  Ava ila ble  

Capac ity  

Date  Sta rting  Date  of  Week  

Ta ble  8-3  L ist  of  fea tures from pric ing  da tase t  

Region  Feature N ame  Descript ion  

Asia  Ocea nia  Price  Weekly conta ine r  pricing  

Date  Sta rting  Date  of  Week  

Ta ble  8-4  Da tase t  used in  resea rch  ( import  price  pre dic tion for  A sia - Ocea nia  tra de  

lane  in  the  A ustral ian s hipping  indus try) .  

Region Feature N ame  Descript ion  

Asia  Ocea nia  Total  Supply  Total  availa ble  ca paci ty  

Total  De ma nd  Total  import  De ma nd  
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Result and Evaluation:
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9 Illustrative Examples of Predicting Shipment 
Demand and Shipment Price Prediction in 

Container Shipping Industry

Introduction:

we explain the price prediction model’s 
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Intelligent Data Driven Methods for shipment demand 
and price prediction:
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Prediction of Short-term and Long-term Shipment 
Demand in the Container Shipping Industry:

XYZ’s tool.  The snapshot of the result produced by the forecasting models 

Prediction of Shipment Price in the Container Shipping 
Industry:
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enter shipment demand and cap acity as shown in figure 9.2 (a).  Once the 

user enters the demand and capacity value they predict button (see figure 

9.2 (b)).  Once the user enters the shipment demand and available shipment 

capacity (supply) and clicks predict,  the machine learning model running 

at the backend is activated and the predicted shipment price is displayed.  

This provides the pricings that are usually quoted in the industry without 

considering shipment demand and capacity as shown in figure 9.2 (c).  

 

(a)  
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(b) 

Fig.  9-1    F orecaste d Shipme nt  De ma nd (a)  Short - te rm shipme nt de ma nd forecas t  ( b)  

Long- term shipme nt  de ma nd forecas t  

In order to get spot price for Alice,  Joe will use current shipment demand 

values and capacity (from records ).  

In addition to this,  the designed software is also capable top provide 

optimal prices that can increase the business revenue.  Figure 9.3 below 
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shows the UI similar to the UI shown in figure 9.3.  However,  once the 

predict  button is pressed after entering  the respective value of shipment 

demand and capacity (see figure 9.3 (b)),  it  provide s the optimal shipment 

cost calculate by the Opti  price explained in chapter 7 (see figure 9.3 (c)).  

To get Opti-price for Alice,  Joe will  use the same demand and capacity 

values in Opti  Price UI.  

In this way,  Joe will  have two comparative spot prices for  the same 

shipment date.  Now Joe can see how much maximum profit XYZ can earn 

from this shipment.  Now it  is up to Joe to quote the prices of his own choice.  

Joe is a smart employee. Joe will quote Opti -Price to Alice.  Alice will 

negotiate the price and Joe will  reduce some price to make Alice happy. But 

not as low as the original prices.  Alice is happy. Joe is happy. XYZ’s CEO is 

happy and the company has earned some added cash. Alice is sti ll  a loyal 

and happy customer while business is  prospering.  

Joe will go through similar steps for contract prices for Alice but instead 

of current shipment demand, he will use forecasted shipment demand for 

the requested week and will work out with Alice for the pricing that would 

be beneficial for the company (i .e . ,  keeping the customers happy while 

earning more revenue).  

Thus the comparative prices provides the shipping stakeholders with the 

industry wide view of prices,  shipment demand and capacity and based on 

their business legislations,  they can quote any pric e to their customer 

based on the current scenario.  
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(a) 
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(b) 
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( c )  

Fig.  9-2    Shipme nt  s pot pric ing  tool  (a)  Init ia l  UI  ( b)  UI  s howing the ente re d 

shipme nt de mand a nd capaci ty  (c)  UI  showing calc ulate d shipme nt  price  based on 

ma nual  pricing  datase t .   
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(a) 
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(b) 
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Abstract Flow Chart of the intelligent data driven 
methods of demand and price prediction in the Australian 
shipping industry:
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along with demand and capacity data set.  However,  the Opti price use s 

demand, capacity and prices dataset to provide optimal price derived from 

historical  data statistics.  

 

Fig.  9-4    A bstrac t  Fl owchart  of  Intel l ige nt  Da ta  Drive n Methods for  Shipme nt Dema nd 

and Price  Pre dic tion in  the A us tral ia n Shipping Indus try  
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9.5.1  Flowchart of Short -term and Long-term demand prediction: 

Figure 9.5 below shows the flow chart demonstrating the process flow task 

adopted for shipment demand forec asting.  As seen from the flowchart in 

figure 9.5,  the dataset is pre -processed following test -train split .  After this 

division of  the dataset,  the model is  trained over the dataset and is verified 

using test dataset.  In our research, we have three comparat ive models to 

perform forecasting of shipment demand. Based on model’s evaluation, the 

best performing model’s result s  are saved in the fi le to be used for the 

software.  
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9.5.2 Flowchart of shipment price prediction :
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Mizzen Software User Interface:
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Summary:

and capacity values and get predicted prices.  Furthermore, each step’s 
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10 Conclusion and Future Work

Introduction:

Thesis Conclusion:
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capacity (supply) and shipment pricing.  Hence, there is  a strong need to 

explore the relationship between shipment demand, available shipping 

capacity (supply) and pricing to set optimal pricing for shipment 

containers.  However,  not much research has been d one in the past to 

address this area.  In order to fil l  this gap,  we have conducted a research 

study for the Australian shipping industry.  From the conducted research, 

it  is evident that pricing is not dependent on shipment demand and 

available shipping capacity (supply),  which is not the ideal case.  There 

must be a positive relationship between these three factors.  There is also 

a need to have a model to calculate spot shipment prices based on factors 

that affect  pricing.  We have proposed a novel mathematic al  model for 

setting container shipment spot shipment pricing based on shipment 

demand and available shipping capacity (supply).  The results have shown 

that the proposed model is  able to set prices based on market shipment 

demand.  

In the next stage,  we app ly an already existing machine learning model over 

the shipping dataset to provide demand forecasting and price prediction 

capabilities to the Australian Shipping industry.  The Australian shipping 

industry has no existing machine learning models being appl ied to their 

dataset in order to help them plan ahead and make informed marketing 

decisions for pricing and container shipment demand.  

In this research,  three regression -based ML models are applied on real -

time datasets to predict the price of import shipm ent containers in the 

Australian shipping industry,  specifically for the Asia -Oceania Trade Lane. 

The container price is predicted based on current demand and available 

supply.  To analyze the performance of these models,  R2 score,  accuracy, 

and RMSE are measured.  The evaluation results show that GBR performs 

best over the available dataset.  The study of the literature reveals that 

there is scant work on price prediction for the container shipping industry.  

The shipping industry has not digitalized yield man agement and the 

current pricing practices of quoting freight rates with a date validity rather 
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Future Research Directions:

I.

II. We have forecasted the shipment demand for a single trade lane’s 

III.
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(LSTM).  Also,  we have worked on a single trade lane i .e. ,  AU-Oceania 

imports only.  In the future,  the model can be e xtended for all  trade 

lanes and for both exports and imports from Australia or even for all 

the operating trade lanes  worldwide.  
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