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ABSTRACT

CHEST X-RAY IMAGE CLASSIFICATION WITH DEEP LEARNING

by

Qingji Guan

Computer-aided diagnosis (CAD) systems have been successfully helped to clinical

diagnosis. This dissertation considers one essential task in CAD, the chest X-ray (CXR)

image classification problem, with the deep learning technologies from the following

three aspects.

First, considering most diseases existing in CXRs usually happen in small localized

areas, we propose to localize the local discriminative regions and integrate the global

and local cues into an attention guided convolution neural network (AG-CNN) to identify

thorax diseases. AG-CNN consists of three branches (global, local, and fusion branches).

The global branch learns the global features for classification. The local branch localizes

the discriminative regions, which avoids noise and improves misalignment in the global

branch. AG-CNN fuses the global and local features for diagnosis in a fusion branch.

Second, due to the common and complex relationships of multiple diseases in CXRs,

it is worth exploiting their correlations to help the diagnosis. This thesis will present a

category-wise residual attention learning method to concentrate on learning the correla-

tions of multiple diseases. It is expected to suppress the obstacles of irrelevant categories

and strengthen the relevant features at the same time.

Last, a robust and stable CXR image analysis system should be able to: 1) automat-

ically focus on the disease-critical regions, which usually are of small sizes; 2) adap-

tively capture the intrinsic relationships among different disease features and utilize them

to boost the multi-label disease recognition rates jointly. We introduce a discriminative

feature learning framework, ConsultNet, to achieve those two purposes simultaneously.

ConsultNet consists of a variational selective information bottleneck branch and a spatial-



and-channel encoding branch. These two branches learn discriminative features collabo-

ratively.

In addition, each of the proposed methods is comprehensively verified and analyzed

by conducting various experiments.

Dissertation directed by Professor Yi Yang

Australian Artificial Intelligence Institute (AAII), School of Computer Science
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Chapter 1

Introduction

Chest X-ray (CXR) image classification is one of the most important tasks in computer-

aided thorax disease diagnosis. The clinical diagnosis of thorax diseases mainly relies on

professional knowledge and careful manual observation. Due to the complex pathologies

and subtle texture changes of different lung lesions in images, radiologists may make

mistakes even though they have experienced long-term clinical training and professional

guidance. Therefore, it is very important to develop the CXR image classification methods

to support clinical practitioners.

1.1 Background

CXR images own their particular characteristics compared with the general natural

images (e.g., ImageNet (Deng et al., 2009)) in the following aspects.

1. The lesion areas are relatively small compared with the entire image. A large

amount of healthy areas or disease-irrelevant regions would introduce extra influ-

ences and computational cost for classifying the chest X-ray images.

2. Commonly, it is common to find that there are multiple diseases in one image. The

relationships among multiple diseases are much more complex compared with the

natural images. Thus the discriminative features are not easy to learn for CXR

image classification.

Considering the above two critical problems in CXR image classification, we investigate

powerful feature learning methods with deep learning techniques in this thesis.
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1.1.1 Combining the global and local cues

Many methods generally train a network with global images as input (Wang et al.,

2017b; Yao et al., 2017; Guendel et al., 2018). However, thorax disease usually happens

in (small) localized areas which are disease-specific. Thus training CNNs using global

images may be affected by the (excessive) irrelevant noisy areas. Besides, due to the

poor alignment of some CXR images, the existence of irregular borders hinders network

performance.

For addressing the above problems, we consider combining the global and local cues

to identify thorax diseases and get more precise performance. In Chapter 3, we propose

an attention-guided convolutional neural network to classify the CXRs. Specifically, we

first learn a global CNN branch using global images. Guided by the attention heatmap

generated from the global branch, we inference a mask to crop a discriminative region

from the global image. The local region is used for training a local CNN branch. Lastly,

we concatenate the last pooling layers of both the global and local branches for fine-tuning

the fusion branch. The attention-guided mask inference-based cropping strategy avoids

noise and improves alignment in the global branch. AG-CNN also integrates the global

cues to compensate for the lost discriminative cues by the local branch. Experiments on

the ChestX-ray14 dataset demonstrate that after integrating the local cues with the global

information, the average AUC scores are improved by AG-CNN.

1.1.2 Exploiting the correlations of multiple diseases

CXR images are usually labeled with one or more pathologies, which makes the CXR

image classification a multi-label problem. Identifying one or more pathologies from a

chest X-ray image is often hindered by the pathologies unrelated to the targets. Many

works contribute to learn the relationships of multiple diseases in the label space (Yao

et al., 2017; Chen et al., 2020a; Guendel et al., 2018). However, considering the problems

of sample distribution or imbalance in the label space, it is worth considering if it is
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appropriate to characterize the relationships of multiple diseases in the feature space.

In chapter 4, a category-wise residual attention learning (CRAL) method is proposed

to learn the correlations of multiple diseases in the feature space. CRAL predicts the

presence of multiple pathologies in a class-specific attentive view. It aims to suppress

the obstacles of irrelevant classes by endowing small weights to the corresponding fea-

ture representation. Meanwhile, the relevant features would be strengthened by assigning

larger weights.

1.1.3 Learning discriminative features for CXR classification

A robust and stable CXR image analysis system should consider the unique charac-

teristics of CXR images. Particularly, it should be able to: 1) automatically focus on the

disease-critical regions (features); 2) adaptively capture the intrinsic relationships among

disease features and utilize them to boost the multi-label disease recognition rates jointly.

In chapter 5, we introduce a two-branch architecture, named ConsultNet, to achieve

those two purposes simultaneously. ConsultNet consists of two components. First, an in-

formation bottleneck constrained feature selector extracts critical disease-specific features

according to the feature importance. Second, a spatial-and-channel encoding-based fea-

ture integrator enhances the latent semantic dependencies in the feature space. ConsultNet

fuses these discriminative features to improve the performance of thorax disease classi-

fication in CXRs. Experiments conducted on the ChestX-ray14 and CheXpert datasets

demonstrate the effectiveness of the proposed method.

1.2 Thesis Organization

This thesis is organized into the following chapters:

• Chapter 2 presents a survey of various methods for chest X-ray image classification,

particularly emphasizing the lesion area related methods and multi-label learning
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methods.

• Chapter 3 proposes to combine the global and local cues to classify the chest X-ray

images. An attention-guided mask inference-based strategy is introduced to localize

the local discriminative regions. A three-branch neural network is proposed to fuse

the global and local features for CXR classification. Experiments on the localization

and classification tasks demonstrate the effectiveness of the proposed method.

• Chapter 4 considers the problem of multi-label chest X-ray image classification.

A category-wise residual attention learning method is proposed to learn the corre-

lations of multiple diseases in the feature space. It is expected to strengthen the

relevant features and hinder the irrelevant features at the same time. We evaluate

the effectiveness of the category-wise residual attention learning method through

extensive experiments.

• Chapter 5 presents a discriminative feature learning method that focuses on the

disease-specific and the long-range dependency features. We propose to learn disease-

specific features with a variational selective information bottleneck constraint and

capture the long-range dependency with a spatial-and-channel encoding method.

We achieve the above purposes by integrating them into a ConsultNet. Compre-

hensive experiments on the chest X-ray image dataset illustrate the effectiveness of

ConsultNet.

• Chapter 6 gives a brief summary of the thesis contents and its contributions. Rec-

ommendation for future works is given as well.
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Chapter 2

Literature Review

2.1 Chest X-ray image classification with deep learning

Many research works focus on classifying chest X-ray images with deep learning

technologies. Wang et al. (Wang et al., 2017b) evaluate the performance of several

popular deep convolutional neural networks (VGGNet (Simonyan and Zisserman, 2014),

GoogLeNet (Szegedy et al., 2015), ResNet (He et al., 2016)) on the ChestX-ray14 dataset.

CheXNet (Rajpurkar et al., 2017) modifies the fully connected layer of DenseNet (Huang

et al., 2017) and finetunes the parameters of network on the CheXpert (Irvin et al., 2019)

dataset. Shen et al. (Shen and Gao, 2018) take advantage of the convolutional neural

network and the routing-by mechanism in capsule networks to recognize thorax diseases

in chest X-ray images. Yan et al. (Yan et al., 2018) introduce the squeeze and excitation

modules (Hu et al., 2018), multi-map transfer, and max-min pooling techniques into the

DenseNet (Huang et al., 2017) framework to improve the chest X-ray image classifica-

tion performance. Gong et al. (Gong et al., 2021) revisit the Gabor filters and propose a

deformable Gabor convolution to expand conventional deep networks interpretability and

enable complex spatial variations for biomedical image classification. Zhao et al. (Zhao

et al., 2020) propose to consider the structural attribute of chest X-ray images with cross-

chest graphs. Cross-chest graph models the intra-image relationships between different

anatomical areas by leveraging the structural information to simulate the doctor’s habit of

observing different areas. Wang et al. (Wang et al., 2020) propose a knowledge-guided

deep zoom neural network to leverage prior medical knowledge as training guidance.

Chen et al. (Chen et al., 2020c) propose a deep hierarchical multi-label method to classify
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the chest X-ray images.

To accurately recognize the diseases in chest X-ray images, two main popular aspects

that researchers focus on are locating the lesion areas and exploring the relationships

among multiple diseases, respectively. On the one hand, the diseases are labeled with the

pathologies existing in the images, which are highly related to the lesion areas. Recog-

nizing the diseases could benefit from locating the positions of lesion areas. On the other

hand, due to the naturally existing relationships among multiple thorax diseases in chest

X-ray images, exploring the correlations of these diseases is an intuitive idea to improve

the performance of disease classification. In the following, we introduce the chest X-ray

images classification method with deep learning from the above two aspects.

2.1.1 Lesion areas related methods

Chest X-ray images are annotated with the diseases existing in the images. The anno-

tations could be considered as semantic labels in medicine. Therefore, a large amount of

research works directly concentrate on the feature learning of local lesion areas.

Many studies try to segment or localize the lung/heart areas before classifying chest

X-ray images because thorax diseases mainly happen in these regions (Guendel et al.,

2018; Liu et al., 2019; Chen et al., 2020b; Liang et al., 2019). For example, Guendel et

al. (Guendel et al., 2018) classify the thorax diseases with the help of spatial knowledge

provided by the PLCO dataset (Gohagan et al., 2000). The spatial knowledge of lesion

includes the information about the side (left lung or right lung) and the finer position in

each lung (divided into equal fifth). The detailed position information usually does not

available in other larger-scale datasets (e.g., ChestX-ray14 (Wang et al., 2017b), CheX-

pert (Irvin et al., 2019)). Some works turn to learn a lung segmentation model to obtain

the positions of lung/heart. Liu et al. (Liu et al., 2019) and Chen et al. (Chen et al., 2020b)

finetune a U-Net (Olaf and Fisher, 2015) variant with the segmentation masks provided

by JSRT dataset (Shiraishi et al., 2000; Van Ginneken et al., 2006), and then localize the
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centered lung areas for further feature learning. Liang et al. (Liang et al., 2019) introduce

the concept of relative location for thorax disease identification. In this work, we propose

a global-local strategy for chest X-ray image classification.

In addition, except for the global information in the image, it is critical to strengthen

the local discriminative features due to the diversity of the lesion area in scale and size.

Yao et al. (Yao et al., 2018) learn from multiple resolution feature maps and generate

saliency maps with weak supervision to localize abnormalities of different sizes. Cai et

al. (Cai et al., 2018) propose an attention mining (AM) strategy to improve the model’s

sensitivity or saliency to disease patterns. It is motivated by once the most salient disease

area is blocked or hidden from the CNN model, AM could pay attention to alternative

image regions while still attempting to make correct predictions. Kim et al. (Kim et al.,

2020) propose an Attend-and-Compare Module (ACM) to capture the differences be-

tween an object of interest and its corresponding context, which is helpful for disease

localization tasks. Seibold et al. (Seibold1 et al., 2020) propose a self-guided loss func-

tion (SGL) to improve the accuracy of localization. SGL is used to train a convolutional

neural network by increasing the localization confidence and assisting the overall disease

identification. Chen et al. (Chen et al., 2020a) propose to leverage the region-based and

channel-based attention to localize the discriminative features of lesion location and find

high weights to the attractive channels. Both the region-based and channel-based atten-

tion could focus on the disease-related regions. Hermoza et al. (Hermoza et al., 2020)

propose to combine the region proposals and saliency detection method to improve the

chest X-ray image classification performance. In this work, we first propose a global-

local strategy for chest X-ray image classification in Chapter 3, which focus on the local

discriminative regions and global information simultaneity.
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2.1.2 Multi-label learning

The high diversity of pathologies in the lung/heart area results in that thorax diseases

are difficult to diagnose. There are also many works that consider this factor and treat the

chest X-ray image classification as a multi-label classification problem. Yao et al. (Yao

et al., 2017) extract the high-level features with a convolution neural network and encode

the multi-label dependency with a Long Short-Term Memory (LSTM)(Hochreiter and

Schmidhuber, 1997). Similar with (Yao et al., 2017), Hu et al. (Hu et al., 2020) gener-

ate the disease predicted sequence with a recurrent neural network aiming to explore the

semantic and co-occurrence dependencies among multiple diseases. The complex rela-

tionships among the diseases are difficult to represent by the sequential outputs of LSTM

or RNN. To overcome this problem, Hu et al. (Hu et al., 2020) introduce a historical

information module to consider all the generated labels when generating a new label.

Chen et al. (Chen et al., 2020a) assume that the relationships among the multiple dis-

eases could be represented by the graph. The nodes of the graph are disease categories,

and the edge between two nodes represents the relation between them. A graph convolu-

tional network-based method is leveraged to learn the relationships of diseases (weights

of edges). Chen et al. (Chen et al., 2020c) propose a multi-label classification method via

constructing the hierarchical structure in label space to improve the recognition accuracy.

Kumar et al. (Kumar et al., 2018) exploit the effect of different loss functions on the chest

X-ray image classification and propose a cascaded classifier chain for multi-label disease

classification. Most of these methods handle the diseases independently of each other.

However, with the situation of one specific pathology with a small number of samples,

learning with existing loss functions would lose important discriminative information for

that pathology. Therefore, Mo et al. (Mo and Cai, 2019) propose a weighted entropy loss

function to learn the correlations among the labels by making full use of small amount

samples. In contrast with these existing methods, we focus on learn the correlations of

multiple diseases in the feature space in Chapter 4.
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In Chapter 5, we further investigate the chest X-ray image classification problem from

the view of discriminative feature learning. A two-branch convolutional neural network,

ConsultNet, is proposed to automatically filter the disease-specific features and encode

the long-range dependencies of features. ConsultNet consists of a varialtional selective

information bottleneck (VSIB) branch and a spatial-and-channel encoding branch. VSIB

introduces a spatial-wise and channel-wise based attention mechanism into the Variational

Information Bottleneck (VIB) to enforce the network to select critical, disease-specific

features for chest X-ray image classification. For the view of deep networks, the goal of

information bottleneck (TISHBY, 1999) (IB) is to learn an encoding by maximizing the

mutual information between the latent representation Z of input X and the class Y . A

natural constraint to apply is on the mutual information between the input featuresX and

the latent representation Z, I(X,Z) ≤ Ic, where Ic is the information constraint. Train-

ing a deep convolutional neural network minimizes this function, and thus can obtain a

maximally compact latent representation Z that is informative about the class Y . That

is, the latent representation Z is expected to contain as much information as the class Y

(I(Y ,Z) is large), but not tell more about X that is necessary to correctly estimate Y

(I(X,Z) is small). This is equivalent to upperbound a Kullback-Leibler (KL) divergence

between the joint probability P (X;Z) and the product of the marginals P (X) · P (Z) to

a specific bottleneck value Ic. Part of our work is related to the recently proposed Info-

Mask pneumonia localization method (Taghanaki and Havaei, 2019). Unlike (Taghanaki

and Havaei, 2019), which aims at the lesion area localization task, we mainly focus on

disease classification in a multi-label learning framework. Technically, (Taghanaki and

Havaei, 2019) designs a mask layer to detect the positions of pneumonia by introducing

the vanilla VIB principle. In comparison, VSIB introduces a selective mechanism into the

vanilla VIB principle to learn compact, disease-specific features. The proposed selective

mechanism is achieved by considering the spatial-wise and channel-wise attention and

used to measure the feature importance. Due to the implicit learning for disease-related
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features in VSIB, we do not enforce the model to detect the positions of the whole lesion

area while only focus on the most discriminative regions (usually a small part of the lesion

area) for classification.
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Chapter 3

Attention Guided Convolution Neural network

In this chapter, we consider the the task of thorax disease diagnosis on chest X-ray (CXR)

images by combining the global and local cues with deep learning technologies. An at-

tention guided convolution neural network (AG-CNN) is proposed to integrate the global

and local cues and identify thorax diseases. In this chapter, we first introduce the motiva-

tion of this work. And then we describe the proposed AG-CNN framework. Finally, we

demonstrate the effectiveness of AG-CNN on one large scale chest X-ray dataset.

3.1 Motivation

Thorax disease usually happens in (small) localized areas which are disease specific.

Thus training CNNs using global image may be affected by the (excessive) irrelevant

noisy areas. Besides, due to the poor alignment of some CXR images, the existence of

irregular borders hinders the network performance.

Several existing works on CXR classification typically employ the global image for

training (Wang et al., 2017b; Yao et al., 2017; Kumar et al., 2018). However, the global

learning strategy can be compromised by two problems. On the one hand, using the global

image for classification may include a considerable level of noise outside the lesion area.

As shown in Fig. 3.1 (the first row), the lesion area can be very small (red bounding

box) compared with the global image. These large numbers of healthy regions make the

deep networks hard to focus on the local lesion area, and the positions of disease regions

are also unpredictable. This problem is rather different from generic image classification

(Deng et al., 2009), where the object of interest is usually positioned in the image center.
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(a) original global image (b) heat map (c) cropped local image

Figure 3.1 : Two images from the ChestX-ray14 dataset. (a) The global images. (b)

heatmaps extracted from a specific convolutional layer. (c) The cropped images from (a)

guided by (b).

Besides, due to the large inter-class similarity of chest X-ray images, it is hard for the

deep networks to capture the subtle discrepancies of different classes in the whole im-

ages, especially when the critical lesion areas are very small. Considering this fact, it is

beneficial to induce the network to focus on the lesion regions when making predictions.

On the other hand, due to the variations of capturing condition, e.g., the posture of the

patient, or the small size of the child body, the CXR images may undergo distortion or

misalignment. Fig. 3.1 (the second row) presents a misalignment example. This human

body is relatively small, and a large number of regions are all black in the image. The ir-

regular image borders may exist a non-negligible effect on classification accuracy. In real

scenarios, some chest X-ray images could not be re-captured. Thus, the computer-aided

diagnosis system is expected to make accurate predictions on the existing images. That is,
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the diagnosis algorithm should be robust to the quality of the chest X-ray images. There-

fore, it is desirable to discover the salient lesion regions and thus alleviate the impact of

such misalignment.

In this chapter, we consider both the original global image and the cropped local image

for classification, so that 1) the noise contained in non-lesion area is less influencing, and

2) the misalignment can be reduced. Though there is a high activation region in the top-

left corner of heatmap (second row), the proposed maximum connected region cropping

strategy could ensure to avoid selecting such obvious noisy region.

To address the problems caused by merely relying on the global CXR image, this

chapter introduces a three-branch attention guided convolutional neural network (AG-

CNN) which integrates the global and local cues to classify the lung or heart diseases.

AG-CNN is featured in two aspects. First, it has a focus on the local lesion regions which

are disease specific. Generally, such a strategy is particularly effective for diseases such

as ”Nodule”, which has a small lesion region. In this manner, the impact of the noise

in non-disease regions and misalignment can be alleviated. Second, AG-CNN has three

branches, i.e.a global branch, a local branch and a fusion branch. While the local branch

exhibits the attention mechanism, it may lead to information loss in cases where the lesion

areas are distributed in the whole images, such as Pneumonia. Therefore, a global branch

is needed to compensate for this error. We show that the global and local branches are

complementary to each other and, once fused, yield favorable accuracy to the state of the

art.

The working mechanism of AG-CNN is similar to that of a radiologist. We first learn

a global branch that takes the global image as input: a radiologist may first browse the

whole CXR image. Then, we discover and crop a local lesion region and train a local

branch: a radiologist will concentrate on the local lesion area after the overall browse. Fi-

nally, the global and local branches are fused to fine-tune the whole network: a radiologist
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will comprehensively consider the global and local information before making decisions.

The main contributions are summarized as follows.

• Chest X-ray images classification suffers from exploring the distinct lesion areas. A

visual attention-guided region inference approach is proposed to localize the local

lesion area. The attention-guided method crops the discriminative regions to clas-

sify the chest X-ray image and thus corrects the image alignment and reduces the

impact of noise.

• An attention-guided convolutional neural network is proposed to diagnose thorax

diseases. AG-CNN simulates the human expert in terms of attention. The latter not

only focuses on the global appearance but also looks for the specific lesion areas,

before combining the two perspectives to reach a final decision. AG-CNN employs

and fuses global and local information to mimic the human diagnosing procedure

and reporting competitive accuracy.

3.2 Method

In this section, we describe the framework of AG-CNN.

3.2.1 Structure of AG-CNN

The architecture of AG-CNN is presented in Fig. 3.2. Basically, it has two major

branches, i.e.the global and local branches, and a fusion branch. Both the global and local

branches are classification networks that predict whether the pathologies are present or

not. Given an image, the global branch is first fine-tuned from a classification CNN using

the global image. Then, we crop an attractive region from the global image and train it

for classification on the local branch. Finally, the last pooling layers of both the global

and local branches are concatenated for fine-tuning the fusion branch.

Global and local branches. The global branch informs the underlying CXR infor-
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Figure 3.2 : Overall framework of the attention guided convolutional neural network

(AG-CNN, showing ResNet-50 as backbone). ”BCE” represents binary cross entropy

loss. The spatial resolution of heatmap generated from the last convolutional layer of the

global branch is 7×7. Then we resize the heatmap to 224×224 by bilinear interpolation.

The input image is added to the heatmap for visualization.

mation derived from the global image as input. In the global branch, we train a variant

of ResNet-50 (He et al., 2016) as the backbone model. It consists of five down-sampling

blocks, followed by a global max pooling layer and a C-dimensional fully connected (FC)

layer for classification. At last, a sigmoid layer is added to normalize the output vector

pg(c|I) of FC layer by

p̃g(c|I) = 1/(1 + exp(−pg(c|I))), (3.1)

where I is the global image. p̃g(c|I) represents the probability score of I belonging to the

cth class, c ∈ {1, 2, ..., C}. We optimize the parameter Wg of global branch by minimizing

the binary cross-entropy (BCE) loss:

L(Wg) = − 1

C

C∑
c=1

lclog(p̃g(c|I)) + (1− lc)log(1− p̃g(c|I)), (3.2)

where lc is the groundtruth label of the cth class, C is the number of pathologies.

On the other hand, the local branch focuses on the lesion area and is expected to

alleviate the drawbacks of only using the global image. In more details, the local branch
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possesses the same convolutional network structure with the global branch. Note that,

these two branches do not share weights since they have distinct purposes. We denote the

probability score of local branch as p̃l(c|Ic),Wl as the parameters of local branch. Here, Ic

is the input image of local branch. We perform the same normalization and optimization

as the global branch.

Fusion branch. The fusion branch first concatenates the Pool5 outputs of the global

and local branches. The concatenated layer is connected to a 15-dimensional FC layer for

final classification. The probability score is p̃f (c|[I, Ic]). We denote Wf as the parameters

of fusion branch and optimize Wf by Eq. 3.2.

3.2.2 Attention Guided Mask Inference

A binary mask is constructed to locate the discriminative regions for classification in

the global image. It is produced by performing thresholding operations on the feature

maps, which can be regarded as an attention process. This process is described below.

Given a global image, let fkg (x, y) represent the activation of spatial location (x, y)

in the k-th channel of the output of the last convolutional layer, where k ∈ {1, ..., K},

K = 2, 048 in ResNet-50. g denotes the global branch. We first take the absolute value

of the activation values fkg (x, y) at position (x, y). Then the attention heatmap Hg is

generated by counting the maximum values along channels,

Hg(x, y) = max
k

(|fkg (x, y)|), k ∈ {1, ..., K}. (3.3)

The values in Hg directly indicate the importance of the activations for classification. In

Fig. 3.1(b) and Fig. 3.3 (the second row), some examples of the heatmaps are shown. We

observe that the discriminative regions (lesion areas) of the images are activated. heatmap

can be constructed by computing different statistical values across the channel dimen-

sions, such as L1 distance 1
K

∑K
k=1 |fkg (x, y)| or L2 distance 1

K

√∑K
k=1(f

k
g (x, y))2. Dif-

ferent statistics results in subtle numerical differences in heatmap, but may not effect the
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Figure 3.3 : The process of lesion area generation. (Top:) global CXR images of various

thorax diseases for the global branch. Note that we do not use the bounding boxes for

training or testing. (Middle:) corresponding visual examples of the output of the mask

inference process. Higher/lower response is denoted with red/blue. (Bottom:) cropped

and resized images from the green bounding boxes which are fed to the local branch.

classification significantly. Therefore, we compute heatmap with Eq. 3.3 in our experi-

ment. The comparison of these statistics is presented in Section 3.3.2.

We design a binary mask M to locate the regions with large activation values. If the

value of a certain spatial position (x, y) in the heatmap is larger than a threshold τ , the

value at corresponding position in the mask is assigned with 1. Specifically,

M(x, y) =


1, Hg(x, y) > τ

0, otherwise
, (3.4)

where τ is the threshold that controls the size of attended region. A larger τ leads to a

smaller region, and vice versa. With the mask M , we draw a maximum connected region

that covers the discriminative points in M . The maximum connected region is denoted as

the minimum and maximum coordinates in horizontal and vertical axis [xmin, ymin, xmax, ymax].

At last, the local discriminative region Ic is cropped from the input image I and is re-

sized to the same size as I . We visualize the bounding boxes and cropped patches with



18

Algorithm 1 Attention Guided CNN Procedure
Input: Input image I; Label vector L; Threshold τ .

Output: Probability score p̃f (c|[I, Ic]).

Initialization: The global and local branch weights.

1 Learning Wg with I , computing p̃g(c|I), optimizing by Eq. 3.2 (Stage I);

2 Computing mask M and the bounding box coordinates [xmin, ymin, xmax, ymax], cropping

out Ic from I;

3 Learning Wl with Ic, computing p̃l(c|Ic), optimizing by Eq. 3.2 (Stage II);

4 Concentrating Poolg and Pooll, learning Wf , computing p̃f (c|[I, Ic]), optimizing by

Eq. 3.2.

τ = 0.7 in Fig. 3.3. The attention informed mask inference method is able to locate

the regions (green bounding boxes) which are reasonably close to the groundtruth (red

bounding boxes).

3.2.3 Training Strategy of AG-CNN

A three-stage training scheme is adopt for AG-CNN.

Stage I. Using the global images, we fine-tune the global branch network pretrained

by ImageNet. p̃g(c|I) is normalized by Eq. 3.1.

Stage II. Once the local image Ic is obtained by mask inference with threshold τ , we

feed it into the local branch for fine-tuning. p̃l(c|Ic) is also normalized by Eq. 3.1. When

we fine-tune the local branch, the weights in the global branch are fixed.

Stage III. Let Poolg and Pooll represent the Pool5 layer outputs of the global and

local branches, respectively. We concatenate them for a final stage of fine-tuning and

normalize the probability score p̃f (c|[I, Ic]) by Eq. 3.1. Similarly, the weights of previous

two branches are fixed when we fine-tune the weights of fusion branch.

In each stage, we use the model with the hyper-parameter τ with the highest AUC



19

score on the validation set for testing. The overall AG-CNN training procedure is pre-

sented in Algorithm 1. Variants of training strategy may influence the performance of

AG-CNN. We discuss it in Section 3.3.2.

3.3 Experiment

This section evaluates the performance of the proposed AG-CNN. The experimen-

tal dataset, evaluation protocol and the experimental settings are introduced first. Sec-

tion 3.3.2 demonstrates the performance of global and local branches and the effectiveness

of fusing them. Furthermore, comparison of AG-CNN and the state of the art is presented

in Table. 3.1. In Section. 3.3.3, we analyze the parameter impacts in mask inference.

Dataset. We evaluate the AG-CNN framework using the ChestX-ray14 (Wang et al.,

2017b). ChestX-ray14 collects 112,120 frontal-view images of 30,805 unique patients.

51,708 images of them are labeled with up to 14 pathologies, while the others are labeled

as “No Finding”.

Evaluation protocol. In our experiment, we randomly shuffle the dataset into three

subsets: 70% for training, 10% for validation and 20% for testing. Each image is labeled

with a 15-dim vector L = [l1, l2, ..., lc, ..., lC ] in which lc ∈ {0, 1}, C = 15. l15 represents

the label with ”No Finding”.

3.3.1 Experimental details

For training (any of the three stages), we perform data augmentation by resizing the

original images to 256× 256, randomly resized cropping to 224× 224, and random hor-

izontal flipping. The ImageNet mean value is subtracted from the image. When using

ResNet-50 as backbone, we optimize the network using SGD with a mini-batch size of

126, 64, 64 for global, local and fusion branch, respectively. But for DenseNet-121, the

network is optimized with a mini-batch of 64, 32, and 32, respectively. We train each

branch for 50 epochs. The learning rate starts from 0.01 and is divided by 10 after 20
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epochs. We use a weight decay of 0.0001 and a momentum of 0.9. During validation and

testing, we also resize the image to 256×256, and then perform center cropping to obtain

an image of size 224× 224. Except in Section 3.3.3, we set τ to 0.7 which yields the best

performance on the validation set. We implement the proposed framework with Pytorch.

We train the network on a computer with NVIDIA TITAN Xp GPUs. The training pro-

cess of global or local branch takes about 6 hours on the ChestX-ray14 dataset (more than

80,000 training samples).

3.3.2 Evaluation

We evaluate our method on the ChestX-ray14 dataset. Mostly, ResNet-50 (He et al.,

2016) is used as backbone, but the AUC and ROC curve obtained by DenseNet-121

(Huang et al., 2017) are also presented.

Global branch (baseline) performance. We first report the performance of the base-

line, i.e.the global branch. Results are summarized in Table. 3.1 and Fig. 3.9. The av-

erage AUC across the 14 thorax diseases arrives at 0.841 and 0.840, using ResNet-50

and DenseNet-121, respectively. For both backbone networks, this is a competitive accu-

racy compared with the previous state of the art. Except Herina, the AUC scores of the

other 13 pathologies are very close to or even higher than (Rajpurkar et al., 2017). More-

over, we observe that Infiltration has the lower recognition accuracy (0.728 and 0.717 for

ResNet-50 and DenseNet-121). This is because the diagnosis of Infiltration mainly relies

on the texture change among the lung area, which is challenging to recognize. The disease

Cardiomegaly achieves higher recognition accuracy (0.904 and 0.912 for ResNet-50 and

DenseNet-121, respectively), which is characterized by the relative solid region (heart).
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Table 3.1 : Comparison results of various methods on ChestX-ray14.

Method CNN Atel Card Effu Infi Mass Nodu Pne1 Pne2 Cons Edem Emph Fibr PT Hern Mean

Wang et al.(Wang et al., 2017b) R-50 0.716 0.807 0.784 0.609 0.706 0.671 0.633 0.806 0.708 0.835 0.815 0.769 0.708 0.767 0.738

Yao et al.(Yao et al., 2017) D-/ 0.772 0.904 0.859 0.695 0.792 0.717 0.713 0.841 0.788 0.882 0.829 0.767 0.765 0.914 0.803

Rajpurkar et al.(Rajpurkar et al., 2017) D-121 0.821 0.905 0.883 0.720 0.862 0.777 0.763 0.893 0.794 0.893 0.926 0.804 0.814 0.939 0.842

Kumar et al.(Kumar et al., 2018) D-161 0.762 0.913 0.864 0.692 0.750 0.666 0.715 0.859 0.784 0.888 0.898 0.756 0.774 0.802 0.795

Global branch (baseline) R-50 0.818 0.904 0.881 0.728 0.863 0.780 0.783 0.897 0.807 0.892 0.918 0.815 0.800 0.889 0.841

Local branch R-50 0.798 0.881 0.862 0.707 0.826 0.736 0.716 0.872 0.805 0.874 0.898 0.808 0.770 0.887 0.817

AG-CNN R-50 0.844 0.937 0.904 0.753 0.893 0.827 0.776 0.919 0.842 0.919 0.941 0.857 0.836 0.903 0.868

Global branch (baseline) D-121 0.832 0.906 0.887 0.717 0.870 0.791 0.732 0.891 0.808 0.905 0.912 0.823 0.802 0.883 0.840

Local branch D-121 0.797 0.865 0.851 0.704 0.829 0.733 0.710 0.850 0.802 0.882 0.874 0.801 0.769 0.872 0.810

AG-CNN D-121 0.853 0.939 0.903 0.754 0.902 0.828 0.774 0.921 0.842 0.924 0.932 0.864 0.837 0.921 0.871

* Each pathology is denoted with its first four characteristics, e.g.. Pneumonia and Pneumothorax are denoted as Pneu1 and Pneu2, respectively. PT represents Pleural Thickening. We report the performance

with parameter τ = 0.7. For each column, the best and second best results are highlighted in red and blue, respectively.
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Performance of the local branch. We crop the most discriminative region to im-

prove the classification accuracy. The local branch is trained on the cropped and resized

discrimative patches, which is supposed to provide attention mechanisms complementary

to the global branch. The performance of the local branch is demonstrated in Table. 3.1

and Fig. 3.9.

Using ResNet-50 and DenseNet-121, the average AUC score is 0.817 and 0.810, re-

spectively, which is higher than (Wang et al., 2017b; Kumar et al., 2018). Despite of being

competitive, the local branch yields lower accuracy than the global branch. The probable

reason for this observation is that the lesion region estimation and cropping process may

lead to information loss which is critical for recognition. So the local branch may suffer

from inaccurate estimation of the attention area. Generally, the area where the lung is

inflamed is relative large and its corresponding attention heatmap shows a scattered dis-

tribution. With a higher value of τ , only a very small patch is cropped in original image.

For the classes “Hernia” and “Consolidation”, the local and global branch yield very sim-

ilar accuracy. We speculate that the cropped local patch is consist with the lesion area in

the global image.

To illustrate the effectiveness of the cropping strategy of AG-CNN, we test the local-

ization accuracy using the ground truth bounding boxes provided by (Wang et al., 2017b).

Intersection over Union (IoU) is computed between the cropped region in AG-CNN and

the ground truth. A correct localization result is defined by requiring IoU> T(IoU), where

T(IoU) is a threshold. We measure the effect of the parameter τ and T(IoU) in AG-CNN.

Fig. 3.4 presents the localization accuracy of different τ in {0.2, 0.3, ..., 0.9}. In each

sub-figure, different color represents the threshold of IoU when measuring the accuracy

of the predicted bounding box. As shown in Fig. 3.4, lower τ produces worse localization

accuracy. And at the same time, when T(IoU) becomes larger than 0.3, the localization

accuracy of most pathologies reduces to zero. In general localization task, the T(IoU) is

expected at least greater than 0.5. Therefore, we expect that the selected τ could provide a



23

0.00

0.20

0.40

0.60

0.80

1.00

1.20

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on

M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.3

0.00

0.10
0.20

0.30

0.40

0.50
0.60

0.70

0.80

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on

M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.2

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on
M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.4

0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on
M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.5

0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
2.00

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on

M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.6

0.00

0.20

0.40

0.60

0.80
1.00

1.20

1.40

1.60

1.80

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on

M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.7

0.00

0.20

0.40

0.60

0.80

1.00

1.20

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on
M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.8

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50

At
ele
cta
sis

Ca
rd
iom
eg
aly

Eff
us
io
n

Inf
iltr
ati
on
M
as
s

No
du
le

Pn
eu
mo
nia

Pn
eu
mo
th
or
ax

0.9

T(IoU)

Figure 3.4 : The localization accuracy of different threshold of τ . Each sub-figure is the

accuracy for different τ . And in each sub-figure, different color represents the threshold

of IoU (T(IoU)) when measuring the accuracy of the predicted bounding box. Better view

as zoomed.

relatively larger localization accuracy to satisfy the localized region near to the true lesion

area. When τ in {0.5, 0.6, 0.7}, the localization accuracy are better than others. While τ

is larger than 0.8, the accuracy drops significantly. Thus, {0.5, 0.6, 0.7} is suggested for

the hyperparameter τ .

We compare the localization accuracy with existing methods and the results are sum-

marized in Table. 3.2. Under different IoU thresholds, the localization accuracy of our

method is consistently higher than (Wang et al., 2017b). Because both our method and

(Wang et al., 2017b) only use image-level labels, this comparison could be regarded as

fair. Compared with (Li et al., 2018), our method is inferior. The reason is that (Li et al.,

2018) uses additional ground truth bounding boxes which we do not use. Therefore, it is

expected that (Li et al., 2018) has a higher localization accuracy due to its usage of addi-

tional supervision. However, we also notice that our method is advantageous in localizing

the small lesions for the disease “Nodule”: the accuracy of “Nodule” lesion region lo-

calization significantly exceeds (Li et al., 2018) under all the thresholds. Besides, the



24

Table 3.2 : Comparison of localization accuracy.

T(IoU) Model Atel Card Effu Infi Mass Nodu Pne1 Pne2 mean

(Wang et al., 2017b) 0.69 0.94 0.66 0.71 0.40 0.14 0.63 0.38 0.57

0.1 (Li et al., 2018) 0.71 0.98 0.87 0.92 0.71 0.40 0.60 0.63 0.73

Ours 0.48 0.71 0.67 0.67 0.65 0.58 0.62 0.58 0.62

(Wang et al., 2017b) 0.47 0.68 0.45 0.48 0.26 0.05 0.35 0.23 0.37

0.2 (Li et al., 2018) 0.53 0.97 0.76 0.83 0.59 0.29 0.50 0.51 0.62

Ours 0.27 0.59 0.50 0.50 0.48 0.42 0.45 0.41 0.45

(Wang et al., 2017b) 0.24 0.46 0.30 0.28 0.15 0.04 0.17 0.13 0.22

0.3 (Li et al., 2018) 0.36 0.94 0.56 0.66 0.45 0.17 0.39 0.44 0.50

Ours 0.14 0.50 0.41 0.41 0.37 0.33 0.34 0.32 0.35

(Wang et al., 2017b) 0.09 0.28 0.20 0.12 0.07 0.01 0.08 0.07 0.12

0.4 (Li et al., 2018) 0.25 0.88 0.37 0.50 0.33 0.11 0.26 0.29 0.37

Ours 0.06 0.39 0.30 0.30 0.27 0.24 0.25 0.23 0.25

(Wang et al., 2017b) 0.05 0.18 0.11 0.07 0.01 0.01 0.03 0.03 0.06

0.5 (Li et al., 2018) 0.14 0.84 0.22 0.30 0.22 0.07 0.17 0.19 0.27

Ours 0.03 0.21 0.16 0.16 0.14 0.13 0.14 0.12 0.14

(Wang et al., 2017b) 0.02 0.08 0.05 0.02 0.00 0.01 0.02 0.03 0.03

0.6 (Li et al., 2018) 0.07 0.73 0.15 0.18 0.16 0.03 0.10 0.12 0.19

Ours 0.00 0.09 0.06 0.06 0.06 0.05 0.06 0.06 0.06

(Wang et al., 2017b) 0.01 0.03 0.02 0.00 0.00 0.00 0.01 0.02 0.01

0.7 (Li et al., 2018) 0.04 0.52 0.07 0.09 0.11 0.01 0.05 0.05 0.12

Ours 0.00 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01

* Note that (Wang et al., 2017b) and ours are supervised by image-level labels, while (Li et al., 2018) is supervised by both

image-level labels and partially bounding box-level annotations.
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performance of some pathologies, such as “Mass”, “Pneumonia”, and “Pneumothorax”

are very close to (Li et al., 2018). But we also notice that the performance of “Atelecta-

sis” is inferior to (Wang et al., 2017b). And for “Cardiomegaly”, the localization accuracy

is lower than (Wang et al., 2017b) when T(IoU) is less than 0.3, while it is slightly higher

than (Wang et al., 2017b) when T(IoU) is greater or equal to 0.3. We analyze that the

main reason may be the AG-CNN focuses on the small discriminative regions for classi-

fication while not the whole region of interests. Therefore, the cases of “Atelectasis” and

“Cardiomegaly” could happen when the features learned by AG-CNN cover parts of the

whole lesion area. Overall speaking, in terms of disease localization, our method yields

higher accuracy compared with (Wang et al., 2017b) under the same setting, which serves

as an explanation of our superior performance.

Figure 3.5 : Examples of heatmaps for “no finding” images. The cropped regions are

denoted by green bounding boxes.

For the “no finding” images, AG-CNN can also learn the corresponding masks. The

automatically discovered ROIs in the “no finding” class contain discriminative informa-

tion of this class. These ROIs filter out some noisy and misaligned regions and force the

network to focus on these important regions during recognition. Thus, the ROIs help to
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Figure 3.6 : ROC curves of the global, local and fusion branches (DenseNet-121 as back-

bone) over the 14 pathologies. The corresponding AUC values are given in Table. 3.1.

We observe that fusing global and local information yields clear improvement.

distinguish “no finding” from the other 14 pathologies. The “no finding” class plays a

role like the background class in object detection. We visualize some cropped region on

the heatmap in Fig. 3.5.

Discussions of the proposed cropping strategy. The attention maps generated from

the global branch are used to guide the input of the local branch. Once the cropped regions

fail to locate the accurate lesion areas, it would directly reduce the recognition accuracy of

the local branch. We visualize some heatmaps of the global branch and the corresponding

cropped regions in Fig. 3.7 and discuss the cropping strategy compared with the CAM

or Grad-CAM. The red and green bounding boxes represent the ground truths and the

cropped regions, respectively.

In AG-CNN, we ideally expect the proposed cropping strategy could crop the regions

that cover the lesion areas but not accurately locate these lesion areas, as shown in the
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Figure 3.7 : The visualized cropped regions and the lesion areas. The red bounding boxes

are the ground truths of lesion areas, and the green bounding boxes are the cropped regions

in AG-CNN.

first column of Fig. 3.7. Both the global and the local branches could produce accurate

predictions in this situation. However, the global branch or the cropping strategy might

not always satisfy such requirements. For example, in the second column of Fig. 3.7,

the cropped regions miss some information of the lesion areas. Fortunately, the global

branch of AG-CNN could compensate for the missing information for final prediction in

the fusion branch, even if the cropped regions fail to locate the accurate lesion areas. The

worst case is that the cropped regions fail to locate the lesion areas, as shown in Fig. 3.7

(the last column).

It is well known that CAM or Grad-CAM could localize the object regions based on

the prediction scores, which is more precise than the proposed attention-guided cropping

strategies. While one problem using CAM or Grad-CAM is that once the cropped regions

miss the lesion areas, the global branch might not compensate for the losing information,
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either. That is also a consideration that not use the CAM or Grad-CAM to extract the

feature maps in the local branch. The proposed attention-guided cropping strategy aims

to locate the high response regions in the global branch and not compulsorily request to

localize accurate lesion areas. Such relaxation could tolerate some influences of failure

cases to the whole framework.

Effectiveness of fusing global and local branches. We illustrate the effectiveness of

the fusion branch, which yields the final classification results of our model. The obser-

vations are consistent across different categories and the two backbones. We present the

ROC curves of 14 pathologies with these two backbones in Fig. 3.8. For both ResNet-

50 and DenseNet-121, the fusion branch, i.e., AG-CNN, outperforms both the global

branch and local branch. For example, when using ResNet-50, the performance gap from

AG-CNN to the global and local branches is 0.027 and 0.051, respectively. Specifically

AG-CNN (with DenseNet-121 as backbone) surpasses the global and local branches for

all 14 pathologies. Fig. 3.6 presents the ROCs of three branches of each pathology in

ChestX-ray14.

We conduct another experiment, inputting a global image into both the global and

local branches to verify the effectiveness of fusing global and local cues. The same ex-

perimental settings with Section 3.3.1 are performed. Three branches are trained together

with ResNet-50 as backbone. The average AUC of global, local and fusion branches

achieve to 0.845, 0.846 and 0.851, respectively. The AUC is lower 0.017 compared with

inputting a local patch into the local branch. The results show that AG-CNN is superior

than both global and local branches. In particular, the improvement is benefit from the

local discriminative region instead of increasing the number of network parameters.

Comparison with the state of the art. We compare our results with the state-of-

the-art methods (Wang et al., 2017b; Yao et al., 2017; Kumar et al., 2018; Rajpurkar

et al., 2017) on the ChestX-ray14 dataset. Wang et al.(Wang et al., 2017b) classify and
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Figure 3.8 : ROC curves of AG-CNN on the 14 diseases (ResNet-50 and DenseNet-121

as backbones, respectively).

localize the thorax disease in a unified weakly supervised framework. The reported results

from Yao et al.(Yao et al., 2017) are based on the model in which labels are considered

independent. Kumar et al.(Kumar et al., 2018) try different boosting methods and cascade

the previous classification results for multi-label classification.

Comparing with these methods, this paper contributes new state of the art to the

community: average AUC = 0.871. AG-CNN exceeds the previous state of the art

(Rajpurkar et al., 2017) by 2.9%. AUC scores of pathologies such as Cardiomegaly and

Infltration are higher than (Rajpurkar et al., 2017) by about 0.03. AUC scores of Mass,

Fibrosis and Consolidation surpass (Rajpurkar et al., 2017) by about 0.05. Furthermore,

we train AG-CNN with 70% of the dataset, but 80% are used in (Kumar et al., 2018;

Rajpurkar et al., 2017). In nearly all the 14 classes, our method yields best performance.

Only Rajpurkar et al. (Rajpurkar et al., 2017) report higher accuracy on Hernia. In all,

the classification accuracy reported in this paper compares favorably against previous art.

Variant of training strategy analysis. Training three branches with different orders
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Table 3.3 : Results of different training strategies.

Strategy Global Local Fusion

GL F 0.823 0.801 0.825

GLF 0.843 0.806 0.845

G LF 0.841 0.809 0.843

G L F 0.841 0.817 0.868

influences the performance of AG-CNN. We perform 4 orders to train AG-CNN: 1) train

global branch first, and then local and fusion branch together (G LF); 2) train global and

local branch together, and then fusion branch (GL F); 3) train three branches together

(GLF); 4) train global, local and fusion branch sequentially (G L F). Note that G L F

is our three-stage training strategy. We train the AG-CNN with different training strate-

gies. The experimental settings are same as Section 3.3.1. We present the classification

performance of these training strategies in Table. 3.3.

AG-CNN yields better performance (0.868) with strategy of training three branches

sequentially (G L F). When global branch is trained first, we perform the same model

as the baseline in Table. 3.1. Training with G L F, AG-CNN obviously improves the

baseline from 0.841 to 0.868. Compared with G L F, performance of AG-CNN (G LF)

is much lower because its the inaccuracy of local branch. When AG-CNN is trained with

GL F and GLF, it is inferior to G L F. Compared with training two or three branches

(GL F or GLF) together, training three branches in order (G L F) achieves much better

performance. This is because that training global branch first could provide a relatively

accurate discriminative region as the input of local branch. The performance of local

branch is serious dependent on the global branch. From Table.3.3, we observe that a

better performance in local branch leads to better performance in fusion branch. We infer
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Table 3.4 : Results corresponding different statistics.

Statistic Global Local Fusion

Max 0.8412 0.8171 0.8680

L1 0.8412 0.8210 0.8681

L2 0.8412 0.8213 0.8672

0.828 0.831
0.822 0.822 0.819

0.825
0.817

0.804

0.751

0.861 0.865 
0.859 0.858 0.858 

0.867 0.868 0.866 0.863 
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Figure 3.9 : Average AUCs for different settings of τ on the test set (ResNet-50 as back-

bone). Note that the results from global branch are our baseline.

that the performance of local branch is essential to enhance the whole framework.

Variant of heatmap analysis. In Table. 3.4, we report the performance of using

different heatmap computing methods. Based on the same baseline, the performance is

very close on both the local and fusion branch. It illustrates that different statistics result

in subtle differences in local branch, but will not effect the classification performance

significantly.

3.3.3 Parameter Analysis

We analyze the sensitivity of AG-CNN to the parameter consists in τ in Eq. 3.4, which

defines the local region and affects the classification accuracy. Fig. 3.10 shows the average
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Figure 3.10 : Average AUC scores of AG-CNN with different settings of τ on the valida-

tion set (ResNet-50 as backbone).

AUC of AG-CNN over different τ on validation set. τ changes from 0.1 to 0.9. AG-

CNN is not very sensitive to the threshold in the mask inference. The variance of the

model performance is about 0.003 over the different τ . While τ is larger than 0.5, AG-

CNN achieves much more stable and better performance (the average AUC is over 0.868),

especially when τ is in [0.6, 0.8]. AG-CNN achieves the best performance when τ is

setting as 0.7. Fig. 3.9 compares the average AUC of the global, local branch and fusion

branch on the test dataset when ResNet-50 is used as backbone. When τ is small (e.g.,

close to 0), the local region is close to the global image. In such cases, most of the entries

in the attention heatmap are preserved, indicating that the cropped image patches are close

to the original input. On the other hand, while τ is close to 1, e.g., 0.9, the local branch

is inferior to the global branch by a large margin (0.9%). Under this circumstance, most

of the information in the global image is discarded but only the top 10% largest values in

the attention heatmap are retained. The cropped image patches reflect very small regions.

Unlike the local branch, AG-CNN is relative stable to changes of the threshold τ . When

concentrating the global and local branches, AG-CNN outperforms both branches by at

least 1.7% at τ = 0.4 and 0.5. AG-CNN exhibits the highest AUC (>0.866) when τ
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ranges between [0.6, 0.8].

3.4 Conclusion

This chapter proposes an attention guided convolutional neural network for chest X-

ray image classification. Departing from previous works which merely rely on the global

information, we propose to combining the global and the local cues to make diagnosis. An

attention guided inference method is proposed to localize the most discriminative region

in the global image. Extensive experiments demonstrate that combining both global and

local cues yields state-of-the-art accuracy on the ChestX-ray14 dataset.
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Chapter 4

Category-wise Residual Attenion Learning

4.1 Introduction

Commonly, CXR images are labeled with one or more pathologies, which makes the

CXR image classification a multi-label problem. In the ChestX-ray14 dataset (Wang et al.,

2017b), each image is annotated with multiple lung-related or heart-related pathologies.

In the previous works, all the pathologies are equally treated in classifier learning. That

is, when predicting the labels of each image, all pathologies are given the same weight.

Furthermore, correlation essentially exists among the labels, e.g., the presence of car-

diomegaly additionally accompanies high risk of pulmonary edema. Most previous works

focus on the multi-label setting on the disease space (or label space). Kumar et al.(Kumar

et al., 2018) propose a boosted cascaded convolutional network framework which is sim-

ilar to the classifier chains. Binary relevance and pairwise error loss function with the

corresponding boosted cascaded structures are investigated in standard multi-label classi-

fication setting. Yao et al.(Yao et al., 2017) learn the dependencies of multiple diseases

in the label space with a Long-short Term Memory Network (LSTM) (Hochreiter and

Schmidhuber, 1997). The classification accuracy of (Kumar et al., 2018) or (Yao et al.,

2017) is improved compared to the corresponding baseline method, which benefits from

encoding the disease correlations in the label space. Therefore, exploring the dependency

or correlation among labels could assist to strengthen the intrinsic relationship for some

categories. However, considering an individual image, the uncorrelated labels may also

introduce unnecessary noise and hinder the classifier from learning powerful features.

In this chapter, we present a category-wise residual attention learning (CRAL) frame-
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work for multi-label chest X-ray image classification. The proposed CRAL aims to miti-

gate the interference of uncorrelated classes and preserve correlations among the relevant

classes at the same time. CRAL performs a category-wise residual attention mechanism to

assign different weights to different feature spatial regions. It automatically predicts the

attentive weights to enhance the relevant features and restrain the irrelevant features for

a specific pathology. Figure 4.1 shows the architecture of CRAL framework. It consists

of a feature embedding module and an attention learning module. The feature embedding

module extracts high-level image features with a convolutional neural network. Atten-

tion module learns the normalized attention scores from the CNN features. By combining

the channel-wise Hadamard product and element-wise sum operations, the high-level fea-

tures and the attention scores are integrated into a residual attention block to classify the

input image. The work of this chapter departs from the previous works in that we focus

on reducing the obstruction of irrelevant features for one specific class while enhancing

the relevant cues among all categories in the feature space. We show that CARL yields

favorable performance compared with the state of the art.

Our contributions are summarized as follows:

• We propose a novel category-wise residual attention learning (CRAL) framework

for multi-label chest X-ray image classification.

• CRAL benefits from both category-wise and residual attention learning. Residual

attention learning advances in discriminative feature learning, and category-wise

mechanism employs the correlations among pathologies to leverage the classifica-

tion performance.

• We present the comprehensive experiment on the ChestX-ray14 dataset. Experi-

mental results demonstrate that our framework yields superior performance over

the state-of-the-art approaches.
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4.2 The proposed method

In this section, we introduce the details of the proposed category-wise residual atten-

tion learning (CRAL) framework for the multi-label chest X-ray image classification. We

will first describe the architecture of CRAL in Section 4.2.1. Then, the feature embedding

module and the residual attention module are introduced in Section 4.2.2 and Section

4.2.3, respectively. We finally present the optimizing strategy in Section 4.2.4.

4.2.1 Architecture of CRAL

The architecture of CRAL is presented in Figure 4.1. It consists of a feature embedding

module and an attention learning module. The feature embedding module learns the

discriminative image features by a convolution neural network (CNN). The discriminative

features are fed into the attention modules to learn the category-wise attention scores.

And then they are used for adaptively assigning soft weights to different spatial positions

of feature maps. Similar to (He et al., 2016; Wang et al., 2017a), we construct a residual

attention architecture by adding the CNN feature and the corresponding weighted version.

Finally, a binary classifier for each class is designed to classify the input image.

Multi-label Setup. We label each image with a C-dim vector L = [l1, l2, ..., lC ] in

which lc ∈ {0, 1}. lc represents whether the cth pathology is presence or not, i.e., 1 for

presence and 0 for absence. C is the number of all pathologies in the dataset. If L is a

zero vector, it means that none of all pathologies exists in the image.

4.2.2 Feature Embedding

Feature embedding module aims to extract a discriminative feature map F ∈ RH×W×N

for each input image I by feeding it into a CNN model. Many deep learning-based meth-

ods have been proposed for this purpose. Here, we utilize ResNet-50 (He et al., 2016) or

DenseNet-121 (Huang et al., 2017) network as the backbone. Next, we take ResNet-50

as an example to introduce the feature embedding module.
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Figure 4.1 : Overview of the framework. There are two different attention mechanisms

investigated in Section 4.2. Here, we take the first one att1 as an example to illustrate

the proposed framework. CRAL consists of two main modules. The feature embedding

module is a CNN network which can be replaced by any network. In our experiment,

we use ResNet-50 or Densenet-121 as the backbone. The normalized attention scores

are obtained from the attention module. Attention scores contain C channels, and each

channel corresponds to one category (highlighted with blue or red). By combining the

channel-wise Hadamard product and element-wise sum operations, the high-level features

and the attention scores are integrated into a residual attention block to classify the input

image. Each class/disease is classified by a binary classifier in our model. “Pooling”

represents a global average pooling layer. “FC” and “BCE” represent the fully connected

layer and the binary cross entropy loss function, respectively.



38

The feature embedding module consists of five down-sampling residual blocks. Given

a chest X-ray image I , the H ×W feature map (for 224 × 224 input images) from layer

“conv 5 relu” is used as input of attention module,

F = fcnn(I; θcnn), F ∈ RH×W×N (4.1)

where θcnn is the parameters in feature embedding module, F is the feature maps from

layer “conv 5 relu”, N is the number of the feature channels. With DenseNet-121, we

also extract the features from the “conv 5 relu” layer.

Another component of the proposed CRAL is the category-wise residual attention

module which learns the discriminative spatial weight assignment scheme.

4.2.3 Category-wise Residual Attention Learning

Every image is semantically assigned one or more pathologies based on the multiple

lesion regions. Although the positions of lesion areas are not provided, it is still expected

that the model could pay attention to the relevant discriminative regions for classification.

In this work, we focus on learning to predict such relevant regions for each class with

attention mechanism under image-level supervisions. The attention maps are used to reg-

ularize the feature maps learned from feature embedding module. Basically, we expect to

learn an attention score map whose values range from 0 to 1. The scores are leveraged

to assign weights to different feature spatial regions for each pathology. The larger the

attention score, the greater the weight is given to the corresponding position of the fea-

ture map, and thus the feature representation of the position is enhanced and vice versa.

Therefore, the automatically predicted attention scores could aid to enhance the relevant

features and restrain the irrelevant features for a specific pathology.

We investigate two different configurations of residual attention module which are de-

noted as att1 and att2, respectively. The architectures of residual attention are presented

in Figure 4.2. att1 consists of two 3 × 3 convolutional layers and each followed by a
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Figure 4.2 : Architecture of residual attention module (with att1 and att2). att1 consists

of two 3 × 3 convolutional layers followed by ReLU, one 1 × 1 convolutional layer and

one non-linear activation layer (Sigmoid). For att2, the input CNN features F are fed into

the “hourglass” attention branch and a convolutional branch, respectively. Through the

channel-wise Hadamard product and element-wise sum operations, a residual feature is

formed by the learned features F̃ and its weighted version A � F̃.
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non-linear activation layer (ReLU), one 1 × 1 convolutional layers and a non-linear nor-

malization layer (Sigmoid). The output is a C-channels attention scores corresponding to

the C classes in the dataset. att2 is similar to the hourglass structured attention proposed

in (Wang et al., 2017a). It achieves to obtain a large receptive field by several max pool-

ing layers among the residual blocks, and the global information is then expanded by a

symmetrical up sample architecture. The last two convolutional layers are two consec-

utive 1 × 1 convolution layers. The last one outputs a C-channel attention score. Only

one hourglass structured attention is stacked onto the last convolutional layer of feature

embedding module. Except for the architectures, shown in Figure 4.2, we can see that

another difference between two residual attention blocks is the feature maps are fed into

another two residual blocks in att2 while att1 not. The residual attention with att1 also

can be considered as identity mapping.

We formatively introduce the details of the attention module. For simplicity, we utilize

att to represent either of the attention structures except for special situation. Given the

CNN feature F , we aim to automatically predict label attention scores for each class,

Z = fatt(F ; θatt), Z ∈ RH×W×C (4.2)

where θatt represents the parameters in attention module, Z is the unnormalized attention

scores learned by fatt with each channel corresponding to one class. Z is then normalized

with the sigmoid function to obtain the normalized attention scores A,

aci,j =
1

1 + exp(−zci,j)
, A ∈ RH×W×C (4.3)

where aci,j and zci,j represent the normalized and unnormalized attention scores at position

(i, j) for cth class, respectively. Intuitively, if the label c is tagged to the input image,

the image regions related to it should be assigned with higher attention scores. Thus, the

attention scores can be used to weight the CNN features for each class.

Afterwards, the CNN features are weighted by the attention scores. We take att1

as an example to illustrate the remain of the attention module in the following section.
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The category-wise weighted CNN features are denoted as V = {V 1, V 2, ..., V C}, where

V c = {v1,c, v2,c, ..., vN,c}. Each channel vn,c of V c is generated by channel-wise element-

wise multiplication of each feature channel F n with the attention score for one specific

class ac,

vn,ci,j = F n
i,j � aci,j, vn,c ∈ RH×W (4.4)

where � represents the Hadamard product. The weighted feature vn,c is more related to

image regions corresponding to class c where n ranges from 1 to N .

However, naive attention module leads to obvious performance drop. This is because

that the discriminative feature response values are weakened by the attention weights

(range from 0 to 1). Therefore, similar to ideas in residual learning, we construct residual

attention learning with the category-wise attention maps. Thus we combine the CNN

features and the attended maps as

Hn,c
i,j = F n

i,j + V n,c
i,j = (1 + aci,j)� F n

i,j, (4.5)

where aci,j ranges in [0,1], and it works as feature selectors which enhance discriminative

features and suppress irrelevant features. 1 represents an all-ones matrix. Next, Hc is

fed into a non-linear activation layer (ReLU) and a global average pooling layer (GAP).

Specially,

H̃c = max(0, Hc) (4.6)

and

H̄n,c =
1

K

∑
i,j

H̃n,c
i,j , (4.7)

where K is the number of activation values in H̃n,c. H̄c = {H̄1,c, H̄2,c, ..., H̄N,c} is a

N -dim vector. For att2, due to the CNN features from the feature embedding module are

fed into two residual blocks, the F in Eq. 4.4 and Eq. 4.5 should be replaced by the new

features F̃ . We discuss these two attention mechanisms in Section 4.3.
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Our residual attention module aims to learn the discriminative features for the multi-

label chest X-ray image classification. The relationships between or within classes are

implicitly presented in the high-level features which are automatically learned in the

category-wise residual attention network.

4.2.4 Optimization

We define a binary classifier for each pathology in CRAL model. Note that the input

of each classifier is not the same features. For the cth class, the feature H̄c is fed into a

fully connected (FC) layer for classification,

Ĥc = fcls(H̄c; θc), (4.8)

where θc is the parameters of cth classifier. Then a sigmoid layer is added to normalize

the predicted confidence score p(c|Ĥc) of FC layer by

p̃(c|Ĥc) =
1

1 + exp(−p(c|Ĥc))
, (4.9)

where p̃(c|I) represents the probability score of I belonging to the cth class, c ∈ {1, 2, ..., C}.

The parameters in FC layers are denoted as θfcs = [θ1, θ2, ..., θC ]. We optimize the pa-

rameters W = [θcnn, θatt, θfcs] in CRAL by minimizing the binary cross-entropy (BCE)

loss:

L(W ) = − 1

C

C∑
c=1

lclog(p̃(c|Ĥc)) + (1− lc)log(1− p̃(c|Ĥc)), (4.10)

where lc is the ground truth of the cth pathology. The CRAL can be trained end-to-end.

4.3 Experiment

This section evaluates the performance of the proposed CRAL. We first introduce the

experimental dataset, evaluation metric, and the experimental settings. Section 4.3.3 dis-

cusses different attention mechanisms and demonstrates the performance of the proposed
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Figure 4.3 : Example images and the corresponding labels in the ChestX-ray14 dataset.

Each image is labeled with one or more pathologies.

CRAL framework. The ablation study is presented to show the efficiency of CRAL in Sec-

tion 4.3.4. At last, we visualize some feature heatmaps with CRAL and some classification

results in Section 4.3.5.

4.3.1 Dataset and Evaluation Metric

Dataset. We evaluate the CRAL framework on a large scale chest X-ray dataset,

ChestX-ray14, released by NIH (Wang et al., 2017b). It consists of 112,120 frontal-view

X-ray images with 14 disease pathologies (Each image is assigned one or more patholo-

gies. If there is no any pathology in an image, it is labeled as “No Finding”). Figure 4.3

shows some examples and the corresponding annotations in ChestX-ray14.

Evaluation Metric. In our experiment, we utilize the dataset split provided by (Wang

et al., 2017b). There is no any patients overlap in train and test subsets. Each image

is labeled with a one-shot vector L = [l1, l2, ..., lC ], C is 14 in ChestX-ray14. Every
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element lc represents the presence of the cth pathology or not, i.e., 1 for presence and 0

for absence. We use AUC score (the area under the ROC curve) of each pathology to

measure the performance of CRAL framework.

4.3.2 Experimental Settings

For training, we perform data augmentation by resizing the input image to 256× 256,

randomly resized cropping to 224×224, and random horizontal flipping. The mean value

of ImageNet is subtracted from the image. We optimize the network by SGD with a mini-

batch size of 64 and train 30 epochs. The learning rate starts from 0.01 and is divided by

10 after 20 epochs. We use a weight decay of 0.0001 and a momentum of 0.9. During

testing, the image is also resized to 256 × 256, and then center cropping is performed to

obtain an image of size 224 × 224. The ImageNet mean value is also subtracted. The

CRAL framework is implemented with Pytorch (Paszke et al., 2017).

4.3.3 Evaluation

We evaluate our method on the ChestX-ray14 dataset. ResNet-50 (He et al., 2016) and

DenseNet-121 (Huang et al., 2017) are used as the basic backbone in feature embedding

module. The corresponding AUC and ROC curves are presented. We first showcase the

performance of different attention module structures under the CRAL framework, and

then compare CRAL with the state-of-the-art methods.

Comparison with different attention structures. Firstly, we evaluate the attention

mechanism att1 and att2 to validate the effectiveness of the proposed CRAL framework.

The results are summarized in Table 4.1, Table 4.2 and Figure 4.4.

Both att1 and att2 improve the classification performance on the chestX-ray14 dataset.

With ResNet-50 as the backbone, att1 is little superior than att2 (the average AUC scores

over 14 pathologies are 0.814 and 0.810). With att1, AUC scores of “Fibrosis” are higher

than att2 by 0.013. For “Consolidation” and “Fibrous”, ResNet-50 with att1 achieves



45

0 0.2 0.4 0.6 0.8 1
FPR

0

0.2

0.4

0.6

0.8

1

TP
R

ResNet-50-att1

Atelectasis
Cardiomegaly
Effusion
Infiltration
Mass
Nodule
Pneumonia
Pneumothorax
Consolidation
Edema
Emphysema
Fibrosis
Pleural Thickening
Hernia
data1

0 0.2 0.4 0.6 0.8 1
FPR

0

0.2

0.4

0.6

0.8

1

TP
R

ResNet-50-att2

Atelectasis
Cardiomegaly
Effusion
Infiltration
Mass
Nodule
Pneumonia
Pneumothorax
Consolidation
Edema
Emphysema
Fibrosis
Pleural Thickening
Hernia
data1

0 0.2 0.4 0.6 0.8 1
FPR

0

0.2

0.4

0.6

0.8

1

TP
R

DenseNet-121-att1

Atelectasis
Cardiomegaly
Effusion
Infiltration
Mass
Nodule
Pneumonia
Pneumothorax
Consolidation
Edema
Emphysema
Fibrosis
Pleural Thickening
Hernia
data1

0 0.2 0.4 0.6 0.8 1
FPR

0

0.2

0.4

0.6

0.8

1

TP
R

DenseNet-121-att2

Atelectasis
Cardiomegaly
Effusion
Infiltration
Mass
Nodule
Pneumonia
Pneumothorax
Consolidation
Edema
Emphysema
Fibrosis
Pleural Thickening
Hernia

Figure 4.4 : ROC curves of four combinations of CNN backbones and attention mecha-

nisms (ResNet-50-att1, ResNet-50-att2, DenseNet-121-att1, and DenseNet-121-att2) over

the 14 pathologies. The corresponding AUC scores are given in Table. 4.1.
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the highest AUC scores (0.758 and 0.832). The AUC scores of “Mass”, “Pneumonia”

and “Pneumothorax” with att1 exceeds about 0.005 compared with att2. While with

DenseNet-121 as backbone, CRAL shows similar performance on 14 pathologies shown

in Table 4.1 and Figure 4.4. The AUC scores of 9 pathologies with att1 and another one

pathology with att2 achieve the state of the art.

Comparison with the state-of-the-art methods. Some previous methods, like (Yao

et al., 2017), (Kumar et al., 2018) or (Rajpurkar et al., 2017), train and test using different

dataset split strategies. For a fair comparison, we only compare the methods which utilize

this public available split list provided by (Wang et al., 2017b) with image-level super-

vision. We evaluate CRAL and compare it with state-of-the-art methods on the ChestX-

ray14 dataset. The results are summarized in Table. 4.1 and Figure. 4.4. Wang et al.(Wang

et al., 2017b) integrate the classification and localization tasks into a unified framework.

The localization is complemented based on the features by the image-level supervised

learning. Guendel et al.(Guendel et al., 2018) propose a location aware Dense Network

(DNetLoc), which incorporates both high-resolution image data and spatial information

for pathology classification. DenseNet is used as the backbone network in DNetLoc which

is same as ours. The main differences between (Guendel et al., 2018) and our method

are in two folds: 1) DNetLoc achieves the high-resolution by inserting two convolutional

layers with stride before the DenseNet, while ours focuses on improving the feature repre-

sentation by the proposed category-wise residual attention mechanism. And 2) DNetLoc

introduces the extra large-scale dataset with the disease position information to further im-

prove the recognition performance while ours does not utilize any other extra data. Yao et

al.(Yao et al., 2018) achieve the chest X-ray image classification and localization with a

multiple resolutions setting. Li et al.(Li et al., 2018) utilize additional lesion area annota-

tion as supervision. Tang et al.(Tang et al., 2018) progressively learn an attention-guided

curriculum to identify the pathologies and the attributes mining from radiology reports

are used. Shen et al.(Shen and Gao, 2018) combine the routing-by agreement mechanism
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and the deep convolutional neural network to achieve such goals.

Compared with these methods, this paper contributes a new state of the art: average

AUC is 0.816. CRAL largely exceeds the previous works a large gap, especially (Wang

et al., 2017b) and (Li et al., 2018) with 7.1% and 7.7%. With DenseNet-121, it surpasses

the previous state of the art (Guendel et al., 2018) nearly 1%. CRAL achieves the state

of the art on half of 14 pathologies. The scores of the other three pathologies “Nodule”,

“Pneumonia” and “Infiltration” are also competitive compared with the current highest

scores (0.773 vs. 0.777, 0.729 vs. 0.731 and 0.702 vs. 0.709). More importantly, the AUC

scores of some pathologies, e.g., Pneumothorax, Pleural Thickening, Edema, or Hernia,

are higher than (Guendel et al., 2018) about 2% (DenseNet-121 with att2). The ROC

curves of 14 pathologies with ResNet-50 and DenseNet-121 are presented in Figure 4.4.

In all, the classification performance reported in this paper compares favorably against

previous methods.
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Table 4.1 : Comparison results of various methods on ChestX-ray14. We compute the AUC score of each class and the average AUC scores

across the 14 diseases. For each column, the best results are highlighted in bold.

Method CNN Atel Card Effu Infi Mass Nodu Pne1 Pne2 Cons Edem Emph Fibr PT Hern Mean

(Wang et al., 2017b) R-50 0.700 0.810 0.759 0.661 0.693 0.669 0.658 0.799 0.703 0.805 0.833 0.786 0.684 0.872 0.745

(Guendel et al., 2018) D-121 0.767 0.883 0.828 0.709 0.821 0.758 0.731 0.846 0.745 0.835 0.895 0.818 0.761 0.896 0.807

(Yao et al., 2018) * 0.733 0.856 0.806 0.673 0.718 0.777 0.684 0.805 0.711 0.806 0.842 0.743 0.724 0.775 0.761

(Li et al., 2018) R-50 0.727 0.836 0.789 0.672 0.776 0.696 0.649 0.808 0.720 0.806 0.888 0.771 0.737 0.693 0.755

(Li et al., 2018) D-121 0.728 0.848 0.782 0.645 0.747 0.702 0.632 0.802 0.727 0.823 0.757 0.763 0.735 0.653 0.739

(Shen and Gao, 2018) – 0.766 0.801 0.797 0.751 0.760 0.741 0.778 0.800 0.787 0.820 0.773 0.765 0.759 0.748 0.775

(Tang et al., 2018) – 0.756 0.887 0.819 0.689 0.814 0.755 0.729 0.850 0.728 0.848 0.906 0.818 0.765 0.875 0.803

CRAL (att1) R-50 0.779 0.879 0.824 0.694 0.831 0.766 0.726 0.858 0.758 0.850 0.909 0.832 0.778 0.906 0.814

CRAL (att2) R-50 0.777 0.875 0.826 0.695 0.825 0.765 0.720 0.852 0.751 0.848 0.905 0.819 0.777 0.908 0.810

CRAL (att1) D-121 0.781 0.883 0.831 0.697 0.830 0.764 0.725 0.866 0.758 0.853 0.911 0.826 0.780 0.918 0.816

CRAL (att2) D-121 0.781 0.880 0.829 0.702 0.834 0.773 0.729 0.857 0.754 0.850 0.908 0.830 0.778 0.917 0.816

* The 14 pathologies are Atelectasis, Cardiomegaly, Effusion, Infiltration, Mass, Nodule, Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis, Pleural Thickening and Hernia,

respectively. * represents that the combination of ResNet and DenseNet is used in Yao et al. (Yao et al., 2018). – represents the network used in the corresponding reference is not illustrated.
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4.3.4 Ablation Study

To evaluate the effectiveness of the components of residual attention module, we con-

duct additional ablation experiments on the ChestX-ray14 dataset. CRAL is performed

with ResNet-50 and DenseNet-121 as the backbone, combining att1 and att2, respec-

tively. We remove each component in CRAL at a time, including the category-wise opera-

tion, residual operation, and the whole attention module. Without attention (w/o attention)

is considered as our baseline. Under the condition of without category setting, all the cate-

gories are weighted by the same attention scores. And “w/o residual” represents that only

the features weighted by the category-wise attention scores are used to learn classifier.

The average AUC scores are presented in Table 4.2. The performance of CRAL over 14

pathologies is reported in Table 4.1.

CRAL constantly improves the baseline nearly 1% (0.8136 vs. 0.8034, 0.8157 vs. 0.8056)

with either ResNet-50 or DenseNet-121 as backbone. First, removing the whole residual

attention, the remaining models with ResNet-50 and DenseNet-121 have AUC scores of

0.8034 and 0.8056, respectively. It is inferior to the full model. The performance drop

is approximately 1%. It illustrates that the residual attention module is important for en-

hancing the relevant features but reducing the obstructions of irrelevant features. Second,

after removing the “residual” configuration in CRAL, the performance drops significantly

from 0.067 to 0.01, but it still superior to its corresponding baseline. Besides, the removal

of “category” makes the performance drop slightly compared with the “residual” setting.

We summarize that the proposed CRAL improves the performance of multi-label chest

X-ray image classification.

4.3.5 Qualitative results

We visualize some feature heatmaps and classification results shown in Figure 4.5 and

Figure 4.6, respectively. The heatmap is generated by two steps: we first take the abso-

lute value of the feature values at each position from a specific layer (the conv 5 layer of
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Table 4.2 : Comparison of ablation study with different ex-

perimental setting. The average AUC scores are reported.

CRAL is considered as the “full” model. We remove the

category-wise, residual operation and the whole attention

component at a time. They are denoted as w/o category,

w/o residual and w/o attention, respectively. Two different

attention mechanisms in CRAL are performed in the experi-

ment.

Backbone: R-50 Backbone: D-121

Method Att1 Att2 Att1 Att2

CRAL 0.8136 0.8102 0.8157 0.8157

w/o category 0.8114 0.8093 0.8135 0.8136

w/o residual 0.8069 0.8052 0.8069 0.8073

w/o attention 0.8034 0.8034 0.8056 0.8056

ResNet-50), and then count the maximum values along feature channels. In Figure 4.5,

we observe that the discriminative regions of the images are activated. It demonstrates

that the CRAL could learn to focus on the lesion areas which leads to accurately recog-

nize the pathologies. In Figure 4.6, the top-8 probability scores are presented for each

sample. The ground truth labels are highlighted in red or blue. We see that large gaps

generated by the scores of true pathologies and other pathologies, e.g., the predicted score

of “Cardiomegaly” (row 1, column 3) is 0.8873 which is about 40 times of “Nodule”

(0.0265). Only for several special cases (highlighted in blue), CRAL does not accurately

recognize the pathologies.



51

Figure 4.5 : Examples of heatmaps generated from the learned features (from ResNet-50).

The ground truth bounding boxes provided by (Wang et al., 2017b) are annotated on the

original images. Note that the heatmaps are zoomed to the same size as the input images,

and the heatmaps may be a few difference due to the usage of random cropping in testing.
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Figure 4.6 : Examples of classification results. We present the top-8 predicted categories

and the corresponding probability scores. The ground truth labels are highlighted in red

or blue.
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4.4 Conclusion

This chapter proposes a category-wise residual attention learning framework for the

multi-label chest X-ray image classification. The proposed framework learns the discrim-

inative features for multi-label classification end-to-end. Depart from the previous works,

we perform the category-wise attention to induce the obstruction from irrelevant classes

and enhance the weights within the relevant classes. Extensive experiments illustrate that

the category-wise residual attention mechanism is efficient to classify the chest X-ray

images. Experiments on the ChestX-ray14 dataset demonstrate the effectiveness of the

proposed method.
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Chapter 5

Discriminative Feature Learning

This chapter focuses on learning discrimative features for multiple disease classification

in chest X-ray images. Different from the generic image classification task, a robust and

stable CXR image analysis system should consider the unique characteristics of CXR

images. Particularly, it should be able to: 1) automatically focus on the disease-critical

regions, which usually are of small sizes; 2) adaptively capture the intrinsic relationships

among different disease features and utilize them to boost the multi-label disease recogni-

tion rates jointly. We introduce a two-branch architecture, named ConsultNet, to achieve

those two purposes simultaneously. ConsultNet consists of two components. First, an in-

formation bottleneck constrained feature selector extracts critical disease-specific features

according to the feature importance. Second, a spatial-and-channel encoding based fea-

ture integrator enhances the latent semantic dependencies in the feature space. ConsultNet

fuses these discriminative features to improve the performance of thorax disease classi-

fication in CXRs. Experiments conducted on the ChestX-ray14 and CheXpert dataset

demonstrate the effectiveness of the proposed method.

5.1 Introduction

Developing a stable and robust computer-aided disease analysis system is critical to

assist disease diagnosis and treatment. For the thorax disease classification problem, such

a system is necessary to focus on the potential lesion areas and suppress the noise in-

troduced by the irrelevant regions. Additionally, exploring the intrinsic correlations of

multiple diseases is also beneficial to improve the performance of the computer-aided

system.
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Effusion Infiltrate Cardiomegaly Mass Atelectasis Pneumothorax Pneumonia

Figure 5.1 : Examples of lesion areas on the ChestX-ray14 dataset. The first row presents

some chest X-ray images with lesion areas, which are small compared to the global ones.

The second row shows multiple pathologies existing in an image, which means the cor-

responding patient suffers from various diseases in a period. The disease existing in each

bounding box corresponds to the pathology name with same color in the middle row.

Chest X-ray image classification suffers from a large amount of disease-irrelevant re-

gions. As shown in Fig. 5.1, in most cases, most regions in given images contain healthy

tissues. Therefore, they provide little useful knowledge for diagnosis and lead to unneces-

sary computation cost. Because of the very relative small lesion areas of some pathologies

in Fig. 5.1 (such as “Effusion” or “Mass”) or some special cases showing in Fig. 5.5 (the

second row), it is necessary to exclude the interference of disease-uncorrelated regions.

Most of the existing works try to solve this problem from the aspect of introducing ad-

ditional local-aware or medical report information (Tang et al., 2018; Li et al., 2018;

Guendel et al., 2018; Guan et al., 2020). Guan et al.(Guan et al., 2020) and Guendel et

al.(Guendel et al., 2018) propose to localize the region of interests and combine it with

the global image to classify the chest X-ray image. Li et al.(Li et al., 2018) jointly im-
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plement the disease identification and localization under the supervision of image-level

labels and limited lesion area location information. Combining the image-level labels

and severity-level attributes mined from radiology reports, Tang et al.(Tang et al., 2018)

propose to identify the pathology and localize the lesion areas at the same time. The ad-

ditional information could help to focus on the region of interests, but it also introduces

more extra computational or data annotation cost. It is better to introduce a scheme to

make the computer-aided system automatically focus on the regions of interest but not

add any other burden.

Besides, it is not rare to find that one patient is suffering from more than one disease

at the same time in real scenarios. Fig. 5.1 (the second row) shows several examples of

multiple diseases presented in one image. The lesion areas may occur in either nearby

or separate regions. Because of the essentially existing correlations among the diseases,

it is necessary to capture the correlations of multiple diseases to classify the CXR im-

age. Kumar et al.(Kumar et al., 2018) and Yao et al.(Yao et al., 2017) propose to boost

the ConvNets from the aspect of multi-label dependencies on the network output space,

which is limited with the static label setting. Most of the previous works focus on the

relations between different pathologies in the label space. In this paper, we explore the

latent semantic dependencies of multiple diseases in the feature space. Thus, more dis-

criminative features are expected to be learned for multi-label CXR image classification

task.

Last but not least, due to the high appearance similarity of chest X-ray images, the

diagnosis is difficult because the tremendous inter-class similarity may affect the discrim-

inative feature learning and reduce the classification performance. This combination of

above problems makes the task of chest X-ray image classification challenging even for

the powerful deep learning algorithms.

In this paper, we develop a novel framework, named ConsultNet, to solve the afore-
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mentioned issues. The framework is presented in Fig. 5.2. ConsultNet consists of two

modules. First, we introduce a spatial-wise and channel-wise based attention mechanism

into the Variational Information Bottleneck (VIB) to enforce the network to select criti-

cal, disease-specific features for chest X-ray image classification. We name this principle

as Variational Selective Information Bottleneck (VSIB). VSIB derives from the obser-

vation that a uniform information constraint may not promote the network to focus on as

many disease-specific features as possible. We achieve the above purpose according to the

feature importance under an information bottleneck constraint of latent feature represen-

tation. It constrains that as much as disease-specific information passing the bottleneck

is reserved. Thus, the features of disease-irrelevant regions are excluded. VSIB does

not need extra bounding box annotations. It would not introduce massive computational

costs, either. We name this module as Feature Selector. Second, a Spatial-and-Channel

Encoding (SCE) module is proposed to model the latent semantic dependencies of mul-

tiple diseases in the feature space. The SCE module serves as a Feature Integrator to

strengthen long-range relationships of features in both spatial and channel dimensions.

By this development, ConsultNet can not only distill the most critical information selec-

tively from CXR images but also model the feature semantic correlations explicitly under

a unified framework.

ConsultNet learns discriminative features for CXR image classification from different

views. The VSIB module filters the critical features for classification, and the SCE module

encodes the feature semantic dependencies in the feature space. As shown in Fig. 5.6,

we experimentally observe that these two modules function as two collaborative feature

learner to make an accurate diagnosis. Fusing the multi-view features could provide more

information and benefit to disease recognition. Moreover, we address the more substantial

inter-class appearance similarity of chest X-ray images by regularizing the ConsultNet

with a pairwise confusion strategy (Dubey et al., 2018), which can enforce the ConsultNet

to forget the patient-specific features but remember the disease-specific features.
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We summarize the contributions of this work as follows:

• We propose a two-branch ConsultNet that collaboratively learn discriminative fea-

tures for CXR image classification.

• A novel variational selective information bottleneck (VSIB) principle is proposed

to induce the ConsultNet to pay more attention to the disease-correlated regions and

preserve more discriminative features.

• We propose to strengthen the semantic dependencies of multi-disease features in

the feature space with a Spatial-and-Channel Encoding module.

• To address the inter-class sample similarity problem in chest X-ray images, we

propose to train ConsultNet with a pairwise confusion strategy.

5.2 Methodology

5.2.1 Problem Settings and Motivation

We focus on the problem of discriminative feature learning in chest X-ray image clas-

sification. Given a dataset (X,Y ) = {xi,yi}, i ∈ {1, 2, ...,N}, where xi is a chest

X-ray image, yi is a vector denoted as [y1i , y
2
i , ..., y

C
i ], in which each element yci represents

the presence of the cth pathology or not, i.e., 1 for presence and 0 for absence. C is the

number of pathologies. N is the number of samples/images.

First, our target is to learn a modelM (with parameterW ) that can encode a compact,

disease-specific feature representation zi from the given sample xi. zi is informative over

the class yi. For the convenience of further discussions, we divide M into a feature

encoder E and a decoder D and thus zi = E (xi). The output of D is a categorical

distribution D(zi) = p(ŷi|zi). Then we could minimize

L(W ) = E(x,y)∼p(X,Y )[`(x,y)], (5.1)
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Figure 5.2 : Overview of the proposed ConsultNet. The ConsultNet consists of an En-

coder, a Feature Selector, a Feature Integrator, and a Decoder. Given an image, we first

feed it into the Encoder and obtain a mid-level feature representation. Then we learn the

disease-specific and disease-correlated features by a VSIB based Feature Selector and an

SCE based Feature Integrator, respectively. At last, both of them are concentrated to-

gether to classify the input image. Note that the “Conv”, “VIB”, “VSIB”,“SCE”, “GMP”

and “FC” represent the convolutional layer, variational information bottleneck, spatial-

channel encoding, global max pooling layer and fully connected layer respectively.
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where E[·] represents statistical expectation and `(·) is binary cross entropy:

`(W ) = − 1

C
∑C

c=1
yci log(p(ŷci |x)) + (1− yci )log(1− p(ŷci |x)). (5.2)

Chest X-ray image classification suffers from a large number of noisy regions outside

the lesion area and the lack of an explicit mechanism to capture the relationships among

multiple diseases. Accordingly, we propose the ConsultNet to achieve these purposes at

the same time. The architecture of ConsultNet is shown in Fig. 5.2. Given an image,

we extract its mid-level features with a DenseNet (Huang et al., 2017). Next, on the

one hand, we extract the disease-specific features with a variational selective information

bottleneck as a constraint. On the other hand, we characterize the dependencies among

multiple diseases to yield disease-correlated features. We denote these two modules as

Feature Selector and Feature Integrator, respectively. At last, both of the above features

are concatenated together to classify the CXR image.

We will introduce the variational selective information bottleneck based Feature Se-

lector in Sec. 5.2.2 and the spatial-and-channel Feature Integrator in Sec. 5.2.3, respec-

tively. The details of optimizing strategy are presented in Sec. 5.2.4.

5.2.2 Variational Selective Information Bottleneck

From the view of supervised learning, the goal of a variational information bottleneck

(VIB) is to learn a representation Z, which is predictive of the label Y while encoding

only a small amount of information from the input X (Alemi et al., 2017; Tishby and

Zaslavsky, 2015). The latter is equal to bound the mutual information between X and

Z to a specific threshold: I(X,Z) ≤ Ic, where Ic is the information constraint. This

suggests the following objective:

maxW I(Z,Y ;W ) s.t. I(X,Z;W ) ≤ Ic. (5.3)

We first review the vanilla variational information bottleneck (VIB) principle in deep

learning. Built on the recently developed information theoretic objectives for deep neural
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networks (Alemi et al., 2017; Tishby and Zaslavsky, 2015), such information constraint is

performed on the encoder E as a Feature Selector and results in the following objective:

Lcls(W ) = E(x,y)∼p(X,Y )[`(x,y)]

s.t. Ex∈p(x)(KL[E(z|x)||r(z)]) ≤ Ic,

(5.4)

which r(z) is a approximated prior margin distribution of z, which is modeled with a stan-

dard Gaussian. Suppose we utilize the encoderE of the formE(z|x) = N (z|fµe (x), fΣ
e (x)),

where fe is a DenseNet (Huang et al., 2017) backbone which outputs both the mean µ of

z as well as the covariance matrix Σ. The reparameterization trick (Kingma and Welling,

2013) can be written with a z = µ+ Σε, where ε is auxiliary noise variable ε ∼ N (0, 1).

Kullback-Leibler (KL) divergence measures an analytic of E(z|x) and r(z). The large

value of Kullback-Leibler (KL) divergence measures an analytic of E (z|x) and r(z).

Therefore, enforcing the KL divergence lower than a threshold Ic could lead to learn a

compact, disease-specific feature representation. Eq. 5.4 equals to minimize the objective

function

Lcls(W ) = E(x,y)∼p(X,Y )[`(x,y)]

+β(Ex∈p(x)(KL[E(z|x)||r(z)])− Ic),
(5.5)

where β is a Lagrange multiplier, β ≥ 0.

Apart from the vanilla VIB, we propose a variational selective information bottleneck

(VSIB) which derives from the observation that a uniform information constraint may not

promote the network to focus on as many disease-specific features as possible. As shown

in Fig. 5.4 (the first two rows), some separate disease-unrelated regions are localized by

VIB. The feature space will be disturbed by such bad cases. Moreover, as an example of

“Pneumonia” in the third row of Fig. 5.4, VIB misses most of the lesion areas. However,

we expect that the network could focus on the disease-specific regions and learn as many

discriminative features as possible to classify the chest X-ray image.

To achieve the above purposes, we propose to introduce a selective mechanism to

the VIB constraint. As shown in Fig. 5.2, the selective module (S module) is utilized to
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Figure 5.3 : The architectures of S module. (a) and (b) represent the Ss and Sc submod-

ules, respectively.

predict an importance matrix M to specify the importance of each element of the input

feature. Specifically, we adopt two submodules (Ss and Sc) to character M . The architec-

tures of these two submodules are presented in Fig. 5.3. Ss (with parameters Wss) consists

of two 3× 3 convolutional layers, one 1× 1 convolutional layer and a Sigmoid layer, act-

ing on the spatial dense map and aiming to detect the spatial importance of features. Sc

(with parameters Wsc) is utilized to capture the importance of feature between channels,

which comprises two fully connected layers and a Sigmoid layer. Before S module, we

add a 1 × 1 convolutional layer (with parameters Wt ∈ RH×W×C , where H and W rep-

resent the spatial dimensions and C represents the channel dimension.) to transform the

previous features as the input of VSIB. M is defined as

M = ZWt ⊗ (Wss �Wsc) (5.6)

where ⊗ denotes the element-wise product. � represents the matrix expansion and element-

wise multiplication. It first expands the dimension of the spacial importance Wss ∈

RH×W and the channel-wise importance Wsc ∈ RC to RH×W×C . And then merges Wss

and Wsc into the elements-wise importance of the feature tensor by element-wise mul-

tiplication. To achieve a selective information constraint according to the feature impor-
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tance, we perform the VSIB by weighting the VIB constraint adaptively with (1−M ):

Lcls(W ) = E(x,y)∼p(X,Y )[`(x,y)]+

βEx∈p(X)(1−M )⊗KL[E (z|x)||r(z)].

(5.7)

Finally, the features generated from Feature Selector, denoted as Z̃vsib, can be modeled

as

Z̃vsib = M ⊗ZWt +ZWt. (5.8)

In Fig. 5.4(c), we present the feature heatmaps generated by VSIB. With VSIB as the

feature constraint, the activated regions in the heatmaps are closer to the true lesion areas

compared with VIB.

Generally, the parameters of this module are denoted asWvsib = [Wt,Wss,Wsc].

5.2.3 Spatial-and-Channel Encoding

Recent approaches about multi-label chest X-ray image classification task focus on

exploiting the disease dependencies in the label space (Kumar et al., 2018; Yao et al.,

2018). However, the latent semantic dependencies are still not explored. In this work,

inspired by (Yue et al., 2018), we introduce a Feature Integrator to encode the latent se-

mantic dependencies of multiple diseases in the feature space. It computes the long-range

response at a position as a weighted sum of the features between any positions of any

channels. We name this module as Spatial-and-Channel Encoding (SCE). The SCE mod-

ule is utilized to capture the intrinsic relationships among the features of multiple diseases

and improve the disease recognition performance. SCE encodes the latent semantic de-

pendencies of multiple diseases in the feature space. The semantic correlations between

the different disease features are enhanced, and disease-uncorrelated features are expected

to be inhibited in this operation at the same time.

Given a feature tensor Z ∈ RN×C generated from the encoder network E (with pa-

rameter WE), C is the number of channels and N is the sum of spatial positions over a
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（a） （b） （c）

Figure 5.4 : Visualized heatmaps generated by VIB and VSIB. (a) is the input image

with the lesion area bounding box annotated by (Wang et al., 2017b). (b) and (c) are

the heatmaps generated by the VIB and VSIB constraint, respectively. The large/small

response trends to be red/blue in the heatmaps. The larger responses that locate at the

position of the corresponding bounding box would be expected.
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single channel. We perform the spatial-and-channel encoding as follows: the input feature

Z is first fed into three 1 × 1 convolutional layers whose weights are Wθ,Wφ, and Wg,

respectively. To capture the long-range dependencies in spatial and channel dimensions,

we then compute the response Ẑ ∈ RN×C as

vec(Ẑ) = f(vec(ZWθ), vec(ZWφ))vec(ZWg), (5.9)

where vec(·) is a reshape operation that merges the feature dimension from RN×C to

RQ (Q = N ∗ C). f(·, ·) is a general pairwise function that can differentiate between

pairs of same location but at different channels. If two features at different positions

are semantic correlated in the feature space, the corresponding f(·, ·) between them is

learnt and expected to be larger than those not correlated. To simplify the computational

complexity, let θ = vec(ZWθ),φ = vec(ZWφ) and g = vec(ZWg), f is a RBF kernel

function that computes a Q×Q matrix composed by the elements,

[f(θ,φ)]i,j ≈
∑P

p=0
α2
p(θiφj)

p, (5.10)

which can be approximated by Taylor series up to certain order P . P is set to 3 in our ex-

periment. By introducing two matrices Θ = [α0θ
0, . . . , αPθ

P ] and Φ = [α0φ
0, . . . , αPφ

P ],

we can approximate Eq. 5.9 via a trilinear equation,

vec(Ẑ) ≈ ΘΦ>g. (5.11)

The channel grouping idea is then applied to divide the transformed features along the

channel dimension into G groups. Each group is approximated according to Eq. 5.11.

Then, we wrap the Eq. 5.11 in an identity mapping of the input:

Z̃sce = concat(BN(ẐWz)) +Z, (5.12)

whereWz is the weights of a 1×1 convolutional layer followed by a Batch Normalization

layer with parameters Wb. We denote the parameters in Feature Integrator module as

Wsce = [Wθ,Wφ,Wg,Wz,Wb].
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Finally, we concatenate the features [Ẑsce, Z̃vsib] as the input of decoder D (with pa-

rametersWD). To summarize, in ConsultNet,W is the set of learnable parameters, where

W = [WE,Wsce,Wvsib,WD].

Note that we assume that multiple diseases exist in the chest X-ray images in previous

discussions. While for the situations of only one kind of disease or normal images, the

SCE module is also proper because it computes the latent semantic dependencies in the

feature space. If there is only one disease, the encoded semantic correlations between the

lesion area and other healthy regions would be hindered to make the learned features dis-

tinctive for classification. Besides, for a normal image, the semantic correlations among

the disease features are relative weaker than those of with multiple diseases.

5.2.4 Optimization with Pairwise Confusion

Chest X-ray image classification task suffers from the large inter-class similarity and

a very small number of samples for some certain pathologies. The CXR images do not

accurately represent the complete variation because they are visually similar to each other,

especially for some patients with two or more pathologies. This similarity can result in

overfitting when training CNNs with a large number of parameters, not mention to the

categories with a small number of samples. In the ChestX-ray14 dataset, there are only

227 “Hernia” positive samples while the number of all samples is over 100,000. Some loss

functions, e.g., triple loss using in the field of object tracking (Dong and Shen, 2018; Dong

et al., 2019), could enforce the network learning powerful features by positive-negative

sampling. In this work, one sample with category “c 1” is selected as a positive sample

for a specific anchor, while it could be a negative for category “c 2” for the same anchor.

If using triplet loss, we must treat each category separately, and each category should

be assigned an independent classifier. This is not always consistent with the intrinsic

relationships among the multiple diseases. Obviously, this ambiguity would also make

the network confusing and thus not easy to converge.
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To address the above issue, we propose to regularize the ConsultNet with a pairwise

confusion (PC) strategy (Dubey et al., 2018). The pairwise confusion is introduced in

output logits during ConsultNet training. It forces the network to learn slightly less dis-

criminative features, thereby preventing it from overfitting to the sample-specific features.

Specifically, we aim to confuse the network, by minimizing the distance between the pre-

dicted probability distributions for random pairs of samples from the training set. For a

pair of samples xu,xv, the pairwise confusion loss is measured by the Euclidean distance

as:

Lcnf (p(ŷu|xu), p(ŷv|xv);W )

=
C∑
c=1

(p(ŷc|xu)− p(ŷc|xv))2

=‖ p(ŷu|xu)− p(ŷv|xv) ‖22 .

(5.13)

For each image, there are N -1 choices for the other image to compute PC loss, giving

us a total of N(N -1)/2 possible pairs. N is the number of samples. But in practice, the

convergence is achieved after only a fraction of all the possible pairs are observed. Thus,

we only evaluate a pairwise confusion loss term on the corresponding pairs of samples

across an incoming batch. Pairwise confusion is simple to implement and has no added

overhead in training or testing time.

We summarize the whole framework and optimize it by measuring the classification

loss and the corresponding pairwise confusion loss of pairs of samples. For each con-

structed pair, a pair of confusion loss is calculated, together with classification loss for

each sample in the constructed pair. We rewrite the total loss for the pair of xu,xv

L(W ) = Lcls(xu,yu) + Lcls(xv,yv)+

γδ(yu,yv)Lcnf (xu,xv,yu,yv)

(5.14)

where δ(yu,yv) = 1 when yu 6= yv, and 0 otherwise. γ is a hyper-parameter.
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Figure 5.5 : Examples in the ChestX-ray14 dataset. The second row shows some cases

captured with abnormal conditions, which introduce noises at the edges of images.

5.3 Experiment

This section evaluates the performance of the proposed ConsultNet. We first intro-

duce the experiment datasets and implementation details in Sec. 5.3.1 and Sec. 5.3.2,

respectively. Sec. 5.3.3 compares the performance of ConsultNet with the state-of-the-

art methods. Then we analyze the effectiveness of each component of ConsultNet in

Sec. 5.3.4.

5.3.1 Datasets

We evaluate our method on the ChestX-ray14 (Wang et al., 2017b) and CheXpert

(Irvin et al., 2019) datasets. The AUC (area under the receiver operating characteris-

tic curve) score of each pathology and the average AUC score over all pathologies are

reported, respectively.

ChestX-ray14 (Wang et al., 2017b) consists of 112,120 frontal-view X-ray images

of 30,805 unique patients. 51,708 images of them are labeled with up to 14 pathologies,

while the others are labeled as “No Finding”. Fig. 5.5 presents some examples in ChestX-
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ray14. In our experiment, we utilize the dataset split provided by (Wang et al., 2017b). It

is randomly shuffled the entire dataset into three subgroups on the patient level (86,524

images (80%) for training and validation, 25596 images (20%) for testing). All images

from the same patient will only appear in one of the three sets. We report the 14 thoracic

disease recognition performance on the published testing set.

CheXpert (Irvin et al., 2019) is a large scale dataset for chest X-rays released by

Stanford University. It contains 224,316 chest radiographs of 65,240 patients. 14 obser-

vations are labeled in radiology reports, capturing uncertainties inherent in radiography

interpretation. We evaluate the ConsultNet and compare the performance on the valida-

tion set splited by (Irvin et al., 2019). Same with (Irvin et al., 2019), We also evaluate the

ConsultNet on the 5 competitive pathologies (“Atelectasis”, “Cardiomegaly”, “Consoli-

dation”, “Edema” and “Pleural Effusion”).

5.3.2 Implementation Details

We use PyTorch for implementation. DenseNet-121 (Huang et al., 2017) pretrained

on the ImageNet (Deng et al., 2009) is used as the backbone of ConsultNet. For training,

we perform data augmentation by resizing the original images to 256 × 256, randomly

cropping to 224 × 224, and randomly horizontal flipping. The ImageNet mean value is

subtracted from the image. We optimize the network by SGD with a mini-batch size of

64 and train 50 epochs. The learning rate starts from 0.01 and is divided by 10 after 20

epochs. We use a weight decay of 0.0001 and a momentum of 0.9. We empirically set the

hyper-parameter β = 1e-6, Ic = 200 as referred in (Alemi et al., 2017; Peng et al., 2019).

γ is set to 0.001. During testing, the image is also resized to 256× 256, and then cropped

to 224× 224.
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Table 5.1 : Comparison results of various methods on ChestX-ray14.

Method CNN ImgSize Atel Card Effu Infi Mass Nodu Pne1 Pne2 Cons Edem Emph Fibr PT Hern Mean

(Wang et al., 2017b) R-50 – 0.700 0.810 0.759 0.661 0.693 0.669 0.658 0.799 0.703 0.805 0.833 0.786 0.684 0.872 0.745

(Yao et al., 2018) ∗ 512 0.733 0.856 0.806 0.673 0.718 0.777 0.684 0.805 0.711 0.806 0.842 0.743 0.724 0.775 0.761

(Shen and Gao, 2018) – 256 0.766 0.801 0.797 0.751 0.760 0.741 0.778 0.800 0.787 0.820 0.773 0.765 0.759 0.748 0.775

(Tang et al., 2018) – 512 0.756 0.887 0.819 0.689 0.814 0.755 0.729 0.850 0.728 0.848 0.906 0.818 0.765 0.875 0.803

(Li et al., 2018) D-121 299 0.728 0.848 0.782 0.645 0.747 0.702 0.632 0.802 0.727 0.823 0.757 0.763 0.735 0.653 0.739

(Guan and Huang, 2020) D-121 256 0.781 0.883 0.831 0.697 0.830 0.764 0.725 0.866 0.758 0.853 0.911 0.826 0.780 0.918 0.816

baseline D-121 256 0.778 0.870 0.827 0.698 0.824 0.765 0.729 0.857 0.755 0.849 0.911 0.813 0.773 0.827 0.806

ConsultNet D-121 256 0.785 0.899 0.835 0.699 0.838 0.775 0.738 0.871 0.763 0.850 0.924 0.831 0.776 0.922 0.822

* The 14 pathologies are Atelectasis, Cardiomegaly, Effusion, Infiltration, Mass, Nodule, Pneumonia, Pneumothorax, Consolidation, Edema, Emphysema, Fibrosis, Pleural Thickening and Hernia,

respectively. For each column, the best results are highlighted in bold. * represents that the combination of ResNet and DenseNet is used in Yao et al. (Yao et al., 2018). – represents the network used

in the corresponding reference is not illustrated. we compare the best performance in (Wang et al., 2017b; Shen and Gao, 2018; Tang et al., 2018; Guan and Huang, 2020).
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Table 5.2 : Comparison results of various methods on the CheXpert dataset.

Method Models Policy ImgSize Atelectasis Cardiomegaly Consolidation Edema Pleural Effusion Mean

(Irvin et al., 2019) ensemble Zeros 320 0.811 0.840 0.932 0.929 0.931 0.889

(Pham et al., 2019) single Zeros 256 0.806 0.833 0.929 0.933 0.921 0.884

Baseline single Zeros 256 0.799 0.832 0.927 0.897 0.923 0.875

ConsultNet single Zeros 256 0.804 0.874 0.940 0.894 0.923 0.889

(Irvin et al., 2019) ensemble Ones 320 0.858 0.832 0.899 0.941 0.934 0.893

(Pham et al., 2019) single Ones 256 0.825 0.855 0.937 0.930 0.923 0.894

Baseline single Ones 256 0.772 0.845 0.940 0.908 0.925 0.878

ConsultNet single Ones 256 0.847 0.868 0.923 0.924 0.926 0.898

* DenseNet-121 is utilized as our baseline on the CheXpert dataset. “Zeros” and “Ones” are the different setting for the uncertainy label. The best performance for each pathology is in bold.
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5.3.3 Comparative Studies

The DenseNet-121 (Huang et al., 2017) is adopted as our baseline on both ChestX-

ray14 and CheXpert dataset. The architecture configuration is the same as (Huang et al.,

2017) except for replacing the last global average pooling with global max pooling, the

original classifier with a 14- and 5-dimensional fully connected layer for ChestXray14

and CheXpert, respectively. The AUC scores are reported in Tab. 5.1 and Tab. 5.2.

Results on ChestX-ray14. We first report the performance of the baseline. On the

ChestXray14 dataset, the AUC score of each pathology is summarized in Tab. 5.1. The

average AUC score of our baseline arrives at 0.806 across the 14 thorax diseases. It is

competitive or even better than the previous works except for (Guan and Huang, 2020) in

Tab. 5.1. For some of the 14 pathologies, e.g., “Nodule” (0.765 vs. 0.764) and “Pneumo-

nia” (0.729 vs. 0.725), the performance of our baseline is very close to (Guan and Huang,

2020). The AUC of “Infiltration” is little higher (0.698 vs. 0.693) than (Guan and Huang,

2020). Moreover, we observe that “Infiltration” has lower recognition accuracy among 14

pathologies. It is because the diagnosis of “Infiltration” mainly relies on the subtle texture

change among the lung area, which is challenging to recognize. For some categories with

a small number of samples, e.g., “Pleural Thickening” or “Edema”, there is still a large

gap between our baseline network and (Guan and Huang, 2020).

In Tab. 5.1, the AUC scores of 14 pathologies are presented, indicating the effective-

ness of the proposed method. The average AUC score has 0.822, which is higher than

the baseline 0.16. By introducing SCE, the diseases highly correlating with other ones

have a significant performance improvement, for example, 2% for “Atelectasis” and 1.4%

for “Consolidation”. Without surprise, the diseases without strong correlations among

other ones do not receive such significant benefits after introducing SCE (only 0.2% for

“Edema”). Except “Infiltration”, our method obviously improves the baseline over other

pathologies. The AUC scores of pathology like “Atelectasis”, “Cardiomegaly”, ”Fibro-
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sis”, “Mass”, or “Hernia” consistently exceed the baseline about 2%. Particularly, the

AUC of “Emphyseme” improves about 3% from 0.893 to 0.924. The improvement on the

other pathologies, such as “Edema”, and “Pleural Thickening”, is not so significant. We

compare our results with the state-of-the-art methods (Wang et al., 2017b; Li et al., 2018;

Tang et al., 2018; Shen and Gao, 2018; Guan and Huang, 2020). The best performance

of each pathology is shown in bold. Compared with other methods, ConsultNet shows its

priority in most of the 14 pathologies. For “Fibrosis”, “Nodule”, “Cardiomegaly”, and

“Emphysema”, our method yields better performance (over 1%) compared with (Guan

and Huang, 2020). We are slightly lower than (Guan and Huang, 2020) on “Edema” and

“Pleural Thickening”. The same situation happens for “Consolidation” compared with

(Shen and Gao, 2018). It is worth to explore that (Shen and Gao, 2018) produces a very

surprising performance for “Infiltration” and “Pneumonia”. We conjecture that the reason

might be the utilization of a shallow network in (Shen and Gao, 2018). The shallow neu-

ral network is more suitable for capturing the low-level information, which is sufficient to

recognize “Infiltration” and “Pneumonia” from images.

Results on CheXpert. We report the performance of the ConsultNet on the CheXpert

dataset in this section. On the CheXpert dataset, due to the setting of uncertain training

labels, we need to explore different approaches to use the uncertainty labels during the

model training. To evaluate the effectiveness of ConsultNet, we utilize two common

uncertain label policies in multi-label classification (Kolesov et al., 2014): 1) replacing

all the uncertain labels by the “zeros”; 2) replacing all the uncertain labels by “ones”.

The AUC scores are presented in Tab. 5.2. Same as the experiment on ChestX-ray14,

DenseNet-121 is used as the baseline. We present the performance obtained by a single

model rather than the performance of Irvin et al.(Irvin et al., 2019), which is from the

ensemble of 30 models.

In our baseline, the average AUC scores over five pathologies achieve 0.875 and 0.878

for “zeros” and “ones” policy, respectively. With ConsultNet, both of them are improved
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over 1%. Particularly, when the uncertain labels are set to “ones”, the average AUC score

surpasses the corresponding baseline about 2%. Here, we notice that ConsultNet shows its

superiority for some pathologies in different uncertain label policy. The performance of

“Cardiomegaly” and “Consolidation” are significantly improved (0.832 vs 0.874, 0.927

vs 0.940) when the uncertain labels are set to “zeros”. While setting to “ones”, Con-

sultNet surpasses the baseline a large margin on the AUC scores of “Atelectasis” and

“Cardiomegaly” (0.772 vs 0.847, 0.845 vs 0.868). We also notice that the performance

of “Consolidation” reduces and does not present the same trend like with “zeros” policy.

We analyze the main reason is that it is unreasonable to set the specific uncertainty of

“Consolidation” to “ones”. Apart from this, the performance of “Edema” and “Pleural

Effusion” is not improved too much by ConsultNet. But as refer to the label policies, we

conclude that “ones” is much more proper than “zeros” because of the performance. Note

that more proper uncertainty strategy or learning technology could be explored to achieve

better performance. But we do not consider that because it is out of the range of this work.

We compare the proposed ConsultNet with the state-of-the-art methods. The best per-

formance of each uncertain label setting for each pathology is shown in bold in Tab. 5.2.

We test the ConsultNet with only a single model, but not with the ensemble of tens of

models. The average AUC scores of ConsultNet achieve to 0.889 and 0.898 for “Ze-

ros” and “Ones” policy, respectively. Compared with other methods, the performance is

comparative or even better on both “Zeros” and “Ones” policy. For “Cardiomegaly” and

“Consolidation”, the AUC scores of ConsultNet exceed the other methods a large margin.

For example, the performance of “Cardiomegaly” is improved about 3% and 2% for “Ze-

ros” and “Ones”, respectively. For the other three pathologies, ConsultNet also performs

not far-off compared with the methods tested with single model. It is merely inferior to

(Irvin et al., 2019), whose performance is obtained by the ensemble of 30 models.

Further Analysis for Different Image Resolutions. Considering that the image

size used in previous experiments may not be appropriate for the clinical practice usage,
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we conduct experiments on the large image resolutions and discuss the effect of image

size on the final performance of ConsultNet. Training ConsultNet with different image

resolutions would not affect the training processes, but the final performance. First, due

to a global max pooling layer is following the feature extraction backbone, the mid-level

features with different dimensions in spatial would be unified into same dimension finally.

Therefore, the training or testing processes of ConsultNet would not be changed. Second,

high-resolution images could provide more critical details of lesion area and thus training

with them achieves higher performance compared with low-resolution images.

In this experiment, we set the training image size to 512 × 512 and 1024 × 1024.

The other experimental settings are the same as those in the previous experiment, but

adaptive adjusting the training batchsize based on the GPU resources used. The training

batchsize for 512 × 512 and 1024 × 1024 are 32 and 16, respectively. Table 5.3 and

Table 5.4 present the AUC scores of each pathology and the average AUC score over all

pathologies on the ChestX-ray and CheXpert dataset, respectively. All the average AUC

scores are largely improved by increasing the training image size. On the ChestX-ray14

dataset, the average AUC scores of ConsultNet and the baseline methods training with

512 × 512 images surpass that with 256 × 256 nearly 1%. While training with larger

images (1024×1024), the average AUC scores of the baseline and ConsultNet have 0.820

and 0.841, which are improved further. Training with 1024×1024 images, the AUC scores

of most of the 14 pathologies exceed those of lower resolution images. While for some

pathologies (e.g., “Infiltration”, “Nodule”, and “PT”), their AUC scores for 512 × 512

are better than the other two resolutions. On the CheXpert dataset, there are over 1%

improvement when training the baseline and ConsultNet methods with 512× 512 images

compared with 256 × 256 images for both “Zeros” and “Ones” policy. The performance

of training with 1024× 1024 images achieves 0.913 and 0.921, which are the state of the

art. Besides, their average AUC scores exceed the corresponding baseline method about

2% (0.913 vs. 0.893, 0.921 vs. 0.904).
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Generally, training with low-resolution chest X-ray images achieves lower perfor-

mance compared with high-resolution images. This might be caused by critical infor-

mation losing (e.g., image details related with lesion area) produced by down-sampling

or data augmentation techniques. We empirically conclude the above observation under

the condition of training ConsultNet based on the fixed hyperparameters of SGD. While

training with other hyperparameters, e.g., using a grid search to find optimal hyperpa-

rameters (learning rate, batch size, etc.) in (Tang et al., 2020), such conclusion might be

different. (Tang et al., 2020) empirically finds that the performance is less impacted by

the input image size in the normal vs. abnormal binary classification case.

Computational Consumption Analysis. Except for the training images, the com-

putational consumption is also a factor that should be considered for clinical usage. We

mainly concentrate on the model parameters and input image size that affect the GPU con-

sumption of ConsultNet. For a certain backbone, e.g., DenseNet-121 used in ConsultNet,

the scale of model parameters of ConsultNet increases from 7.98M to 11.82M. Taking

256× 256 input image as an example, the FLOPs (floating point operations) for Consult-

Net is 2.96G MACs (Multiplication and Accumulation), which increases not two much

(2.88G MACs for the baseline method). In practice, training ConsultNet with 256 × 256

images on a TiTAN XP GPU of 12 GB memory, it costs nearly 0.35 second per image.

Large resolution images would cost much more time. The FLOPs increase about 0.32G

(11.85G vs. 11.53G) MACs and 1.28G (47.39G vs. 46.11G) MACs for 512 × 512 and

1024 × 1024, respectively. Besides, the GPU consumption is extremely different when

loading the training data with different input image size or batchsize. In our experiment,

when training ConsultNet with 64 images (256 × 256) in a mini-batch, it costs about

9GB GPU memory. While the input is set to 16 images (1024 × 1024) in a mini-batch,

nearly 42 GB GPU memory is required. Training with larger resolution images achieves

better performance in the above experiments, but the amount of GPU memory used also

increases accordingly.
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Table 5.3 : Comparison of various image resolutions on the ChestX-ray Dataset.

Method ImgSize Atel Card Effu Infi Mass Nodu Pne1 Pne2 Cons Edem Emph Fibr PT Hern Mean

Baseline 256 0.778 0.870 0.827 0.698 0.824 0.765 0.729 0.857 0.755 0.849 0.911 0.813 0.773 0.827 0.806

ConsultNet 256 0.785 0.899 0.835 0.699 0.838 0.775 0.738 0.871 0.763 0.850 0.924 0.831 0.776 0.922 0.822

Baseline 512 0.781 0.884 0.832 0.699 0.827 0.777 0.725 0.862 0.753 0.851 0.910 0.818 0.773 0.908 0.814

ConsultNet 512 0.797 0.909 0.848 0.709 0.848 0.789 0.740 0.874 0.779 0.858 0.929 0.834 0.796 0.928 0.831

Baseline 1024 0.786 0.898 0.835 0.695 0.844 0.770 0.735 0.866 0.757 0.855 0.918 0.837 0.774 0.916 0.820

ConsultNet 1024 0.809 0.911 0.851 0.706 0.861 0.776 0.777 0.900 0.790 0.864 0.939 0.857 0.787 0.948 0.841

The 14 pathologies are same as those in Table 5.1.
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Table 5.4 : Comparison of various image resolutions on the CheXpert Dataset.

Policy Method ImgSize Atelectasis Cardiomegaly Consolidation Edema Pleural Effusion Mean

Zeros

Baseline 256 0.799 0.832 0.927 0.897 0.923 0.875

ConsultNet 256 0.804 0.874 0.940 0.894 0.923 0.889

Baseline 512 0.830 0.845 0.921 0.898 0.930 0.885

ConsultNet 512 0.836 0.880 0.941 0.923 0.936 0.903

Baseline 1024 0.839 0.850 0.933 0.909 0.933 0.893

ConsultNet 1024 0.856 0.887 0.946 0.933 0.943 0.913

Ones

Baseline 256 0.772 0.845 0.940 0.908 0.925 0.878

ConsultNet 256 0.847 0.868 0.923 0.924 0.926 0.898

Baseline 512 0.836 0.846 0.936 0.929 0.926 0.895

ConsultNet 512 0.849 0.868 0.939 0.948 0.946 0.910

Baseline 1024 0.850 0.862 0.938 0.942 0.929 0.904

ConsultNet 1024 0.866 0.879 0.947 0.953 0.958 0.921
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Table 5.5 : Ablation study on ChestX-ray14. The average AUC scores over 14 patholgies

are reported.

VSIB SCE PC Mean

0.8059
√

0.8166
√

0.8158
√ √

0.8206
√ √ √

0.8220

5.3.4 Effectiveness of ConsultNet

This section evaluates the effectiveness of each component of ConsultNet on the

ChestX-ray14 dataset. We first present the ablation studies and visualize the learned

heatmaps by each module in ConsultNet. Then we show the superiority of the proposed

VSIB constraint qualitatively and quantitatively. We visualize the learned heatmaps con-

strained by the proposed VSIB and the original VIB, and compare the performance pro-

duced by them.

Ablation Study. We remove one module in VSIB/SCE/PC but activate the left ones

at a time. Tab. 5.5 presents the average AUC score over 14 pathologies on the ChestX-

ray4 dataset. Totally, ConsultNet surpasses the baseline about 1.6%. Introducing VSIB

or SCE, the average AUC exceeds the baseline about 1%. By combing them together,

the performance achieves 0.8206 and is further improved. The performance is slightly

enhanced after introducing PC. The PC loss could induce the risk of deep network over-

fitting on the high appearance similarity of chest X-ray images, especially on the small

number of positive samples. The AUC scores are improved obviously for some patholo-

gies with a small number of samples, e.g., the AUC of “Hernia” is improved over 1%

(from 0.911 to 0.922). For other pathologies, the improvement is not so significant, e.g.,
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(a) (b) (c)

Figure 5.6 : Examples of heatmaps generated from VSIB (the first row) and SCE (the

second row). (a) The VIB and SCE collaboratively focus on different lesion areas. (b)

The VSIB module learns much more accurate lesion positions while SCE misjudges some

healthy tissues. (c) The VSIB module misses recognizing the disease existing in the image

while the SCE module complements the VSIB module in the first column. While in the

second column, VSIB module successes to localize the accurate disease region, but the

region localized by SCE module drifts out of the truly lesion area. The different color of

bounding box presents the different pathology existing in the image. Same as Fig. 5.4,

the position of bounding box is the ground truth provided in (Wang et al., 2017b). The

larger responses locate at the position of the corresponding bounding box are expected.

from 0.780 to 0.785 for “Atelectasis”. This discrepancy may be caused by the number of

positive samples (e.g., only 227 “Hernia” samples while 7323 “Atelectasis” samples).

Visualization. We visualize the feature heatmaps of VSIB and SCE modules for some

examples on the ChestX-ray14 dataset. The heatmaps are shown in Fig. 5.6. We concen-

trate on CXR image classification and thus do not use a threshold to localize the heatmap

or compute the IoU. Each heatmap is generated by calculating the maximized absolute

activation value along the feature channel. The heatmaps are resized to the same spatial

dimension as the input images. As shown in Fig. 5.6 (a), the VSIB and SCE modules col-

laboratively focus on different lesion areas. The SCE module fires at the regions of both
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Table 5.6 : The localization accuracy between VSIB and VIB.

T(IoU) Model Atel Card Effu Infi Mass Nodu Pne1 Pne2 Mean

0.1
VIB 0.53 0.83 0.62 0.62 0.58 0.51 0.54 0.50 0.54

VSIB 0.57 0.88 0.68 0.68 0.67 0.59 0.62 0.59 0.57

0.3
VIB 0.21 0.61 0.33 0.33 0.29 0.26 0.27 0.25 0.32

VSIB 0.25 0.62 0.36 0.36 0.35 0.32 0.33 0.31 0.33

0.5
VIB 0.11 0.34 0.10 0.10 0.09 0.08 0.08 0.07 0.16

VSIB 0.17 0.41 0.17 0.17 0.17 0.16 0.16 0.15 0.20

* The 8 pathologies are presented as same as that in Tab. 5.1.

the lesion area and some healthy tissues in Fig. 5.6 (b), but VSIB localizes much more

accurate positions. Fig. 5.6 (c) presents examples of two modules work collaboratively.

When one module fails to recognize a disease correctly, the other module could provide

extra supplementary information for diagnosis. The VSIB and SCE modules work collab-

oratively to make an accurate diagnosis in the proposed framework. They learn the dis-

criminative features for classification from different views. The VSIB module filters the

critical features for classification, and the SCE module encodes the semantic dependen-

cies in the feature space. Fusing the multi-view features could provide more information

and benefit to recognizing diseases. Specifically, the VSIB module misses recognizing

the disease while the SCE module complements the VSIB module in the first column of

Fig. 5.6 (c). While in the second column of Fig. 5.6 (c), VSIB module successes to local-

ize the accurate disease region, but the region localized by SCE module drifts out of the

truly lesion area.

Comparing VSIB with vanilla VIB. We demonstrate the superiority of the VSIB

constraint in the ConsultNet from two aspects in this section. We first compare the clas-

sification performance between the proposed VSIB and the vanilla VIB constraint. The
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visualized heatmaps generated by VIB and VSIB are shown in Fig. 5.4. The given bound-

ing boxes on the images show the ground truth of lesion areas. The VSIB module localizes

much more centralized and accurate disease regions compared with the VIB module. With

DenseNet-121 as backbone, the average AUC of VSIB achieves 0.817 which surpasses

VIB by 0.5% (0.812). There are about 1% improvement for some diseases, e.g., “Consol-

idation” (0.9%) or “Hernia”(1.1%). We believe this is because of two reasons: 1) VSIB

explicitly adopts a selective information constraint M on the KL-loss term in Eq. 5.7 and

therefore provides additional guidance when learning disease-specific features; 2) VSIB

considers feature discrepancies while VIB fails. Moreover, we also evaluate whether

the combination of the VSIB and SCE modules works better than that of VIB and SCE.

Combining the VIB and SCE modules, the average AUC score has 0.816 which surpasses

the VIB about 0.4%. We could conclude that fusing these features benefits to disease

recognition. While comparing with the combination of VSIB and SCE, under the same

experimental setting, the average AUC score of combing VIB and SCE is inferior to that

of VSIB and SCE (0.821). It illustrates that the proposed VSIB constraint is effectiveness

no matter working individually or together with the SCE module.

Besides, we provide the localization accuracy between the VSIB and VIB on the

ChestX-ray14 dataset. The ChestX-ray14 dataset (Wang et al., 2017b) provides 984

bounding boxes of 8 pathologies. Intersection over Union (IoU) is computed between

the region localized by VSIB (or VIB) and the ground truth. We define an accurate local-

ization by requiring its IoU is greater than a threshold of IoU (T(IoU)). Tab. 5.6 presents

the localization accuracy of VIB and VSIB over 8 pathologies with different threshold

(T(IoU) = {0.1, 0.3, 0.5}). The localization accuracy of VSIB obviously surpasses VIB

over different threshold of IoU. In VSIB, we focus on learning the disease-critical fea-

tures for classification, whose purpose is similar to the task of saliency detection (Wang

et al., 2019). However, there is no “disease-critical” (lesion area ground-truth) given in

discriminative feature learning in this work, which is not the same as saliency detection.
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However, once a few annotated ground-truth of lesion area is given, the disease classifi-

cation would benefit from it. We would like to put it into future work.

5.4 Conclusion

This chapter proposes a ConsultNet to learn powerful feature representations for tho-

rax disease classification. The proposed ConsultNet aims to address the problems of ir-

relevant regions influence and existing of multiple diseases in chest X-ray image classifi-

cation. The ConsultNet learns disease-specific features by introducing a novel variational

selective information bottleneck constraint and explores the latent semantic dependen-

cies of multiple diseases in the feature space. The proposed two modules collaboratively

learn discriminative features for chest X-ray image classification. Moreover, a pairwise

confusion regularizing strategy is used to address the sample appearance similarity prob-

lem. Experimental results show that the proposed method yields better performance and

outperforms the baseline quantitatively.
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Chapter 6

Conclusions and Future Work

6.1 Summary of Contributions

In this thesis, we investigate the deep learning methods to chest X-ray image classi-

fication. Focus on the characteristics of the special domain of chest X-ray images, we

contribute to the community with the following three aspectes.

First, we introduce an attention guided convolution neural network (AG-CNN) to clas-

sify the chest X-ray images. An attention guided mask inference based cropping strategy

is proposed to localize the discriminative region. AG-CNN benefits from combining the

global and critical local cues and improves the performance of chest X-ray image classi-

fication..

Second, we exploit the correlations of multiple diseases in chest X-ray images to boost

the recognition performance. A category-wise residual attention learning (CRAL) method

is proposed to achieve this purpose. CRAL re-encodes the image features by attention

scores, which are used to suppress the obstacles of irrelevant classes and strengthen the

relevant features at the same time. Experiments on the ChestX-ray14 dataset demonstrate

the effectiveness of CRAL.

Last, we design a robust and stable chest X-ray image classification method that is

able to 1) automatically focus on the disease-critical regions, which usually are of small

sizes; 2) adaptively capture the intrinsic relationships among different disease features

and utilize them to boost the multi-label disease recognition rates jointly. A framework

named ConsultNet is proposed to learn the discriminative features to achieve those two
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purposes simultaneously. Extensive experiments are conducted to show the superiority of

ConsultNet.

6.2 Future Directions

In future work, we will continue to develop more robust and high-performance meth-

ods for thorax disease diagnosis. The following aspects are worth considering.

Learning with noisy labels. The current large-scale chest X-ray image datasets are

labeled with natural language processing techniques. Many noisy labels or uncertain data

are inevitably introduced. A robust deep learning model needs to be able to tolerate noisy

or uncertain data. That is, even incorrect annotations existing, it is expected that the

learned model could also learn discriminative features to predicate accurately.

Learning with multi-view data. In clinical practice, CT is another common exami-

nation for thorax disease diagnosis. Besides, medical reports could provide valuable in-

formation for thorax disease classification and localization. Fusing the data from different

views, e.g., medical reports, X-ray images, and CTs, could help improve the performance

of thorax disease recognition. Learning with multi-view data could achieve high perfor-

mance and could also make the computer-aided diagnosis system diversified for thorax

disease analysis.

Learning medical report automatic generation. Based on the experience of disease

recognition and localization, it is natural to develop an automatic medical report gener-

ation system. Medical report generation could further provide auxiliary information for

clinical diagnosis, and it could also make the computer-aided diagnosis more intelligent.

Medical report generation integrates the technologies from the field of computer vision,

natural language processing. This makes it more challenging.
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