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Abstract The aim of this study is to analyse the coronavirus disease 2019
(COVID-19) outbreak in Bangladesh. This study investigates the impact of
demographic variables on the spread of COVID-19 as well as tries to forecast
the COVID-19 infected numbers. First of all, this study uses Fisher’s Exact
test to investigate the association between the infected groups of COVID-19
and demographical variables. Second, it uses the ANOVA test to examine
significant difference in the mean infected number of COVID-19 cases across
the population density, literacy rate, and regions/divisions in Bangladesh.
Third, this research predicts the number of infected cases in the epidemic
peak region of Bangladesh for the year 2021. As a result, from the Fisher’s
Exact test, we find a very strong significant association between the population
density groups and infected groups of COVID-19. And, from the ANOVA test,
we observe a significant difference in the mean infected number of COVID-19
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cases across the five different population density groups. Besides, the prediction
model shows that the cumulative number of infected cases would be raised to
around 50,0000 in the most densely region.

Keywords Infected cases · COVID-19 · Fisher’s Exact test · ANOVA test ·
Holt’s method.

1 Introduction

Bangladesh is one of the world’s most densely populated country. According to
the World Population Review 20201, it is placed in eight position of population
rank and tenth position of density rank. Currently, the novel COVID-19 is
rapidly spreading globally, and most of the cases, the number of infection is
high in densest populated country. Due to one of the densest countries in the
world, the virus has been spreading rapidly in Bangladesh. According to the
Institute of Epidemiology, Disease Control and Research (IEDCR)2 the first
COVID-19 case in Bangladesh was found on March 8, 2020 [22]. Since then the
number of infection is increasing rapidly. Therefore, it is imperative to analysis
spreading of COVID-19 in Bangladesh and to predict future cases.

Most of the existing studies on spreading and forecasting COVID-19 [12,
37, 24, 35, 33, 17, 5, 10] have been performed solely on the basis of COVID-19
situation. However, there have been only a few research (e.g., [19], [30], [7])
that have studied the effect of population density on the spread of corona-virus
infection. Thus, in this study, we aim to investigate the effects of population
density, literacy rate, and division on spreading and forecasting COVID-19 in-
fection in Bangladesh. We started our interest by looking through Bangladesh’s
COVID-19 data with the demographic variables where we used both Fisher’s
Exact [26], and ANOVA test [6]. For forecasting analysis, we have used Holt’s
method [36] because it is a very effective for the trend data with no season-
ality [14]. Furthermore, to reduce forecasting error, we applied Unreplicated
Linear Functional Relationship (ULFR) model [38] to find best smoothing
constant (a parameter used in forecasting process).The prediction value would
help the government to take proper preparation to tackle the potential un-
precedented situations in Bangladesh. The key contributions of this paper are
three fold:

– We investigate the association between COVID-19 and three demographic
variables such as population density, region/division and literacy rate
through a Fisher’s Exact test.

– We further examine the significant difference in the mean infected number
of COVID-19 cases across the various combinations of three demographic
variables through a ANOVA test.

1 https://worldpopulationreview.com/
2 https://www.iedcr.gov.bd.
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– We adopt Holt’s method to predict the number of infected cases in the
epidemic peak region in Bangladesh. To reduce forecasting error, we have
utilized a single level of smoothing constant of Holt’s method.

The rest of the paper is organized as follows. Section 2 presents related work.
Our study methodology is presented in Section 3. After reporting COVID-19
spreading analysis in Section 4, we present our forecasting results in Section 4.4.
Finally Section 6 concludes the paper and discuss the future work.

2 Related Work

Over the recent few months, a number of research have analysed the impact of
various aspects such as climate and demographic variables on the spread of
COVID-19 around the world.

There are different variables that have a significant impact on the spread of
COVID-19 globally [4]. For instance, Ahmadi et al. [1] used the number of in-
fected people in Iran with COVID-19, population density, average temperature,
average precipitation, humidity, wind speed as the main parameters and tried
to understand the effects of these parameters on spreading COVID-19 in Iran.
Rader et al. [25] found that the accessibility to COVID-19 testing sites in USA
is increased with high population density. Wang et al. [35] argued that the
effect of climatic factors on spreading of COVID-19 can play an important role
in the new COVID-19 outbreak. Therefore, it is clear that factors mentioned
above have a significant and direct relationship with the number of infected
people. For analysis spreading and forecasting COVID-19, a number of models
have been used such as SIDR [9], DASS-21 [2], Fuzzy Clustering [19], SEIR [23].
A summary of the existing work is presented in Table 1. Two studies [10] and
[13] have used mathematical models to predict the number of infected cases.
Some others used Genetic Programming and Regression model for short-term
prediction [27] [16]. However, due to the small number of data or parameter
selection problem, many of those models’ outcomes have shown a wide range
of dissimilarities. Therefore, selecting parameter value is a key for the model
prediction as diverse parameter value with the same model good fit data could
move to different predictions.

While only a few research have studied COVID-19 situation in Bangladesh,
there is no research work conducted by using more than one quantitative
analysis. Thus, in this paper, we have conducted two quantitative analyses:
Fisher’s Exact test and ANOVA test. Furthermore, we have analysed forecasting
COVID-19 infecting for Bangladesh.

3 Methodology

Fig. 1 shows the methodology used in this study. First, we have collected the
dataset. In this study, we have used two types of dataset: 1) daily region/division-
wise COVID-19 infected cases in Bangladesh from 5th April to 6th June 2020,
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Table 1: Key studies on spreading and forecasting COVID-19

Reference Objective Variable Country Approach

Fokas et al. [10] Compute the im-
pact on the number
of deaths.

Cumulative num-
ber of deaths

Globally Computational
approach

Fanelli and Pi-
azza [9]

Analyse and fore-
cast of COVID-19
spreading.

Susceptible, In-
fected, Recovered,
Dead, Scheme

China,
Italy,
France

SIDR

Grasselli et
al. [12]

To coordinate the
critical care of
COVID-19.

Positive, Negative Italy Linear model

Mahmoudi et
al. [19]

Study the relation
between spread of
Covid-19 and pop-
ulation size

Population size USA,
Spain,
Italy,
Germany,
UK,
France,
and Iran

Fuzzy cluster-
ing

Shen et al. [30] Estimate the effec-
tive reproduction
number of 2019-
nCoV and to pre-
dict the epidemic
peak time

Population size,
time, infected and
death cases

China 2019-nCov

Hasan and Sid-
dik [13]

Examine the cor-
relation between
daily and total
COVID-19 case

Temperature, hu-
midity, and wind
speed

Bangladesh Linear associ-
ation

Paul et al. [23] Predict the disease
burden with spe-
cial emphasis on
India, Bangladesh
and Pakistan

Precautionaries
such as maintain
lockdown, social
distancing, using
of mask and hand
wash

South
Asia

SEIR

Petropoulos
and Makri-
dakis [24]

Predicting the con-
tinuation of the
COVID-19

Confirmed cases,
deaths and recover-
ies

Globally Exponential
smoothing
models

Roosa et al. [27] forecasting of
the COVID-19
epidemic

daily confirmed
case, provinces

China phenomenological
models

Md Hasinur
Rahaman Khan
and Ahmed
Hossain [16]

analysing the
COVID-19 out-
break situations,
and predicting in-
fections and deaths
case.

temporal data of
confirmed and
death cases

Bangladesh Infection
Trajectory-
Pathway
Strategy
(ITPS)

and 2) demographic data of Bangladesh. The dataset is freely available to
download from the GitHub repository3. The daily COVID-19 infected cases

3 https://github.com/rafiqulcse/Analysis-and-Forecasting-of-COVID-19-in-
Bangladesh.git
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Figure 1: The study methodology

for Bangladesh were collected from IEDCR4, and the demographic data is
collected from the Bangladesh Bureau of Statistics (BBS)5.

After the data collection, we analyse the association between COVID-19 and
demographic variables such as population density, literacy rate, and division
(Section 4), followed by the analysis of forecasting COVID-19 infected cases
(Section 4.4).

4 COVID-19 Spreading Analysis

A two-phase study was conducted that consisted of an initial Fisher’s Exact
test followed by a ANOVA test. In the following subsections, we present
the association between the infected groups of COVID-19 and demographic
variables which were identified by the Fisher’s Exact test. During the ANOVA
test, we then present the significant difference in the mean infected number of
COVID-19 cases across the divisions, population density, and literacy rate in
Bangladesh.

4.1 Fisher’s Exact test

The Fisher’s Exact test is considered to investigate whether there is any asso-
ciation between the infected groups of COVID-19 and demographical variables
(divisions, literacy rate classes, population density groups) in Bangladesh. The
variables and their corresponding categories used in this phase is presented in
Table 2. According to Starnes et al. [32], the assumptions of chi-square test [21]
is: “No more than 20% of the expected counts are less than 5 and all individual

4 https://www.iedcr.gov.bd.
5 http://www.bbs.gov.bd/
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Table 2: Categories of demographical variables for Fisher’s Exact test as well
as ANOVA test.

Variables Categories

Division

Dhaka
Mymensing
Barisal
Chittagong
Khulna
Rajshahi
Rangpur
Sylhet

Population Density

Low (≤ 686 people/sq km)
Semi-low (687-1211 people/sq km)
Medium (1212-1935 people/sq km)
Semi-high (1936-4308 people/sq km)
High (≥ 4309 people/sq km)

Literacy Rate
Below avearge = 50.53
Above average = 50.53

COVID-19 infected cases
Low = (0-25)
Medium = (26-100)
Seveare = (≥ 101)

expected counts are 1 or greater”. But in our study the assumptions of chi-
square are not satisfied. Therefore, instead of chi-square test, this research uses
Fisher’s Exact test [26] to investigate whether there is any association between
the two variables: infected groups of COVID-19 and demographic variables
(divisions, literacy rate classes, population density groups) in Bangladesh.

4.2 ANOVA test

The purpose of this analysis was to examine whether there is any significant
difference in the mean infected number of COVID-19 cases across the divisions,
population density, and literacy rate in Bangladesh. For this we have used Anal-
ysis of Variance (ANOVA) test [6] to examine whether there is any significant
deference in the mean infected number of COVID-19 cases across eight divisions,
five population density groups and two literacy rate classes in Bangladesh.
We use ANOVA test to examine whether there is any significant difference
in the mean infected number of COVID-19 cases across eight divisions, five
population density groups and two literacy rate classes in Bangladesh. Thus,
seven statistical hypotheses were considered to run ANOVA are as follows:

H01 : There is no difference in the mean infected number of COVID-19
cases among the eight divisions in Bangladesh.

H02 : There is no difference in the mean infected number of COVID-19
cases among the five population density groups in Bangladesh.

H03 : There is no difference in the mean infected number of COVID-19
cases among the two literacy rate classes in Bangladesh.
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H04 : There is no interaction effect of divisions and population density on
the mean infected number of COVID-19 in Bangladesh.

H05 : There is no interaction effect of divisions and literacy rate on the
mean infected number of COVID-19 in Bangladesh.

H06 : There is no interaction effect of population density and literacy rate
on the mean infected number of COVID-19 in Bangladesh.

H07 : There is no combine effect of divisions, population density and literacy
rate on the mean infected number of COVID-19 in Bangladesh.

4.3 Pairwise Comparison:Tukey Test

From the results of ANOVA test in Table 5, we found that there is a significant
difference in the mean affected number of COVID-19 cases across the five
different population density groups in Bangladesh. Therefore, we run the post-
hoc test (Tukey test) to investigate which pairs of the population density
groups are different in terms of the mean infected number of COVID-19 cases
in Bangladesh. So, we give ten statistical hypotheses to run Tukey test below.
Hypothesis for Pair 1
H0 : µlow = µsemi−lowvs.Ha : µlow 6= µsemi−low

Hypothesis for Pair 2
H0 : µlow = µmediumvs.Ha : µlow 6= µmedium

Hypothesis for Pair 3
H0 : µlow = µsemi−highvs.Ha : µlow 6= µsemi−high

Hypothesis for Pair 4
H0 : µlow = µhighvs.Ha : µlow 6= µhigh

Hypothesis for Pair 5
H0 : µsemi−low = µmediumvs.Ha : µsemi−low 6= µmedium

Hypothesis for Pair 6
H0 : µsemi−low = µsemi−highvs.Ha : µsemi−low 6= µsemi−high

Hypothesis for Pair 7
H0 : µsemi−low = µhighvs.Ha : µsemi−low 6= µhigh

Hypothesis for Pair 8
H0 : µmedium = µsemi−highvs.Ha : µmedium 6= µsemi−high

Hypothesis for Pair 9
H0 : µmedium = µhighvs.Ha : µmedium 6= µhigh

Hypothesis for Pair 10
H0 : µsemi−high = µhighvs.Ha : µsemi−high 6= µhigh

4.4 Forecasting Infected Cases

In the existing study, various models such as Ace-Mod (Australian Census-
based Epidemic Model) [8], clustering method [19], SEIR models [23] and others
([9], [31] and [3]) have been employed to forecast future infected cases. However,
these models are limited to analyse time series data. Therefore, this study uses
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Holt’s method to predict the number of infected cases in the epidemic peak
region. It utilizes a single level of smoothing constants to compare forecasting
performance. Therefore, to find the optimal smoothing constant, this analysis
uses unreplicated linear functional relationship model as most of the research
uses rule of thumb.

4.4.1 Unreplicated Linear Functional Relationship (ULFR) model

To measure the functionality between a continuous dependent variable and
independent variable, linear regression model has been used. Sometimes, the
functionality will become obscure because of random variations accompanying
with variables. Therefore, Fuller [11] has figured out, it is unfeasible if it apply
an independent variable in all conditions.

Yi = βa + βfXi (1)

The functional model, where both dependent and independent variables
are subject to errors. Suppose that Yi and Xi are unobservable dependent and
independent variables respectively which correspond to random variables yi
and xi that are observed with errors, εi and δi respectively, such that,

yi = Yi + εi

xi = Xi + δi where i = 1, 2, 3, ......, n.
(2)

Moreover, the following conditions are assumed

E(δi) = E(εi) = 0, V ar(δi) = σ2
d, V ar(εi) = σ2

e ,

∀iCov(δi, δj) = Cov(εi, εj) = 0, i 6= j

Cov(δi, εj) = 0,∀i, j
(3)

Chang et al. [17] termed the model as mentioned in equation 1 as the
unreplicated linear functional relationship (ULFR) model when there is only
the variables X and Y, and where δi and εi are random variables that are
mutually independent and normally distributed. The log-likeli function is given
by

L(βa, βf , σ
2
d, σ

2
e , Xi) = −nln(2π)−1

2
n(lnσ2

d + lnσ2
e)−

n∑
i−1

(xi −Xi)
2

2σ2
d

− 1

2σ2
e

n∑
i=1

(yi − βa − βfXi)
2

(4)
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L(βa, βf , σ
2
d, σ

2
e , Xi) =−nln(2π)− 1

2
n(lnσ2

d+lnσ2
e)−

n∑
i−1

(xi −Xi)
2

2σ2
d

− 1

2σ2
e

n∑
i=1

(yi − βa − βfXi)
2.

(5)

When the ratio of the error variance is known, that is
σ2
e

σ2
d

= λ,

L(βa, βf , σ
2
d, σ

2
e , Xi) =−nln(2π)− 1

2
nlnσ2

d −
1

2
nlnλσ2

d −
n∑
i−1

(xi −Xi)
2

2σ2
d

− 1

2λσ2
d

n∑
i=1

(yi − βa − βfXi)
2

(6)

then the maximum likelihood estimators of parameters βa, βf , σ
2
d, andXi

respectively and equate the result to zero:

δL

δβa
=− 1

2λσ̂2
d

n∑
i=1

2(y − βa − βf ∗Xi)(−1) = 0 (7)

δL

δβf
=− 1

2λσ̂2
d

n∑
i=1

2(y − βa − βf ∗Xi)(−Xi) = 0 (8)

δL

δXi
=− 1

2σ̂2
d

n∑
i=1

2(xi −Xi)(−1)− 1

2λσ̂2
d

n∑
1

2(y − βa−βf ∗Xi)(−βf ) = 0 (9)

δL

δσf
= − n

σ̂d
− n

σ̂d
+

n∑
i−1

(xi −Xi)
2

σ̂d
+

1

λσd

n∑
1

(yi − βa−βfXi)
2 = 0 (10)

After simplification of the equations the maximum likelihood estimators of
parameters βa, βf , σ

2
d, Xi are as follows:

βa = y − βfx (11)

βf =
(Syy − δSxx) + (((Syy − λSxx)2 + 4λS2

xy)
1
2

2Sxy
(12)
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σ2
d =

1

n− 2(
∑

(xi −Xi)2 + 1
λ

∑
(yi − βa − βfXi)2)

(13)

Xi =
δxi + βf (Yi − βa)

λ+ βf
(14)

Where, y =
∑
yi
n , x =

∑
xi

n , Syy =
∑

(yi − y)2, Sxx =
∑

(xi − x)2, Sxy =∑
(xi − x)(yi − y) and Coefficient of determination of ULFR R2

f for δ=1

R2
f =

SSr
Syy

(15)

SSr =
βf (Syy − Sxx) + 2βfSxy

1 + β2
f

(16)

4.4.2 Holt’s Method

Exponential smoothing was suggested in the late Nineteen Fifties, and has
driven few successful predicting approaches [14]. Predicting models has been
created using exponential smoothing methods which are weighted averages of
former remarks, with the measurement decaying exponentially because the
observations get older. Alternatively, Holt’s two-parameter model is a popular
smoothing model for forecasting data with trend and without seasonality. The
model also known as linear exponential smoothing model. To produce an
ultimate forecast, Holt’s model consists of three distinct equations that work all
together. A basic smoothing equation, level equation, is that openly modifies
the last smoothed value for the preceding trend. In the second equation, trend
equation, is articulated as the difference between the last two smoothed values.
To end the third, forecast equation, is used to measure the final forecast.
Holt’s model applies two smoothing parameters. Two parameters are defined
respectively overall smoothing and the trend smoothing. The Holt’s method is
also named trend-enhanced exponential smoothing or else double exponential
smoothing [34]. Therefore, the following equations are as follows:

Forecast equation: Ft,k = Yt +KZt (17)

Level equation: Yt = αXt + (1− α)(Yt−1 + Zt−1) (18)

Trend equation: Zt = β(Yt − Yt−1) + (1− β)Zt−1 (19)

where Yt represents an estimation of the level at time t, Zt symbolizes
measurement of the trend which means slope at time t, (0≤ α ≤1) is the
smoothing parameter(SP) for the level and β (0≤ β ≤1) is the SP for the trend.
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Table 3: Fisher’s Exact Test

Fisher’s Exact Test Test Value p-value Cramer’s V p-value

Divisions and infected groups
of COVID-19

18.521 0.063 × ×

Literacy rate classes and in-
fected groups of COVID-19

0.676 0.776 × ×

Population density groups and
infected groups of COVID-19

14.686* 0.027 0.374* 0.027

Notes: (*) indicates significant at 5% level of significance.

The variable Xt is defined as the period t base level from the current period.
Additionally, estimation of the period t base level based on previous data is
noted as (Yt−1 + Zt−1). To measure Zt, a weighted average of the resulting
two measures are taken:

(i) An estimate of trend from the current period given by the increase in
the smoothed trend from period (t-1) to period t.

(ii) The notation Zt−1, which is the previous estimate of the trend at time
(t-1)

To start Holt’s method, a primary estimation (call it Y0) of the level and
an initial estimation (call it Z0) of the trend are needed. Here, Z0 equals to
the average increase in the time series during the previous year and Y0 equals
to last observation.

5 Result and Discussion

In this section, we present the findings of the spread of COVID-19 followed by
the discussion on Forecasting results.

5.1 Findings of the Spread of COVID-19

In the following subsections, we briefly present the association between the
infected groups of COVID-19 and demographic variables which were identified
by the qualitative analysis. During the quantitative analysis, we then present
the significant difference in the mean infected number of COVID-19 cases
across the divisions, population density, and literacy rate in Bangladesh.

The result of Fisher’s Exact test is reported in Table 3. Based on the results
as shown in Table 3, we have analysed the association between demographic
variables and the spread of COVID-19 in the case of Bangladesh. Although
existing studies such as [18] and [20] provided there is a significant association
between divisions and infected groups of COVID-19, in our findings in Table 3,
it appears that there is no significant association between divisions and infected
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Table 4: ANOVA Test

Source F p-value

Divisions .015 1.000
Population Density 7.962* .000
Literacy Rate .077 .783
Divisions * Population Density .015 1.000
Divisions * Literacy Rate .005 1.000
Population Density * Literacy Rate .064 .938
Divisions * Population Density * Literacy Rate .001 .977

Notes: * indicates significant at 5% level of significance.

groups of COVID-19 (Fisher’s Exact test = 18.521, p-value = 0.063 > 0.05) at
5% level of significance.

Additionally, Table 3 present the results of our investigation that there
is no significant association between literacy rate classes and affected groups
of COVID-19 (Fisher’s Exact test = 0.676, p-value = 0.776 > 0.05) at 5%
level of significance. However, it shows that there is significant association
between population density groups and affected groups of COVID-19 (Fisher’s
Exact test = 14.686, p-value = 0.027< 0.05) at 5% level of significance. This
finding supports the findings of [1], [25] and [29]. Therefore, to measure the
strength of the association between population density groups and infected
groups of COVID-19; we use the Cramer’s V results in Table 3. From the result
of Cramer’s V, it can be concluded that the strength of the association between
population density groups and affected groups of COVID-19 is very strong
(Cramer’s V = 0.374) and the strength is significant (p-value = 0.027 < 0.05).

The results of ANOVA test and Turkey test are available in Table 4 and
Table 5 accordingly. From the Table 4, we found that the p-value < α = 0.05
for the second hypothesis. Therefore, reject H02 at 5% level of significance and
conclude that there is sufficient evidence to show a significant difference in the
mean affected number of COVID-19 cases across the five different population
density groups in Bangladesh. For all other remaining hypotheses, the p-value
> α = 0.05, therefore do not reject the null hypotheses at 5% level of significance.
Thus, it can be concluded that the mean infected number of COVID-19 cases
is the same for the eight divisions and two literacy rate classes in Bangladesh.
There is insufficient evidence to show a significant interaction between divisions
and population density; divisions and literacy rate; population density and
literacy rate. In addition, there is no sufficient evidence to show a significant
combine effect of divisions, population density and literacy rate.

We found that the p-value < α = 0.05 for the pairs 4, 7, 9 and 10. Therefore,
reject H0 at 5% level of significance and conclude that the mean infected
number of COVID-19 cases is different across the low and high population
density groups, semi-low and high population density groups, medium and
high population density groups, semi-high and high population density groups
in Bangladesh. For all other remaining pairs, the p-value > α = 0.05, therefore,
do not reject H0 at 5% level of significance and conclude that the mean
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Table 5: Post-hoc Test – Tukey Test

Population density Population
density

Mean Difference
(I-J)

Std. Error Sig.

Low Semi-low -126.90 891.797 1.000
≤ 686 people/sq km Medium -800.86 1220.361 .964

Semi-high -617.36 2018.892 .998
High -13751.36* 2018.892 .000

Semi-low Low 126.90 891.797 1.000
687-1211 people/sq km Medium -673.96 1015.112 .963

Semi-high -490.46 1901.867 .999
High -13624.46* 1901.867 .000

Medium Low 800.86 1220.361 .964
1212-1935 people/sq km Semi-low 673.96 1015.112 .963

Semi-high 183.50 2076.313 1.000
High -12950.50* 2076.313 .000

Semi-high Low 617.36 2018.892 .998
1936-4308 people/sq km Semi-low 490.46 1901.867 .999

Semi-high -183.50 2076.313 1.000
High -13134.00* 2626.351 .000

High Low 13751.36* 2018.892 .000
≥ 4309 people/sq km Semi-low 13624.46* 1901.867 .000

Medium 12950.50* 2076.313 .000
Semi-high 13134.00* 2626.351 .000

Notes: * indicates significant at 5% level of significance.

infected number of COVID-19 cases is not different across the remaining pairs
of population density groups in Bangladesh.

5.2 Forecasting Results

In this section, we will discuss the effectiveness of our proposed model as well
as show the forecasting trend of COVID-19 in Bangladesh which is determined
based on the demographic data and COVID-19 infected cases from 5th April
to 6th June 2020. There are six parameters such as A, B, C, D, E, F in
our experiments where F* is our proposed smoothing constant parameter.
Therefore, the Holt’s method is employed to forecast over the post-sample
period from June, 2020 to December, 2021.

In our study, we choose Dhaka as the forecasting division because this
division is among the highest in the total number of confirmed COVID-19
cases, and highly populated in Bangladesh. In Table 6, we provide a detailed
information about the different smoothing constant (SC) value, and the fore-
casted value of the number of COVID-19 infected people in Dhaka at the end
of 2021. The table is also containing mean absolute percentage error (MAPE)
value for each SC value. The forecasted values for different SC values show
that the number of COVID -19 infected people will be around 0.5 million in
Dhaka at end-of-year 2021. Table 6 also present mean absolute percentage
error, original cumulative number and the forecasted cumulative number of
COVID-19 infected people for our proposed smoothing constant parameter F*.
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Figure 2: Day wise forecasting infected and original number of infected people.

Prediction value is closer for the SC value of F*. The MAPE value shows 13.6%
for F* whereas for other different parameters the MAPE values are arround
24%. Therefore, the smoothing constant values for F* (α = 0.76, β = 0.24),
which is determined our ULFR provide the best results for forecasting.
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Table 6: Forecasting number of infected people for different parametric value

Smoothing Constant Date Original
Cumu-
lative
No.

Forecasted
Value

MAPE
(%)

Date Forecasted
Value

A=(α = 0.2, β = 0.8) 28273 29820 23.29 683131
B=(α = 0.2, β = 0.8) 28273 29145 23.29 498575
C=(α = 0.5, β = 0.5) 6/6/2020 28273 29392 23.29 31/12/2021 511045
D=(α = 0.05, β = 0.45) 28273 29120 24.98 559815
E=(α = 0.45, β = 0.05) 28273 28871 23.29 394233
F*=(α = 0.76, β = 0.24) 28273 28799 13.60 517093

Note: * indicates our proposed parameter

In Fig. 2, we compared the daily short-term forecasts of cumulative case
counts. Table 6 provides the forecasting values 683,131 and 394,233 for the SC
A, E respectively and the predicted values are 498,575, 511,045 and 559,815 for
the smoothing constant B, C, and D, respectively. For the SC F ∗, forecasting
value at the end of December 2021 is 517,093. We also observe from table 6
that F ∗ is closer to the forecast values of B, C, and D but the short-term
accuracy level is higher than all other forecasting constant values. According
to Rohit et al. [28], COVID-19 is now increasing globally at a rate of 3% to
5% daily. Therefore, the result in this paper showed that the total number of
infected cases will be around half a million the Dhaka city at the end of 2021.

Overall, this study will help people to prepare and plan for better regular
life activities as the study included consciousness and understanding of various
variables that can accelerate or decline the rate of COVID-19. While the study
needs more data to make better explicit predictions, our model could help
to forecast Confirmed COVID-19 cases if the spread of the virus does not
change dramatically (means beyond explanation). Therefore, implementation
of advanced machine learning and deep learning algorithms could help to
forecast confirmed COVID-19 cases accurately [15]. However, to the best of
our knowledge, the proposed model is highly effective at the time of writing
this paper.

6 Conclusion and Future Work

This research investigated the association between COVID-19 and demographic
variables in Bangladesh. It made several contributions to the literature. First,
this study uses the Fisher’s Exact test to investigate whether there is an
association between the infected groups of COVID-19 and demographical
variables such as divisions, literacy rate classes, and population density in
Bangladesh. Second, it also uses the ANOVA test to examine whether there
is any significant difference in the mean infected number of COVID-19 cases
across the divisions, literacy rate, and population density in Bangladesh. Third,
using Holt’s method, this research forecasts the number of infected cases in
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the epidemic peak region, Dhaka city by the end of the year 2021. Our result
shows that there is a significant association between population density groups
and infected groups of COVID-19 in Bangladesh as well as the strength of the
association is very strong and it is statistically significant. ANOVA test indicates
a statistically significant difference in the mean infected number of COVID-19
cases across the five different population density groups in Bangladesh. Finally,
the Post-Hoc test, Tukey test finds that the high population density group
shows a significant difference in the mean infected number of COVID-19 cases.

In summary, our most recent forecasts, based on the last two months
data (5th April to 6th June 2020), remained relatively stable. The proposed
models predict that the epidemic has not reached its peak in Dhaka city, yet it
would do so on December 2021. This likely shows the impact of the population
density on spreading the virus. Educated people’s awareness does not impact on
reducing the spread of the virus in its peak level in Bangladesh. The forecasts
presented are based on the assumption that current mitigation efforts will
continue. However, during our research, we encountered several limitations such
as availability of required dataset, implementation of some other more accurate
machine learning algorithms such as logistic regression, deep learning, etc. The
result will be more accurate with a huge dataset where all the COVID-19
patients information is confirmed. In future work, we will explore a machine
learning technique to investigate the association and to predict the number of
infected cases in the epidemic peak region in Bangladesh.
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