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Abstract. Online social media sites have become the most powerful
platform to share news nowadays. However, all kinds of unauthenticated
news that are released online without strict limits may lead to the spread
of fake news, which has become a synonym for social and political threats.
The existing solutions to the fake news issue are mostly trying to con-
struct a social graph network by integrating the news content and social
context of the news, which may be restricted when lacking social context
information. In this paper, we propose a model for text only, regardless
of contextual information, and named it HACK (HierArchical deteCtion
for faKe news), which can construct high-level combined features of spa-
tial capsule vectors from low-level character features and phrase features
by fusing a pre-trained language model and convolution network. The ex-
perimental results on real-life data show that the classification accuracy
is significantly improved by our method comparing with the state-of-the-
art methods.

Keywords: Fake news · Hierarchical framework · Feature extraction ·
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1 Introduction

With the development of the Internet, people tend to deliver news on online
social media sites, which allow anyone to express themselves and convey the
news to others. However, most of the sites have no strict limits on user behavior,
and so all kinds of unauthenticated news are heavily released, among them there
is probably fake news as well.

As social media has widely permeated all aspects of our life, the spread
of fake news may mislead popular belief and poses a serious threat to public
security. Several approaches have been proposed for solving the problem. They
can be broadly divided into three categories: content-based methods and social
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context-based methods. In the above research work, machine learning methods
and deep learning methods are employed to improve classification performance.
Though existing work has overcome this issue to a certain extent, there are some
restrictions for practical use. For example, many times the publishers of fake news
may just be newcomers, only have little user context information, even without
social network behavior. In this case, it’s impossible to detect fake news only
relying on construct propagation network based on social context information.

Many content-based classification methods like [18] have been implemented
to the fake news issue, particularly some deep learning frameworks via CNN [7]
or RNN [2], which can encode the text to represent content. However, most
of the frameworks extract features from an overall perspective, seriously losing
structural information about spatial patterns in different positions of the text.
In addition, not all content features are useful and isolated features may not
do much for recognizing fake news. Clearly, the combination of local features in
different positions is more beneficial to distinguish fake news.

2 Related Work

2.1 Fake News Detection

The existing methods can be divided into two categories, content-based and
social context-based methods, and they are often used in combination in actual
operation.

News content is the most intuitive discriminant basis. Because fake news
often has exaggerated or radical emotional overtones [16], there has been some
research work on conflict viewpoints [8] and stance factors [19]. Apart from the
content itself, social contextual information related to the news and publishers [1]
(e.g., number of posts, age of the account, number of friends/followers) can
present a clear description of when the news appears, which is used to give a
verified status for the credibility. Furthermore, one of the main hazards of fake
news lies in its powerful dissemination ability in a social context. As in [8],
the authors propose a credibility propagation network by taking advantage of
the conflicting viewpoints of users. In [13], the authors propose a model that
can capture changes in user characteristics along the propagation path based
on recurrent and convolutional networks. Furthermore, the proposed model in
[14] utilizes a four-layer Graph CNN to fuse content, user profile and activity,
social graph, and news propagation, which has a better performance than using
convolutional networks. However, there are some restrictions for context-based
methods when social context information collected from the publishers is sparse
or limited.

2.2 Text Classification

In essence, fake news detection can be abstracted to the text classification issue
(more specifically, binary classification). Therefore, many NLP-based machine
learning approaches can be applied to solve the fake news issue.
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The core of text classification is how to get a text representation that con-
tains more information. The traditional methods such as K-nearest Neighbor
and Naive Bayes are influenced greatly by the sparsity of features. In recent
years, the neural network is introduced into NLP, particularly the pre-trained
language model, which can construct better-distributed feature representation
with contextual information and model complex relationships within sparse data.
Representative methods are Word2Vec and GloVe. However, both of them can
only generate static word embeddings, which leads to the polysemy problem. To
solve this problem, pre-trained language models such as ELMO [15], GPT [17],
and BERT [3] are designed to dynamically adjust word embedding according to
text context. In addition, due to the powerful effect of CNN and RNN in pro-
cessing sequence data, many text classification methods [4,5] are proposed. The
existing classifiers with good performance are all based on CNN and RNN. We
will use them as the baseline approaches and discuss them in Results Analysis.

3 Our Model

3.1 Character feature representation

The pre-trained language model can not only integrate contextual informa-
tion into each character, the smallest Chinese language unit, through the self-
attention mechanism but also bring prior knowledge from other corpora into the
current task, overcoming the problem of insufficient data. We choose Bert [3]
as the first level of our framework to get the embedding representation for the
characters.

The input is the sum of k-dimensional embeddings: token Et
i , segmentation

Es
i , and position Ep

i :
xi = Et

i ⊕ Es
i ⊕ Ep

i (1)

Given news xi containing L characters, the pre-training Bert can output the
embedding vectors T = [t1, t2, . . . , tL] corresponding to the characters.

3.2 Phrase feature representation

Character is the basic language unit, several adjacent characters can compose a
local feature of the text, particularly for Chinese text, only the word or phrase
with multiple characters has expressive meaning. We set a sliding window across
the vectors t1, t2, t3, . . ..

Assume window size is set to K1 and j-th filter for the convolution operation
is Wj ∈ RK1∗k. For example, a new feature ci,j is generated from the adjacent
characters in the window:

ci,j = f(Wj ◦ t
i:i+K1+1

+ b) (2)

, where t
i:i+K1−1

means the characters from i to i + K1 − 1, f is a nonlinear
function, ◦ is element-wise multiplication and b is a bias term. If we set B filters,



4 Yanqi et al.

the similar operations in the same position can generate B new features that are
arranged as a vector:

ci = (ci,1, ci,2, ci,3, . . . , ci,B) (3)

The sliding window from front to back can produce L−K1+1 vectors, which
can be arranged as matrix C ∈ R(L−K1+1)×B .

C = [c1, c2, c3, . . . , cL−K1+1] (4)

3.3 Sentence feature representation

Because the kernel size of the convolution filter is usually small and only focuses
on the local N-gram, the pooling operation will lead to the loss of position in-
formation. The combination of some local features in different positions will be
possible for finding significant semantic features or spatial patterns to distin-
guish them. Inspired by CapsNet [6], we construct high-level combined feature
representations based on it. The architecture is shown in Fig. 1, including three
layers:
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Fig. 1: The third level of our framework, which uses capsule network to construct
high-level combined feature representation with capsule vectors.

Primary Capsule Layer converts every vector to some d-dimensional cap-
sules by M transformation matrices WP

1 ,WP
2 , · · · ,WP

M ∈ RB×d, j-th capsule pi,j

derived from vector ci is computed as:

pi,j = g
(
WP

j ci + bl

)
(5)

where g is the nonlinear squash function. The same operation on all vectors of
C will collect (L−K1 + 1)×M capsules as tensor P .

Convolutional Capsule Layer sets a K2×M window on P , and learns D
parent capsules based on K2×M child capsules in the window. Suppose shared
transformation matrices WC

1 ,WC
2 , · · · ,WC

D ∈ Rd×d. Given a child capsule ui,
the prediction vector ûj|i for potential parent capsule vj is computed as:

ûj|i = WF
j ui + b̂j|i (6)



HACK: A Hierarchical Model for Fake News Detection 5

, where b̂j|i is the capsule bias term. With the predictions, the dynamic routing
algorithm is used to optimize iteratively how each child is sent to an appropriate
parent. After the window slides to the end, we can have (L−K1 −K2 + 2)×D
parent capsules. See the paper [6] for details of the dynamic routing algorithm.

Fully Connected Capsule Layer flats the parent capsules below into a list
v1,v2, · · · ,v(L−K1−K2+2)×D, which are fed into H final capsules vF

1 ,v
F
2 , · · · ,vF

H

by a fully connected layer. The process is similar to the steps above approach.
Suppose H shared transformation matrices WF

1 , WF
2 , · · · ,WF

H ∈ Rd×d. The
dynamic routing algorithm is used to optimize iteratively how each capsule vi is
sent to the final capsule vF

j . Since recognizing fake news is binary classification,
H is set to 2, corresponding to 2 final capsules. Because of adding squash func-
tion, the length of the output capsule is compressed from 0 to 1, representing
the probability of a category.

Note that as the squash function is used to compress the capsules into (0,1)
interval in dynamic routing, we use the length of the final capsule vF

i to represent
the probability of a category.

4 Experiments

4.1 Datasets

We conduct extensive experiments on 2 benchmark news datasets in Chinese: Bi-
endataFake and CHECKED. The basic statistics of the dataset are summarized
in Table 1.

BiendataFake: This dataset is released by ICT (Institute of Computer Tech-
nology, Chinese Academy of Sciences) and BAAI (Beijing Academy of Artificial
Intelligence), which are published in the competition platform - biendata5.

CHECKED: This dataset is the first Chinese COVID-19 fake news dataset
[20] based on the Weibo platform and we adopt the dataset from on github6.

Table 1: Analysis of statistical information to the news

Dataset Language #item #category

BiendataFake Chinese fake:19,285 real:19,378 total:38,663 2
CHECKED Chinese fake:344 real:1,759 total:2,103 2

4.2 Baselines

In order to comprehensively evaluate the effectiveness of our model, we compare
it with the following baselines:

5 https://www.biendata.xyz/competition/falsenews/
6 https://github.com/cyang03/checked
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TextCNN [10] is a CNN-based neural network model, the core point of CNN
is that it can capture the local correlation of information.

TextRNN [12] is an RNN-based neural network model, due to the ability
of memory function of RNN, TextRNN can tackle long text better.

TextRCNN [11] replaces the convolutional layer with a bidirectional RNN
on the basis of TextCNN.

DPCNN [9] uses the structure of deep word-level CNN for text classification.

Bert [3] is a language model built on a bi-directional Transformer, the first
token of every sequence is used as the feature representation for classification by
a fully connected softmax layer.

BertCNN takes Bert as an embedder and is followed by CNN as a classifier.

BertCNN* is an enhancement we have done based on BertCNN, not only
taking account of max-pooling but also average-pooling. It uses a combination
of the feature representations derived from two kinds of pooling operations for
classification.

4.3 Experimental Results and Analysis

In this section, we investigate whether the classification performance can be
improved by implementing our method. Table 2 shows the experimental results.

As shown in Table 1, the CHECKED has the problem of data imbalance, so
the effect of HACK on CHECKED is not as obvious as that on BiendataFake. Be-
cause the amount of data of biendataFake is much larger than that of CHECKED,
we divide biendataFake in the ratio of 0.1: 0.6: 1, where the division ratio 0.1
is to compare the experimental effect when the amount of data of biendataFake
and CHECKED is similar, 0.6 and 1 are to test whether the model effect will be
affected as the size of data increases.

Table 2 shows that CNN-based models perform better than RNN-based mod-
els on the whole in the fake news issue. The results show that the performances of
RNN-based models are inferior to that of the CNN-based models, which verifies
that CNN-based models are better suited for this issue. Bert, as a transformer-
based model, which is good at integrating text context by self-attention mecha-
nism, when takes it as an embedder and combines it with CNN, it can perform
better. For the structure, BertCNN is similar to TextCNN, but BertCNN makes
significant improvements over the latter, proving that Bert can construct bet-
ter feature representations than the usual word embedding model does. It also
performs better than Bert, proving the advantage of N-gram convolution and
Max-pooling on feature extraction. BertCNN* further improves BertCNN, illus-
trating that Average-Max pooling can tie up with Max-pooling to help abstract
the features. At last, we observe that HACK outperforms all of the above meth-
ods. The comparison results show that instead of the output of a pre-trained
language model or CNN-based feature extraction, a capsule network in the third
level of our framework can better use a combination of local features in different
positions to classify the fake news while preserving spatial information to the
maximum.
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Table 2: Test metrics results of different models on datasets. The best results
are bold and the second-best results are underlined to easily compare.

Models
BiendataFake

p r f1
10% 60% 100% 10% 60% 100% 10% 60% 100%

TextCNN 0.7835 0.8757 0.9057 0.7773 0.8751 0.9043 0.7757 0.8751 0.9043
TextRNN 0.8399 0.8561 0.8860 0.8342 0.8560 0.8816 0.8183 0.8560 0.8814
TextRCNN 0.8415 0.8680 0.8863 0.8360 0.8661 0.8863 0.8206 0.8661 0.8863
DPCNN 0.7992 0.8987 0.9177 0.7962 0.8920 0.9173 0.7959 0.8916 0.9172
Bert 0.8569 0.8724 0.8818 0.8553 0.8656 0.8723 0.8560 0.8689 0.8770
BertCNN 0.8754 0.8809 0.8981 0.8719 0.8755 0.8875 0.8736 0.8781 0.8927
BertCNN* 0.8818 0.8992 0.9130 0.8723 0.8890 0.9038 0.8770 0.8940 0.9083
HACK 0.9261 0.9310 0.9455 0.9179 0.9228 0.9396 0.9219 0.9268 0.9425

Models
CHECKED

p r f1

TextRNN 0.8648 0.8385 0.7721
TextRCNN 0.6901 0.8307 0.7539
DPCNN 0.6944 0.8333 0.7575
Bert 0.8993 0.8854 0.8598
BertCNN 0.7206 0.7142 0.7174
HACK 0.9117 0.8258 0.8452

5 Conclusion

In this paper, we solve the fake news issue by a hierarchical extraction framework,
which can construct high-level features from low-level features. The novelty of
our method is that with the capsule network, the local features can keep their
spatial information by replacing neural nodes with capsule vectors, and the com-
bination of pre-trained language model and capsule network can generate the
sentence-level macroscopic feature representations by encoding spatial patterns.
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