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ABSTRACT
Multi-variate time series (MTS) data is a ubiquitous class of data ab-

straction in the real world. Any instance of MTS is generated from

a hybrid dynamical system with their specific dynamics normally

unknown. The hybrid nature of such a dynamical system is a result

of complex external impacts, which can be summarized as high-

frequency and low-frequency from the temporal view, or global

and local if we take the spatial view. These impacts also determine

the forthcoming development of MTS making them paramount to

capture in a time series forecasting task. However, conventional

methods face intrinsic difficulties in disentangling the components

yielded by each kind of impact from the raw data. To this end,

we propose two kinds of normalization modules – temporal and

spatial normalization – which separately refine the high-frequency

component and the local component underlying the raw data. More-

over, both modules can be readily integrated into canonical deep

learning architectures such as Wavenet and Transformer. Extensive

experiments
1
on three datasets are conducted to illustrate that, with

additional normalization modules, the performance of the canonical

architectures can be enhanced by a large margin in the application

of MTS and achieves state-of-the-art results compared with existing

MTS models.

CCS CONCEPTS
• Information systems → Spatial-temporal systems; • Com-
puting methodologies→ Neural networks.
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1 INTRODUCTION
Time series forecasting is an imperative problem in many industrial

and business applications. For instance, a public transport operator

can allocate sufficient capacity to mitigate the queuing time in a

region in advance, if they have the means to foresee that a particular

region will suffer from a supply shortage in the next couple of hours

[7]. Taking another example, an investor can avoid economic loss

with the assistance of a robo-advisor which is able to predict a

potential market crash [5]. Due to the complex and continuously

fluctuation in impacting factors, real-world time series tends to be

extraordinarily non-stationary, that is, exhibiting diverse dynamics.

For instance, the traffic volume over a road is largely affected by

the road’s condition, location, and the current time and weather

condition. In the case of retailing, the current season, price and

brand serve as determinants for the sales of a merchandise. The

diverse dynamics impose an enormous challenge on time series

forecasting. In this work, we will study multi-variate time series

forecasting, where multiple variables evolve with time.

Traditional time series forecasting algorithms, such as ARIMA

and state space models (SSMs), provide a principled framework

for modeling and learning time series patterns. However, these

algorithms have a rigorous requirement for the stationarity of a time

series, which encounters severe limitation in practical use if most

of the impacting factors are unavailable. With the recent advance

on deep learning techniques, we are now capable of handling the

complex dynamics as a single unit, even without any additional

supplement of impacting factors. Common neural architectures

applied on time series data include recurrent neural network (RNN),

long-short term memory (LSTM) [8], Transformer [12], Wavenet

[23] and temporal convolution networks (TCN) [2].

1.1 Preliminary Analysis
There is a rich quantity of existing works that deals with MTS

forecasting. Nonetheless, little work has identified precisely the

key bottleneck in this kind of problem. Herein, before formally



proposing our solution, we start by systematically analyzing the

problem to obtain greater insight. In real-world circumstances, we

roughly classify an impact imposed on MTS into four classes in

accordance with its activated ranges on the spatial and temporal

dimensions. The four classes are composed of low-frequency local

impact, low-frequency global impact, high-frequency local impact

and high-frequency global impact. Here, "low-frequency" / "high-

frequency" describes the activated range of the impact from the

temporal view, and "global" / "local" describes the activated range

from the spatial view. In particular, "low-frequency" means that

the impact varies smoothly or, in other words, it tends to stay

stable for a relatively long time; "high-frequency" means that the

impact varies drastically; "global" means that the impact imposes

a similar effect on all time series; "local" means that the impact

only affects individual time series, or imposes different effects on

different time series. Although the activated range on either the

temporal or spatial dimension lies in a continuous spectrum, we

consider only these four extreme cases as sufficient to reveal the

essence of MTS. Any measurement of a time series is a mixture of

four components respectively associated with the four classes of

impacts, which can be formulated as follows:

X𝑖,𝑡 = Xlh

𝑖,𝑡X
ll

𝑖,𝑡X
gh

𝑡 Xgl

𝑡 + 𝑐𝑜𝑛𝑠𝑡, (1)

where X𝑖,𝑡 ∈ R is the measurement of the 𝑖th time series on time

𝑡 , Xlh

𝑖,𝑡
∈ R denotes the local high-frequency component, Xll

𝑖,𝑡
∈ R

denotes the local low-frequency component, Xgh

𝑡 ∈ R denotes the

global high-frequency component and Xgl

𝑡 ∈ R denotes the global

low-frequency component. To understand this form of factoriza-

tion more thoroughly, the following real-world example is used as

the showcase. The time series data we present is the evolution of

demand for a shared bike over three selected regions in New York

City, as manifested in Fig. 1. In this example, the time of day serves

as a global high-frequency impact; region identity, including re-

gional population and functionality, serves as a local low-frequency

impact; the day of week serves as a global low-frequency impact.

Local high-frequency impacts are indistinguishable from the raw

data, such as traffic accidents or congestion.
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Figure 1: NYC shared bike demand.

Time series forecasting is based mainly on its recent dynamics

which is composed of contiguous measurements. Formally, the dy-

namics is expressed as a vector

[
X𝑖,𝑡 ,X𝑖,𝑡−1, · · · ,X𝑖,𝑡−𝛿+1

]⊤
, where

𝛿 is the spanning time. However, canonical deep learning archi-

tectures employed in general time series forecasting tasks, such

as LSTM [8], Transformer [12, 24] and Wavenet [23], only cap-

ture the directional information of this vector, which is a special

type of temporal relationship, that results in discarding some in-

formative components. To obtain the specific form of temporal

relationship actually modeled, we presume two postulations which

hold in the majority of real-world problems: (1) the low-frequency

components (including both the global low-frequency and local

low-frequency components) are stable over a given period; (2) the

global high-frequency component well-dominate the local high-

frequency component. Based on the factorization in Eq. (1) along

with these two postulations, it is natural to derive the direction of

the vector from the basis of its constant origin, the entry associated

with historical time 𝑡0 of which is calculated as follows:

X𝑖,𝑡0√∑𝛿−1
𝑡 ′=0 (X𝑖,𝑡−𝑡 ′)2

=
Xlh

𝑖,𝑡0
Xll

𝑖,𝑡0
Xgh

𝑡0
Xgl

𝑡0√∑𝛿−1
𝑡 ′=0 (X

lh

𝑖,𝑡−𝑡 ′)2 (X
ll

𝑖,𝑡−𝑡 ′)2 (X
gh

𝑡−𝑡 ′)2 (X
gl

𝑡−𝑡 ′)2

≈
Xgh

𝑖,𝑡0√∑𝛿−1
𝑡 ′=0 (X

gh

𝑖,𝑡−𝑡 ′)2
, (2)

where the sign of each quantity is omitted for conciseness, as they

do not influence our asserted conclusion. We note that the obtained

directional vector merely accounts for the global high-frequency

component, totally discarding the global low-frequency component,

and its local-low frequency and local high-frequency counterparts.

Discarding the other three components incurs spatial indistin-
guishability and temporal indistinguishability. Spatial indis-
tinguishability means that dynamics yielded by different variables

are not adequately discernible. And temporal indistinguishability

means that dynamics measured at specific times are not substan-

tially discrete. For instance, looking at the three regions in Fig.

1, we consider their dynamics measured between 8pm and 9pm

on different days, so they share the same global high-frequency

element. In Fig. 2a, we plot the measurement at 8pm versus the

measurement at 9pm over the three regions, where the data points

are colored in accordance with their regional identities. Hence, a

cluster of dynamics with the same color shares the identical local

low-frequency component. In Fig. 2b, we only plot measurement

pairs of region A, and separate them based on weekday or weekend.

Here, a cluster of dynamics with the same color share the identical

global low-frequency component. Different clusters of dynamics

are supposed to be distinguishable, as their underlying local low-

frequency components or global low-frequency components are

disparate. However, the cluster-wise relationships (indicated by

the direction of a straight line fitting the intra-cluster data points)

are highly correlated, which signifies either the spatial or the tem-

poral indistinguishability. Such indistinguishability hinders deep

neural networks from perceiving the spatial and temporal differ-

ence. It should be noted that, once the model tunes the fraction

of parameters uniquely responsible for a cluster of dynamics, the

forecast of other clusters will inversely degenerate in reaction to

this action. This makes the current update prone to be counter-

acted by any subsequent updates, as the temporary status is not

even locally optimal. Hence, the ultimate model mainly captures

an average property of these clusters, emanating from the common

global high-frequency component. This outcome also conforms

completely to our deduction in Eq. (2).
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Figure 2: (a) Spatial indistinguishability; (b) Temporal indis-
tinguishability.

1.2 Contributions
To address the above issues, the key is to refine more types of com-

ponents from the original measurement. Thereby relationships that

distinguish dynamics from the spatial view or the temporal view can

be captured. In our work, we propose two kinds of normalization

modules – temporal normalization (TN) and spatial normalization

(SN) – which separately refine the high-frequency and local com-

ponents. Specifically, the high-frequency component assists with

distinguishing dynamics from the spatial view, and the local com-

ponent facilitates differentiating the dynamics from the temporal

view. With distinguishability on space and time, the model is able to

exclusively fit each clusters of samples, especially some long-tailed

samples. Moreover, we show the connection between our method

and other state-of-the-art (SOTA) methods which rely on mutual re-

lationship establishment to distinguish dynamics. We now have two

prominent advantages, apart from the higher prediction accuracy:

(1) the computational cost remains in O(𝑁𝑇 ), rather than scaling

up to O(𝑁 2𝑇 ); (2) the converging speed is faster, as demonstrated

by the experiments conducted.

2 RELATEDWORK
2.1 Time Series Forecasting
Time series forecasting has been studied for decades. Traditional

methods, such as ARIMA, can only learn linear relationship among

different timesteps, which has an inherent deficiency in fitting

many real-world time series data that are highly nonlinear. With

the power of deep learning models, there is recently a large volume

of work in this area that has achieved impressive performance. For

instance, Qin et al. [15] adopt LSTM to capture the nonlinear dy-

namics and long-term dependencies in time series data. However,

the memorizing capacity of LSTM is still restricted, as pointed out

by Zhao et al. [32]. To resolve this issue, Tang et al. [21] create an

external memory to explicitly store some representative patterns

that can be frequently observed in the history, which is able to

effectively guide the forecasting when similar patterns occur. Lai

et al. [11] make use of skip connection to enable the information

transmitting from distant history. Attention mechanism is another

option to deal with the vanishing memory problem [6, 20]. Of

these methods, Transformer is a representative architecture which

consists of only attention operations [24]. To overcome the compu-

tation bottleneck of canonical Transformer, Li et al. [12] propose

a novel mechanism that periodically skips some timesteps when

performing attention. As far as we know, Wavenet [23] and TCN

[2] are currently the most superior choices for modeling long-term

time series data [19, 27, 28].

To tackle MTS, several studies [19, 30] assume that the multi-

variate time series data has a low-rank structure. Another thread of

works [14, 15] leverage the attentionmechanism to learn the correla-

tions among individual time series. Recently, Wu et al. [27] inferred

the inherent structure over the variables derived from self-learned

encodings associated with each variable. The aforementioned meth-

ods make point estimation. Rangapuram et al. [16], Salinas et al.

[17], Wang et al. [25] propose to deliver a confidence interval that

is likely to contain the forthcoming observation.

2.2 Normalization
Normalization has been firstly adopted in deep image processing,

and has fabulously promoted the performance of deep learning

models in nearly all the tasks. There are multiple normalization

methods, such as batch normalization [9], instance normalization

[22] and group normalization [26], each of which is proposed to

address a particular group of computer vision tasks. Of these, in-

stance normalization has the greatest potential to be applied for our

study, which was originally designed for image synthesis owing to

its power to remove style information from the images. Researchers

have found that feature statistics can capture the style of an image,

and the remaining features upon normalizing the statistics are re-

sponsible for the content. Such a separable property enables the

content of an image to be rendered in the style of another image,

which also known as style transfer. The style information in the

image is similar to the scale information in time series. Moreover,

there is another line of work which explores the reason of why

normalization trick facilitates the learning of deep neural networks

[3, 4, 13, 18]. One major discovery of them is that normalization

can increase the rankness of the feature space, or in other words, it

enable the model to extract more diverse features.

3 PRELIMINARIES
In this section, we introduce the definitions and the assumption.

All frequently used notations are reported in Table 1.

Table 1: Notations

Notation Description

𝑁,𝑇𝑖𝑛,𝑇𝑜𝑢𝑡 Number of variables / input steps / output steps.

X ∈ R𝑁×𝑇𝑖𝑛 Input data.

Y ∈ R𝑁×𝑇𝑜𝑢𝑡
Output data.

Z ∈ R𝑁×𝑇𝑖𝑛×𝑑𝑧 Latent data.

Zlh ∈ R𝑁×𝑇𝑖𝑛×𝑑𝑧 Local high-frequency component.

Zll ∈ R𝑁×𝑇𝑖𝑛×𝑑𝑧 Local low-frequency component.

Zgh ∈ R𝑇𝑖𝑛×𝑑𝑧 Global high-frequency component.

Zgl ∈ R𝑇𝑖𝑛×𝑑𝑧 Global low-frequency component.

x, y, z Vector or matrix that represents certain variable.

+, ·, / Element-wise addition / multiplication / division.

i.i.d.

= Two variables are i.i.d..

* Placeholder.



Definition 1 (Time series forecasting). Time series forecasting is

formulated as the following conditional distribution:

𝑃 (Y|X) =
𝑇𝑜𝑢𝑡∏
𝑡=1

𝑃 (Y:,𝑡 |X),

Definition 2 (Time series factorization). Time series factorization

generalizes Eq. (1) into the latent space, which takes the following

form:

Z𝑖,𝑡 = Zlh𝑖,𝑡Z
ll

𝑖,𝑡Z
gh

𝑡 Zgl𝑡 , (3)

where:

Zlh𝑖,𝑡
i.i.d.

= Zlh𝑖,𝑡−1, Z
ll

𝑖,𝑡 ≈ Zll𝑖,𝑡−1, Z
gh

𝑡

i.i.d.

= Zgh
𝑡−1, Z

gl

𝑡 ≈ Zgl
𝑡−1, Z

l*

𝑖,𝑡

i.i.d.

= Zl*𝑗,𝑡 .

Assumption 1. The set of elements of Zlh
𝑖,𝑡
, Zll

𝑖,𝑡
, Zgh𝑡 and Zgl𝑡 are

mutually independent, which is formally written as:

𝑃 (Zll𝑖,𝑡 ,Z
lh
𝑖,𝑡 ,Z

gh
𝑡 ,Zgl𝑡 ) =

𝑑𝑧∏
𝑘=1

𝑃 (Zll
𝑖,𝑡,𝑘

)𝑃 (Zlh
𝑖,𝑡,𝑘

)𝑃 (Zgh
𝑡,𝑘

)𝑃 (Zgl
𝑡,𝑘

) . (4)

4 METHODOLOGY

Skip Connection

Residual Block

Casual Conv

Overall Architecture

t

x

t

x

Historical time series
 ( )

Output
 

Input

1 1 Conv

Residual Block

Residual Block

Spatial
Normalization

Temporal
Normalization

ST-Norm

DIlated Causal
Conv

tanh

1  1 Conv

Residual

ReLU

||

Temporal Pool

Figure 3: Overall architecture, where we just draw two
residual blocks for illustration, but multiple blocks can
be stacked layer by layer. +, × and | | respectively denote
element-wise addition, element-wise multiplication and
concatenation

We display the overview of the architecture being leveraged in

our work in Fig. 3. Some key variables with their shapes are labeled

at their corresponding positions along the computation path. Gen-

erally, our framework follows a structure similar to Wavenet[2],

except that we add both spatial normalization and temporal nor-

malization modules which together are abbreviated as ST-Norm or

STN.

Figure 4: Dilated Causal Convolution.

4.1 Dilated Causal Convolution
In this section, we briefly introduce dilated causal convolution

where the filter is applied with skipping values. For a 1-D signal

z ∈ R𝑇 and a filter 𝑓 : {0, . . . , 𝑘 − 1} → R, the causal convolution
on element 𝑡 is defined as follows:

𝐹 (𝑡) = (z ∗ 𝑓 ) (𝑡) =
𝑘−1∑
𝑖=0

𝑓 (𝑖) · z𝑡−𝑖 . (5)

This formula can be easily generalized for multi-dimension signal

but we omit its general form here for brevity. Moreover, padding

(zero or replicate) with size of 𝑘 − 1 is appended to the left tail

of the signal to ensure length consistency. We can stack multiple

causal convolution layers to obtain a larger receptive field for each

element.

One shortcoming of using causal convolution is that either the

kernel size or the number of layers increases in a linear manner

with the range of the receptive field, and the linear relationship

causes an explosion of parameters when modeling long history.

Pooling is a natural choice to address this issue, but it sacrifices the

order information presented in the signal. To this end, dilated causal

convolution is leveraged, a form which supports the exponential

expansion of the receptive field. The formal computing process is

written as:

𝐹 (𝑡) = (z ∗𝑑 𝑓 ) (𝑡) =
𝑘−1∑
𝑖=0

𝑓 (𝑖) · z𝑡−𝑑 ·𝑖 , (6)

where 𝑑 is the dilation factor. Normally, 𝑑 increases exponentially

w.r.t. the depth of the network (i.e., 2
𝑙
at level 𝑙 of the network). If

𝑑 is 1 (2
0
), then the dilated convolution operator ∗𝑑 reduces to a

regular convolution operator ∗.

4.2 Temporal Normalization
Temporal normalization (TN) aims to refine the high-frequency

components – both global and local – from the hybrid signal. Here,

for conciseness, we introduce two notations to individually summa-

rize high-frequency components and low-frequency components,

which are expressed as:

Zhigh
𝑖,𝑡

= Zlh𝑖,𝑡Z
gh

𝑡 , Zlow𝑖,𝑡 = Zll𝑖,𝑡Z
gl

𝑡 .

The applicability of TN is based on a reasonable assumption that

the changing rates of low-frequency components are much slower

than those of the high-frequency components. Or more technically,

each low-frequency component approximately equals a constant

over a period. Under this assumption, we are can apply TN on time

series without the additional supplement of features characterizing

the frequency. Such characteristic is well-suitable for an ample



number of real-world problems, where the specific frequency is not

available.

We start with expanding Zhigh
𝑖,𝑡

to obtain a desirable form whose

distinct quantities can be derived from data:

Zhigh
𝑖,𝑡

=

Zhigh
𝑖,𝑡

− 𝐸

(
Zhigh
𝑖,𝑡

���𝑖)
𝜎

(
Zhigh
𝑖,𝑡

���𝑖) + 𝜖

𝜎

(
Zhigh
𝑖,𝑡

���𝑖) + 𝐸

(
Zhigh
𝑖,𝑡

���𝑖)

=

Zhigh
𝑖,𝑡

Zlow
𝑖,𝑡

− Zlow
𝑖,𝑡

𝐸

(
Zhigh
𝑖,𝑡

���𝑖)
Zlow
𝑖,𝑡

𝜎

(
Zhigh
𝑖,𝑡

���𝑖) + 𝜖

𝜎

(
Zhigh
𝑖,𝑡

���𝑖) + 𝐸

(
Zhigh
𝑖,𝑡

���𝑖)

=

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
(±)𝜎

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
+ 𝜖

𝜎

(
Zhigh
𝑖,𝑡

���𝑖) + 𝐸

(
Zhigh
𝑖,𝑡

���𝑖)

=

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
𝜎

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
+ 𝜖

(
(±)𝜎

(
Zhigh
𝑖,𝑡

���𝑖)) + 𝐸

(
Zhigh
𝑖,𝑡

���𝑖) , (7)
where 𝜖 is a small constant to preserve numerical stability; Z𝑖,𝑡
is observable; 𝐸

(
Zhigh
𝑖,𝑡

���𝑖) and (±)𝜎
(
Zhigh
𝑖,𝑡

���𝑖) are mean and stan-

dard deviation (plus or minus) of the high-frequency impact on the

𝑖th time series over time, which can be approximated by a pair of

learnable vectors 𝛾
high

𝑖
and 𝛽

high

𝑖
with the size of 𝑑𝑧 . To estimate

𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
and 𝜎

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
can be estimated as follows un-

der Def. 2 and Assumption 1:

𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

)
≈ 1

𝛿

𝛿∑
𝑡 ′=1

Zhigh
𝑖,𝑡−𝑡 ′+1Z

low

𝑖,𝑡

≈ 1

𝛿

𝛿∑
𝑡 ′=1

Zhigh
𝑖,𝑡−𝑡 ′+1Z

low

𝑖,𝑡−𝑡 ′+1

=
1

𝛿

𝛿∑
𝑡 ′=1

Z𝑖,𝑡−𝑡 ′+1 (8)

𝜎2
(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

)
= 𝐸

[(
Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

))
2

����Zlow𝑖,𝑡 , 𝑖

]
≈ 1

𝛿

𝛿∑
𝑡 ′=1

(
Zhigh
𝑖,𝑡−𝑡 ′+1Z

low

𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

))
2

≈ 1

𝛿

𝛿∑
𝑡 ′=1

(
Zhigh
𝑖,𝑡−𝑡 ′+1Z

low

𝑖,𝑡−𝑡 ′+1 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

))
2

=
1

𝛿

𝛿∑
𝑡 ′=1

(
Z𝑖,𝑡−𝑡 ′+1 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡 , 𝑖

))
2

, (9)

where 𝛿 is a period during which the low-frequency component

approximately remains to be a constant. In our work, for simplicity,

we let 𝛿 equal to the number of input time steps. By substituting the

estimations of the four unobservable variables into Eq. (7), we are

able to obtain the representation of the high-frequency component:

Zhigh
𝑖,𝑡

=

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
𝜎

(
Z𝑖,𝑡

���Zlow𝑖,𝑡
, 𝑖

)
+ 𝜖

𝛾
high

𝑖
+ 𝛽

high

𝑖
(10)

Noticeably, TN has a close relationship with instance normal-

ization (IN) for image data [22], where style plays the role of a

low-frequency component and content serves as a high-frequency

component. The novelty of our work is that we trace the origin of

TN under the context of MTS, and deduce TN step-by-step from its

origin.

4.3 Spatial Normalization
The objective of spatial normalization (SN) is to refine local com-

ponents, composed of the local high-frequency component and

the local low-frequency component. To achieve this objective, the

primary task is first to eliminate global components, resulted from

global impacts such as time of day, day of week and weather condi-

tion, etc. We also introduce two notations to summarize local and

global components:

Zglobal𝑡 = Zgh𝑡 Zgl𝑡 , Z
local

𝑖,𝑡 = Zlh𝑖,𝑡Z
ll

𝑖,𝑡 .

Likewise, the applicability of SN is based on the assumption that

the global impacts impose similar effects on all time series. For

instance, in Fig. 1, there are common upward trends over the three

regions with similar increasing rates when moving from 8am to

9am. Here, we need to clarify that we do not require the global

impacts to strictly exert the same influence on each time series.

Those effects that are not evenly observed on each time series could

be complemented by the defined local component.

We firstly expand Zlocal
𝑖,𝑡

to an expression where each term can be

approximated from data or be assigned with learnable parameters:

Zlocal𝑖,𝑡 =

Zlocal
𝑖,𝑡

− 𝐸

(
Zlocal
𝑖,𝑡

���𝑡 )
𝜎

(
Zlocal
𝑖,𝑡

���𝑡 ) + 𝜖

𝜎

(
Zlocal𝑖,𝑡

���𝑡 ) + 𝐸

(
Zlocal𝑖,𝑡

���𝑡 )

=

Zlocal
𝑖,𝑡

Zglobal𝑡 − Zglobal𝑡 𝐸

(
Zlocal
𝑖,𝑡

���𝑡 )
Zglobal𝑡 𝜎

(
Zlocal
𝑖,𝑡

���𝑡 ) + 𝜖

𝜎

(
Zlocal𝑖,𝑡

���𝑡 ) + 𝐸

(
Zlocal𝑖,𝑡

���𝑡 )

=

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
(±)𝜎

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
+ 𝜖

𝜎

(
Zlocal𝑖,𝑡

���𝑡 ) + 𝐸

(
Zlocal𝑖,𝑡

���𝑡 )

=

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
𝜎

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
+ 𝜖

(
(±)𝜎

(
Zlocal𝑖,𝑡

���𝑡 )) + 𝐸

(
Zlocal𝑖,𝑡

���𝑡 )
(11)

where Z𝑖,𝑡 is directly observable; (±)𝜎
(
Zlocal
𝑖,𝑡

���𝑡 ) and 𝐸

(
Zlocal
𝑖,𝑡

���𝑡 )
are approximated by two learnable vectors

2 𝛾 local and 𝛽 local; the

estimation of 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
and 𝜎

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
can be derived

2
Each time would possess the identical prior distribution if dynamic laws, such as

periodicity, is unknown.



from data in the following ways under Def. 2 and Assumption 1:

𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
≈ 1

𝑁

𝑁∑
𝑗=1

Zlocal𝑗,𝑡 Zglobal𝑡

=
1

𝑁

𝑁∑
𝑗=1

Z𝑗,𝑡 (12)

𝜎2
(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
= 𝐸

[(
Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

))
2

����Zglobal𝑡 , 𝑡

]
≈ 1

𝑁

𝑁∑
𝑗=1

(
Zlocal𝑗,𝑡 Zglobal𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

))
2

=
1

𝑁

𝑁∑
𝑗=1

(
Z𝑗,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

))
2

(13)

By substituting the approximations of the four unobservable vari-

ables into Eq. (11), we are able to obtain the composite representa-

tion of the local components:

Zlocal𝑖,𝑡 =

Z𝑖,𝑡 − 𝐸

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
𝜎

(
Z𝑖,𝑡

���Zglobal𝑡 , 𝑡

)
+ 𝜖

𝛾 local + 𝛽 local (14)

SN is a counterpart of TN in the spatial domain, where high-

frequency components act as local components, and low-frequency

components correspond to global components. By distilling the

local or high-frequency components from the original signal, the

model can capture fine-grained variation, which is extraordinarily

instrumental in time series forecasting.

4.4 Forecasting and Learning
We let Z(𝐿) ∈ R𝑁𝑙×𝑇𝑖𝑛×𝑑𝑧

denote the output from the last resid-

ual block, where each row z(𝐿) ∈ R𝑇𝑖𝑛×𝑑𝑧 represents a variable.

Then, we employ a temporal pooling block to perform temporal

aggregation for each variable. Several types of pooling operations

can be applied, such as max pooling and mean pooling, depending

on the problem being studied. In our case, we select the vector in

the most recent time slot as the pooling result, which is treated as

the representation of the entire signal. Finally, we make a separate

prediction for each variable, based on the obtained representation

by a shared fully connected layer.

In the learning phase, our objective is to minimize the mean

squared error between the predicted values and ground truth values.

In addition, we use the Adam optimizer [10] to optimize this target.

4.5 Discussion
To illustrate how TN and SN reframe the feature space, we apply

them over the raw input data, and examine whether they mitigate

the issues we raise in Fig. 2. We plot the original quantity versus the

temporally normalized quantity in Fig. 5a, and the original quantity

versus the spatially normalized quantity in Fig. 5b. It is apparent

that the pairwise relationship between the original quantity and

the temporally normalized quantity separates different regions, and

the pairwise relationship between the original quantity and the

spatially normalized quantity separates different days.
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Figure 5: Relationships produced by the three operations.

A few SOTA approaches [1, 27, 28] propose to establish a mutual

relationship between different time series in order to refine the local

component. In essence, they contrast a pair of time series which

share the same global components over time, thereby allowing the

local component of individual time series to be highlighted. For

instance, we contrast the three time series in Fig. 1 with a single

time series (regarded as an anchor), which results in a pairwise

relationship reflecting the identity of each time series as shown

in Fig. 5c. However, the eligible anchors are often unknown, and

different time series may need to be paired with different anchors.

To automatically identify the anchor for each time series, these

methods employ a graph-learning module to explore every possible

pair of time series. Their computational complexity is O(𝑇𝑁 2).
Unlike other approaches proposed in this area, the normalization

modules involved in our method only require O(𝑇𝑁 ) operations.

5 EVALUATION
In this section, we conduct extensive experiments on three common

datasets to validate the effectiveness of ST-Norm from different

aspects.

5.1 Experimental Setting
5.1.1 Datasets. We validate ourmodel on three real-world datasets,

including BikeNYC, PeMSD7 and Electricity. The statistics regard-

ing each dataset as well as the corresponding settings of the de-

signed task are reported in Table 6. More details can be found in

Appendix A.1. We standardize the values in each dataset to facilitate

training and transform them back to the original scale in the testing

phase.

5.1.2 Network Setting. We add an instance normalization (IN) mod-

ule [22] in parallel with SN and TN as another complement
3
. The

batch size is 4, and the input length of the batch sample is 16. For

the Wavenet backbone, the layer number is set to 4, the kernel size

of each DCC component is 2, and the associated dilation rate is 2
𝑖
,

where 𝑖 is the index of the layer (counting from 0). Such settings

collectively enable the output from Wavenet to perceive 16 input

steps. The number of hidden channels 𝑑𝑧 in each DCC is 16. We

apply zero-padding on the left tail of the input to enable the length

of the output from DCC to equal to 16 as well. The learning rate of

the Adam optimizer is 0.0001.

3
The implementation can be found in our code.



5.1.3 Evaluation Metrics. We validate our model by root mean

squared error (RMSE), mean absolute error (MAE) and mean abso-

lute percentage error (MAPE). We repeat the experiment ten times

for each model on each dataset and report the mean of the results.

5.2 Baseline Models
• MTGNN [27]. MTGNN constructs inter-variate relation-

ships by introducing a graph-learning module. Specifically,

the graph learning module connects each hub node with its

top k nearest neighbors in a defined metric space. MTGNN’s

backbone architecture for temporal modeling is Wavenet.

• GraphWavenet [28]. The architecture of GraphWavenet is

like MTGNN. The major difference is that the former derives

a soft graph where each pair of nodes has a continuous

probability of being connected.

• AGCRN [1]. AGCRN also equips with a graph-learningmod-

ule to establish inter-variate relationship. Furthermore, it

uses a personalized RNN to model the temporal relationship

for each time series.

• Transformer [12]. This model captures the long-term de-

pendencies in time series data through using an attention

mechanism, where the keys and queries are yielded by causal

convolution over local context to model segment-level cor-

relation.

• LSTNet [11]. There are two components in LSTNet: one is

a conventional autoregressive model, and the other is an

LSTM with an additional skip connection over the temporal

dimension.

• TCN. [2] The architecture of TCN is like Wavenet, except

that the nonlinear transformation in each residual block is

made up of two rectified linear units (ReLU).

We also test the performance of TCN and Transformer incor-

porating STN, where STN is similarly applied before the causal

convolution operation in each layer.

5.3 Experiment Results

Table 2: Performance on the BikeNYC dataset

Models

1 hour 2 hour 3 hour

MAPE MAE RMSE MAPE MAE RMSE MAPE MAE RMSE

LSTNet 19.6% 2.55 5.35 21.1% 2.77 6.04 22.6% 2.99 6.63

AGCRN 17.3% 2.34 4.76 18.7% 2.56 5.51 20.3% 2.77 6.07

Graph Wavenet 18.0% 2.39 4.78 19.4% 2.65 5.53 20.8% 2.86 6.05

MTGNN 19.0% 2.55 5.05 21.1% 2.88 6.00 22.9% 3.13 6.61

Transformer 22.8% 2.98 6.16 27.1% 3.66 7.88 29.7% 4.12 8.95

Transformer + STN 17.7% 2.36 4.75 19.1% 2.57 5.51 20.7% 2.78 6.09

TCN 22.4% 2.90 5.98 26.4% 3.57 7.66 29.1% 4.07 8.76

TCN + STN 16.8% 2.30 4.51 18.6% 2.55 5.34 20.4% 2.77 5.92

Wavenet 22.1% 2.86 5.92 26.3% 3.52 7.58 29.0% 3.97 8.68

Wavenet + STN 16.9% 2.23 4.48 18.3% 2.47 5.28 20.1% 2.68 5.88
Improvements +2.8% +4.7% +5.8% +2.1% +3.5% +4.1% +0.9% +3.2% +2.8%

The experimental results on the BikeNYC, PeMSD7 and Electric-

ity datasets are separately reported in Table 2, Table 3 and Table

4. The improvements achieved by Wavenet + STN over the best

benchmarks are recorded in the last row of each table.

It is obvious that Wavenet + STN achieves SOTA results over

almost all horizons on BikeNYC, PeMSD7 and Electricity data. The

reason is that we refine the high-frequency components from both

the temporal view and the spatial view, which are generally over-

looked by baseline models. Next, we reveal the cause of Wavenet +

Table 3: Performance on the PeMSD7 dataset.

Models

30 min 60 min 90 min

MAPE MAE RMSE MAPE MAE RMSE MAPE MAE RMSE

LSTNet 8.10% 3.88 6.52 8.43% 4.01 6.71 9.06% 4.30 7.12

AGCRN 4.87% 2.34 4.24 6.48% 3.07 5.58 7.27% 3.43 6.19

Graph Wavenet 4.90% 2.33 4.25 6.77% 3.19 5.69 7.57% 3.57 6.25

MTGNN 5.18% 2.46 4.48 7.61% 3.57 6.31 9.03% 4.25 7.26

Transformer 5.82% 2.75 5.03 9.31% 4.34 7.51 11.8% 5.49 9.02

Transformer + STN 4.86% 2.33 4.26 6.50% 3.08 5.65 7.33% 3.48 6.31

TCN 5.80% 2.75 4.97 9.44% 4.43 7.53 12.0% 5.61 9.06

TCN + STN 4.91% 2.34 4.22 6.42% 3.04 5.51 7.12% 3.38 6.05

Wavenet 5.50% 2.61 4.80 8.75% 4.10 7.20 11.0% 5.16 8.61

Wavenet + STN 4.71% 2.25 4.12 6.23% 2.95 5.48 6.97% 3.29 6.01
Improvements +3.2% +3.4% +3.0% +3.8% +3.9% +1.7% +4.1% +4.0% +2.9%

Table 4: Performance on the Electricity dataset.

Models

1 hour 2 hour 3 hour

MAPE MAE RMSE MAPE MAE RMSE MAPE MAE RMSE

LSTNet 22.4% 31.1 61.2 23.0% 31.8 62.6 24.8% 33.8 66.8

AGCRN 12.2% 17.1 36.3 16.1% 22.3 49.1 19.1% 26.0 56.6

Graph Wavenet 10.9% 15.9 34.9 15.8% 22.4 49.9 19.1% 26.5 57.7

MTGNN 11.1% 15.8 32.5 16.0% 22.2 46.3 19.6% 26.5 54.6

Transformer 11.2% 16.6 36.3 17.6% 25.4 53.7 22.2% 31.8 65.0

Transformer + STN 13.2% 17.4 35.9 17.7% 23.5 48.8 21.2% 27.9 58.0

TCN 11.1% 16.3 35.5 17.3% 25.0 52.4 21.5% 30.7 62.0

TCN + STN 13.2% 16.7 31.7 16.5% 21.5 42.8 20.1% 25.4 50.9

Wavenet 10.8% 15.8 33.3 16.8% 23.8 49.5 21.1% 29.5 60.3

Wavenet + STN 12.0% 15.6 30.9 15.1% 20.1 42.2 17.1% 23.0 49.2
Improvements -11.0% +1.2% +4.9% +4.4% +9.4% +8.8% +10.4% +11.5% +9.8%

STN’s under-performance on the electricity dataset over the first

horizon with respect to MAPE. As shown in Fig. 9b, electricity data

follows a long-tailed distribution – there is a certain portion of

quantities exceeding a relatively high level. Recall that the opti-

mization targets minimizing mean squared error, which means that

more weights are placed on large errors. Moreover, every sample

is treated equivalently in the estimation of global statistics. There-

fore, the model can fit long-tailed samples better, but at the cost of

degrading the fitness on normal samples.

We also display the process of loss convergence in Appendix

A.2. It shows that with the additional STN module, the converging

speeds of the models are accelerated by a large margin, faster than

that of nearly all baseline models.

5.4 Ablation Study

Table 5: Ablation Study

GSTN STN Graph TN SN Vanilla

B

RMSE 5.18 5.21 5,46 5.63 6.37 7.40

MAE 2.45 2.47 2.63 2.64 2.99 3.44

MAPE 18.4% 18.7% 19.4% 19.8% 22.6% 25.8%

P

RMSE 5.16 5.22 5.40 5.35 6.12 6.87

MAE 2.77 2.83 3.03 2.90 3.47 3.96

MAPE 5.86% 5.97% 6.41% 6.08% 7.41% 8.43%

E

RMSE 38.9 40.8 47.5 44.1 45.9 47.9

MAE 18.9 19.6 21.6 21.4 22.6 23.1

MAPE 14.4% 14.7% 15.3% 16.2% 16.7% 15.9%

To validate the effectiveness of SN and TN, we design several

variants as follows. We also investigate whether a graph-learning

module complements STN by testing a variant containing them

both. As all the variants contain the standard Wavenet backbone,

we omit Wavenet in the name for brevity.

• GSTN. STN with an adaptive graph learning module as in

Graph Wavenet.

• Graph. Graph Wavenet.

• SN. Wavenet with SN module.

• TN. Wavenet with TN module.



We evaluate these variants on all the three datasets and report

the overall results in Table 5. It is evident that both of SN and

TN contribute to the enhancement. Moreover, with an adaptive

graph-learning module, the performance of STN rises marginally.

We can conclude that STN largely substitutes and surpasses the

graph-learning module.

5.5 Hyper-parameter Analysis
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Figure 6: Hyper-parameter analysis.

We further study the effect of different settings of the hyper-

parameters in the proposedmodules. There are four hyper-parameters

to be manually set by practitioners, consisting of the dimension

of hidden channels 𝑑𝑧 , the number of historical steps input to the

model, the kernel size of DCC and the batch size. The study results

are reported in Fig. 6, from which we are able to draw a major con-

clusion: STN not only boosts the performance, but also increases

the stability of the performance under different hyper-parameter

settings.

5.6 Case Study
The time series data we leveraged for the case study is BikeNYC.

For each of SN and TN, we examine three representative regions at

specified times to reflect what the module extracts from data. We

collect the intermediate representations output from the two nor-

malization modules installed in the top residual block and compress

them via t-SNE for the sake of visualization. For comparison, we

also examine their associated input representations, each of which

is a concatenation of raw measurements. Next, we will discuss

separately the outcomes of the two modules in details.

5.6.1 Spatial Normalization. SN removes the global component

Zglobal𝑡 from the original measurement, while retaining the local

component Zlocal
𝑖,𝑡

. In Fig. 7a, we display the demand evolution dur-

ing a given period over the three investigated regions. We can

observe that the three regions have similar evolution patterns, espe-

cially regions B and C. The representations concatenated by original

measurements are plotted in Fig. 7b, and the intermediate repre-

sentations output from SN are plotted in Fig. 7c. We can observe
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Figure 7: Case study on SN.
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Figure 8: Case study on TN.

that SN completely rearranges the representations in accordance

with its regional identity. This observation demonstrates that the

low-frequency parts in the local components are roughly invari-

ant within the group belonging to the same region. This coincides

with our understanding that some regional attributes, such as the

population and the functionality, are stable over time.

5.6.2 Temporal Normalization. TN attempts to eliminate the low-

frequency component Zlow
𝑖,𝑡

, while highlighting the high-frequency

component Zhigh
𝑖,𝑡

. To reflect the characteristics of the representa-

tions output from TN, we take another D into consideration, as

shown in Fig. 8a. Noticeably, the magnitude of the demand over

region D is substantially smaller than those over regions A or B.

Here, we account for three different times in a day, consisting of

1am, 8am and 12pm. Likewise, the input representations are plotted

in Fig. 8b, and the intermediate representations in Fig. 8c. As shown



in Fig. 8b, instances belonging to region D are mixed up without

separation between different times, which signifies that the model

will struggle to differentiate the times those instances occurred. By

contrast, TN mitigates this issue as it forms clusters of the instances

with the same occurrence time.

6 CONCLUSION
In this work, we introduce a novel way to factorize MTS data.

Following factorization, we propose temporal normalization and

spatial normalization, which respectively refine the high-frequency

component and the local component from the MTS data. The ex-

perimental results show the effectiveness and efficiency of these

two modules.
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A APPENDIX
A.1 Data

Table 6: Dataset statistics.

Tasks Electricity PeMSD7 BikeNYC
Start time 10/1/2014 5/1/2012 4/1/2014

End time 12/31/2014 6/30/2012 9/30/2014

Sample rate 1 hour 30 minutes 1 hour

# Timesteps 2184 2112 4392

# Variate 336 228 128

Training size 1848 1632 3912

Validation size 168 240 240

Testing size 168 240 240

Output length 3 3 3

In Table 6, statistics of the datasets are reported. More details

regarding the datasets are introduced below.

• PeMSD7 [29]. The data is collected from Caltrans Perfor-

manceMeasurement System (PeMS) by sensor stations, which

are deployed to monitor traffic speed across the major met-

ropolitan areas of the California state highway system. We

further aggregate the data to 30-minute interval by average

pooling.

• Electricity
4
. The original dataset contains the electricity con-

sumption of 370 points/clients, from which 34 outlier points

that contain extreme values are removed. Moreover, we cal-

culate the hourly average consumption for each point, and

take it as the time series being modeled.

• BikeNYC [31]. Each time series in this dataset denotes the

aggregate demand for shared bikes over a region in New York

City. We do not consider the spatial relationship presented

in the PeMSD7 and BikeNYC data, since our objective is to

study the temporal patterns.

Furthermore, we display the data distribution and several exem-

plar time series in Fig. 9 to gain more insights from each dataset.

We can observe that each of the three types of data lays in a wide

range of scale, and exhibits periodicity to some extent. However,

their evolving patterns are entirely different where the electricity

time series shows the greatest diversity.

A.2 Loss Convergence

4
https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014

(a) PeMSD7.

(b) Electricity.

(c) BikeNYC.

Figure 9: For each (a), (b) and (c), the left figure shows the
probability density function of observed values aggregated
from all variables at all time steps, and the right figure dis-
plays some sample time series.
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(c) Electricity

Figure 10: Loss convergence.
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