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Preference Net: Image Recognition using Ranking Reduction to Classification
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Accuracy and computational cost are the main challenges of deep neural networks in image recognition. This paper proposes an
efficient ranking reduction to binary classification approach using a new feed-forward network and feature selection based on ranking
the image pixels. Preference net (PN ) is a novel deep ranking learning approach based on Preference Neural Network (PNN ), which
uses new ranking objective function and positive smooth staircase (PSS) activation function to accelerate the image pixels’ ranking.
PN has a new type of weighted kernel based on spearman ranking correlation instead of convolution to build the features matrix.
The PN employs multiple kernels that have different sizes to partial rank image pixels’ in order to find the best features sequence.
PN consists of multiple PNN s’ have shared output layer. Each ranker kernel has a separate PNN. The output results are converted to
classification accuracy using the score function. PN has promising results comparing to the latest deep learning (DL) networks using
the weighted average ensemble of each PN models for each kernel on CFAR-10 and Mnist-Fashion datasets in terms of accuracy and
less computational cost.
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I INTRODUCTION

Deep Learning (DL) is the learning to extract high-level and complex abstractions of data through a hierarchical learning
process. DL succeeded in big data fields such as Image recognition and natural language processing (NLP) by learning
the selection of the best features [44, 48]. While many studies have successfully used deep learning for classification
problems, the main learning challenge is choosing the network architecture and structure in terms of nodes’ numbers
and hidden layers. (Autoencoder [47], Convolutional Deep Belief Network (CDBN ) [59], Convolutional Neural Network
(CNN ), Deep Belief Network (DBN ) [23], Deep Boltzmann Machine (DBM) [43], Long short-term Memory Network
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(LSTM) [55, 58], Recurrent Neural Network (RNN ) [33], and Restricted Boltzmann Machine (RBM) [5]) are the main
deep learning approaches used in deep learning.

In computer vision, the convolutions architectures is dominant in DL by using a variation of CNN-like architectures
[21, 32, 34, 49].Some architectures replaced the convolutions entirely [33, 55, 58]. However, these models have succeeded
in image classification; they have not yet been scaled effectively on big-size images and use specialized attention
patterns. Therefore, in large-scale image recognition, classic ResNet like architectures are still state-of-the -art [14, 38].
Therefore, kernel computation and scaling are still fixed and specialized to certain images type.

Label ranking (LR) is one of challenging categories of Preference learning (PL) that gained importance in information
retrieval by search engines [3, 10]. Unlike the common problems of regression and classification, LR involves predicting
the relationship between multiple label orders. For a given instance x from the instance space 𝑥 , there is a label L
associated with x, L ∈ 𝜋 , where 𝜋 = {_1, .., _𝑛}, and n is the number of labels. LR is an extension of multi-class
and multi-label classification, where each instance x is assigned an ordering of all the class labels in the set L. This
ordering gives the ranking of the labels for the given x object. This ordering can be represented by a permutation
set 𝜋 = {1, 2, · · · , 𝑛}. The label order has the following three features. irreflexive where _𝑎 ⊁ _𝑎 ,transitive where
(_𝑎 ≻ _𝑏 ) ∧ (_𝑏 ≻ _𝑐 ) =⇒ _𝑎 ≻ _𝑐 and asymmetric _𝑎 ≻ _𝑏 =⇒ _𝑏 ⊁ _𝑎 . Label preference takes one of two forms,
strict and non-strict order. The strict label order (_𝑎 ≻ _𝑏 ≻ _𝑐 ≻ _𝑑 ) can be represented as 𝜋 = (1, 2, 3, 4) and for
non-restricted total order 𝜋 = (_𝑎 ≻ _𝑏 ≃ _𝑐 ≻ _𝑑 ) can be represented as 𝜋 = (1, 2, 2, 3), where 𝑎, 𝑏, 𝑐, 𝑎𝑛𝑑, 𝑑 are the
label indexes and _𝑎, _𝑏 , _𝑐 and _𝑑 are the ranking values of these labels.

For the non-continuous permutation space, The order is represented by the relations mentioned earlier and the ⊥
incomparability binary relation. For example the partial order _𝑎 ≻ _𝑏 ≻ _𝑑 can be represented as 𝜋 = (1, 2, 0, 3) where
0 represents an incomparable relation since _𝑐 is not comparable to (_𝑎, _𝑏 , _𝑑 ).

Various LR methods have been introduced in recent years [60], such as decomposition-based methods, statistical
methods, similarity, and ensemble-based methods. decomposition methods include pairwise comparison [17, 18], log-
linear models and constraint classification [20]. The pairwise approach introduced by Hüllermeier [11] divides the
LR problem into several binary classification problems in order to predict the pairs of labels _𝑖 ≻ _ 𝑗 or _ 𝑗 ≺ _𝑖 for
an input x. Statistical methods includes decision trees [19], instance-based methods (Plackett-Luce) [7] and Gaussian
mixture model [40] based approaches. For example, Mihajlo uses Gaussian mixture models to learn soft pairwise label
preferences [40].

Using ranking to minimize classification loss was introduced by kotlowski [29] by measuring the regret function of
the classifier and the ranker where regret is the difference between the loss of learning compared to the best alternative
method. Ailon [2] confirmed that it is hard to reach faultless ranking of all preference labels. Also, Balcan, Ailon,
Abdulrahman, and Mamman [1, 6] proposed different robust approaches to reduce the ranking for better classification.
The artificial neural network (ANN ) for ranking was first introduced as (RankNet) by Burge to solve the problem of
object ranking for sorting web documents by a search engine [8]. Rank net uses gradient descent and probabilistic
ranking cost function for each object pair. The multilayer perceptron for label ranking (MLP-LR) [42] employs a network
architecture using a sigmoid activation function to calculate the error between the actual and expected values of the
output labels. However, It uses a local approach to minimize the individual error per output neuron by subtracting
the actual - predicted value and using Kendall error as a global approach. Neither direction uses a ranking objective
function in backpropagation (BP) nor learning steps.

A multi-valued activation function has been proposed by Aizenberg [4] using convex shape to support multi-values
and complex numbers neural network. In addition, Moraga [41] introduced a similar function to design networks
Manuscript submitted to ACM
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for realizing any multivalued function; however, Moraga used exponential function derivative did not give promising
results in the PNN implementation using the ranking objective function in FF and backpropagation (BP) steps.

Preference neural network (PNN ) was introduced by Elgharabawy [13] as the first ANN for ranking using spearman
objective function and new smooth staircase (SS) activation function designed to accelerate the ranking by producing
multi preference values [13]. The deep neural network (DNN ) is introduced for object ranking to solve document
retrieval problems [50]. RankNet [8], RankBoost [16], and Lambda MART [52], and deep pairwise label ranking models
[26], are convolution neural Network (CNN ) approaches for the vector representation of the query and document-based.
CNN is used for image retrieval [37] and label classification [25].

The CNN mentioned above, and their variants have some issues that can be broadly summarized into:

1) Partial detection as CNN kernel detects small size features such as edges with kernels that occupy only tens or
hundreds of pixels. Thus, it ignores the relationship between different parts of the whole image in large images.
For example, CNN detects the image edges in the human face by combining features (the mouth, two eyes, the
face oval, and a nose) with a high probability to classify the subject without learning the relationship between
these features of CNN with several layers

2) Slowing in computational performance due to CNN several layers.
3) Challenging in detecting object Under different angels, backgrounds, lighting conditions.

The proposed PN has several advantages over existing CNN classification approaches.

1) Simplifying the calculation based on the difference of pixel values of greyscale images.
2) Enhancing the predictive probability and accelerate the ranking convergence rate using new PS activation

function over existing sigmoid, Relu and Softmax due to the step shape to produce almost discrete multi-values
from 0 to 𝑛 where 𝑛 is the number of ranked labels.

3) Speeding the computational calculation of single epoch due to PN 5 layers.
4) Boosting the accuracy, sensitivity, and image classification results by pixels’ ranking and reducing the ranking

output to classification using score function.

Section II explains the PN components (Activation functions, Objective function, and network structure).

II PN COMPONENTS

II.I Positive Smooth Staircase (PSS)

PSS is the positive part of the SS function that was introduced in SGPNN [13]. PSS is a non-linear and monotonic
activation function, positive smooth staircase (PSS) is represented as a bounded smooth staircase function starts from
x=0 to∞. Thus, it is not geometrically symmetrical around the 𝑦-axis as shown in Fig. 1. PSS is a polynomial of multiple
tanh functions and is therefore differentiable and continuous. The function squashes the output neurons values during
the FF into finite multiple integer values. These values represents the preference values from {0 to n} where 0 represent
the incomparable relation ⊥ and values from 1 to n. The activation function is given in Eq. I. PSS is scaled by increasing
the step width𝑤

𝑦 = −1
2

( 𝑛∑︁
𝑖=0

tanh(−100(𝑥 −𝑤𝑖))
)
+ 𝑛
2 (I)

Where 𝑛 is number of output labels, w is the step width.
Manuscript submitted to ACM
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Fig. I. PSS activation function where 𝑛 = 3 and step width 𝑤 = 1

II.II Ranking Loss Function

Two main error functions have been used for label ranking; kendall 𝜏 [28] and spearman 𝜌 [45]. However, the kendall 𝜏
function lacks continuity and differentiability. Therefore, The spearman 𝜌 correlation coefficient is used to measure the
ranking between output labels. spearman 𝜌 error derivative is used as a gradient ascent process for BP, and correlation
is used as a ranking evaluation function for convergence stopping criteria. 𝜏𝐴𝑣𝑔 is the average 𝜏 per label divided by
the number of instances𝑚, as shown in line 8 of Algorithm 1. spearman 𝜌 measures the relative ranking correlation
between actual and expected values instead of using the absolute difference of root means square error (RMS) because
gradient descent of RMS may not reduce the ranking error. For example, 𝜋1 = (1, 2.1, 2.2) and 𝜋2 = (1, 2.2, 2.1), have a
low RMS = 0.081 but a low ranking correlation 𝜌 = 0.5 and 𝜏 = 0.3.

Fig IX shows the comparison between the initial ranker network and PN ; the ranker network uses kendall 𝜏 in
which has lower performance as a stopping criterion compared to PN spearman because the stopping criteria are based
on the RMS per iteration; however, PN uses spearman for both ranking step and stopping criteria.

The spearman error function is represented by Eq.II

𝜌 = 1 −
6
∑𝑚
𝑖=1 (𝑦𝑖 − 𝑦𝑡𝑖 )2

𝑚(𝑚2 − 1)
(II)

where𝑦𝑖 ,𝑦𝑡𝑖 , 𝑖 and𝑚 represent rank output value, expected rank value, label index and number of instances, respectively.

II.III Preference Neuron

Preference Neuron are a multi-valued neurons uses a PSS, that is the positive part of the SS activation function introduced
by subgroup preference neural network [13] as an activation function. PSS function has a single output; however, PN
output is graphically drawn by 𝑛 number of arrows links that represent the multi-deterministic values. The PN in the
middle layer connects to only 𝑛 output neurons 𝑠𝑡𝑝 = 𝑛 + 1; where 𝑠𝑡𝑝 is the number of PSS steps. The PN in output
layer represents the preference value. The middle and output PN s produce a preference value from 0 to ∞ as illustrated
in Fig. I.

II.IV Preference Neural Network

The PNN is fully connected to multiple-valued neurons and a single-hidden layer proposed by ELgharabawy [12, 13].
The input layer represents the number of features per data instance. The hidden neurons are equal to or greater than
Manuscript submitted to ACM
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Preference Neuron

_𝑛 = 𝜑4
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Fig. II. The structure of preference neuron where 𝜑𝑛=4.

the number of output neurons, 𝐻𝑛 ≥ L𝑛 , to reach error convergence after a finite number of iterations. The output
layer represents the label indexes as neurons, where the labels are displayed in a fixed order, as shown in Fig. III.
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Fig. III. Architecture of Preference Neural Network (PNN)

Section III describes the data preprocessing steps, feature selections.

III PN STRUCTURE AND PROCESSING

The paper approach converts the multi-class classification problem into a multi-label ranking problem in two steps.

1) Converting Label Classification into Label Ranking:
By converting the multi class vector to binary categorical class labels i.e: for class 1,2,3,..,10 and 4 are presented
as ranked labels (2, 1, 1, .. , 1) for class label 1 and (1, 1, .. , 1, 2) for class label 10.

2) Converting Ranking Results into Binary Classification: using ranking reduction into classification by scorer
function 𝑠 :→ R. For output labels to choose the max value 𝑓𝑠 = 𝑀𝑎𝑥 (_) for the binary classification that has
𝑐 : X → {±1}. PN reranked the final results using the score function by choosing the highest preference value as
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the class label. The binary ranking is used to calculate the image classification accuracy, sensitivity and specificity.
For example, The final PN results of 10 labels are (2, 1.5, 1, 1.7, 1, 1, 0, 1, 0) which has 𝜌 =0.5, then the binary
ranking is (2, 1, .. , 1) which increase the 𝜌 =1 correlated to class categorical output (1, 0, 0, 0, 0, 0, 0, 0, 0, 0).

III.I Image Prepossessing

III.I.I Greyscale Conversion. Data scaling as red, green and blue (RGB) colours is not considered for ranking because
PN measures the preference values between pixels. Thus, The image is converted from RGB colour to Greyscale.

III.I.II Pixels’ Ranking. The image pixels are ranked by flatten the image and rank the pixels values from 0-255 to 1-156
as illustrated in Fig. IV from (a) to (b) in this step we rank subset of the data by ranking window part of pixels’ image
by Ranking the image from 𝜋 = {_1, .., _𝑚 } to 𝜋 = {_1, .., _𝑘 } where the maximum greyscale value _𝑚 = 255 and _𝑘 is
the maximum ranked pixel value as illustrated in Fig. IV (c).

0 2 10 5 95 1
8 10 140 2 68 3
138 3 255 240 6 54
53 155 1 255 64 195
5 4 56 167 230 42
0 65 2 94 69 12

1 3 9 6 20 2
8 9 22 3 17 4
21 4 28 27 7 13
12 23 2 28 15 25
6 5 14 24 26 11
1 16 3 19 18 10

6 9 2
5 4 7
1 8 3

28 X 28
0-255

(a)

28 X 28
1-156

(b)

1-23

3 X 3
1-9

(c)

Fig. IV. Image pixel ranking for each flattened window.

III.I.III Pixel Averaging. Ranking image pixels have an almost low ranking correlation due to noise, scaling, light, and
object movement; therefore, window averaging is proposed by calculating the mean of pixel values of the small flattened
window size of 2x2 of 4 pixels as shown in Fig. VIII. The overall image 𝜌 of pixels increased from 0.216 to 0.79 in (a) and
(b), from 0.137 to 0.75 for noisy images in (c) and (d), and scaled images from -0.18 to 0.71 in (e) and (f).

The two approaches, Pixel ranking and Averaging, has been tested on two sample images of remote sensing and
faces images to detect the similarity, and it shows high ranking correlations using different window size as shown in
Fig VI. It detects the high correlation by starting from the large window size = image size. It reduces the size and scan
until it reaches the highest correlation.

III.II Feature Extraction

This paper proposes a new approach for feature selection based on data preference values by ranking the pixels instead
of CNN convolution. The features are based on ranking computational space. Therefore, the kernel window size is
considered a factor for feature selection.
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𝜌 = 0.216 𝜌 = 0.79

(a)

𝜌 = 0.137

(b)

𝜌 = 0.75

(c)

𝜌 = −0.18

(e)

(d)

𝜌 = 0.71

(f)

Fig. V. Sample of moving objects in (a) and (b) without and with averaging by window 2x2. The ranking of two flattened images are
𝜌 = 0.216 and 0.79 in (a) and (b), respectively. Sample of moving noisy object in (c) and (d) without and with image averaging by a
window of 2x2. The ranking of two flattened images are 𝜌 = 0.137 and 0.75 in (c) and (d) respectively. and 𝜌 = −0.18 and 0.71 of
scaled circle in (e) and (f), respectively.

𝜌 = 0.84𝜌 = 0.81𝜌 = 0.6

Fig. VI. Detecting the similarity in remote sensing and face recognition by ranking the image pixels after averaging the pixels using a
2x2 window.

III.II.I Window Pixels’ Ranking. For each scanned window in the image, the flatten ranked vector is ranked before
measuring the 𝜌 with the ranker kernel. the Fig. IV shows the window size 3X3 range from _𝑘1 = 23 to _𝑘2 = 9.
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Ranking the pixel reduces the data margin, so it reduces the computational complexity.

III.II.II Weighted Ranker Kernel. The kernel weights are randomly initialized from -0.05 to 0.05 learns the features by
BP the weights. The partial change in the kernel 𝑑𝐾𝑤 is by differentiating the spearman correlation as in Eq. III

𝑑𝐾𝑤 = 2 · 𝐼𝑚𝑔 − 𝑑𝜌 · 𝑛
3 − 𝑛
−6 (III)

Where 𝐼𝑚𝑔 is the original image matrix, and 𝑑𝜌 is the differentiating the spearman.
Different kernel sizes could be used. However, we propose multiple kernels for big images’ size. We use three different

kernels to capture the relations between different features in the image.

III.II.III Max Pooling. PN uses the max. pooling approach to reduce the features map’s size and select the highest
correlation values to feed to the PNN.

III.III PN Structure

PN is the deep learning structure of PNN for image classification. It consists of five layers; a ranking features map, a
max. pooling and three PNN layers. PN has one or multiple different sizes of PNN s connected by one output layer. Each
PNN has PSS where 𝜑𝑛=2 for binary ranking to map the classification. The number of output neurons is the number of
classes. PN have one or more ranker kernels with different sizes; Each kernel has one corresponding PNN as shown in
Fig VII. PN uses the weighted kernel ranking to scan the image and extract the features map of spearman correlation
values of the kernel with the scanned ranked image window as 𝜌 (𝜋𝑘 , 𝜋𝑤) where 𝜋𝑘 is the kernel preference values and
𝜋𝑤 is the scanned window image preference values. Each kernel scans the image by one step and creates a spearman

features list. Max. Pooling is used to minimize the feature map used as input to PNN. Small size kernels are used for
an image that does not have observed similarity as CFAR-10, where one object has different shapes. i.e., truck. The
three kernels (8, 10, 20) are used in classification of Mnist data set [35]. Three kernels with sizes (6, 7, 8) are used for
CFAR-10 [30].

Table I represents a comparison between CNN and PN in terms of components. Table I shows a brief comparison
between CNN and PN.

Table I. Comparison between CNN and PN.

Type CNN PN
Activation Fun. fun. * PSS

Kernel convolution spearman 𝜌
Pooling avg.,max. max
Layer multiple single

Gradient Descent Ascent
Objective Fun. rms 𝜌

Stopping Criteria. rms 𝜌

*conventional fun.: relu,logistic, sigmoid, tanh, gaussian, softmax, maxout.
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IV ALGORITHMS

IV.I Kernel size

The ranker kernel window size is chosen according to the highest correlation between two images of the same class.
The kernel scans the two images and calculates 𝜌 , and the number of flattening windows has correlation exceeds 0.8
and 0.6. the number of kernels is from 3 to 5 kernels. The Mnist dataset kernel size is chosen according to the table II

IV.II Baseline Algorithm

Algorithm 1 represents the three functions of the network learning process; feed-forward (FF ), BP, and updating weights.
Algorithm 2 represents the learning flow of PN. Algorithm 3 represents the simplified BP function in two steps.

Algorithm 1: PNN learning flow
Data: D ∈ {𝑥1, 𝑥2, . . . , 𝑥𝑑 }
Result: 𝜋 ∈ {_𝑦1, . . . , _𝑦𝑛}

1 Randomly initialize weights 𝜔𝑖, 𝑗 ∈ {−0.05, 0.05}
2 repeat
3 forall ⟨𝑥𝑖 , 𝜋𝑖 ⟩ ∈ D do
4 𝑎𝑖 |𝑙−1 =

∑𝑚
𝑖=1 𝜑

(
𝑎𝑖 · 𝜔𝑖

)
|𝑛 // FF

5 PNN BP()
6 𝜔𝑖𝑛𝑒𝑤 = 𝜔𝑖𝑜𝑙𝑑 − [ · 𝛿𝑖 //UW
7 until 𝜌𝐴𝑣𝑔 = 1 or #𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 ≥ 106;

IV.III Complexity Analysis

IV.III.I Time Complexity.

• FF time complexity corresponds to FF of middle and output layers, and𝑚 and 𝑛 are number of nodes in the
middle and output layers.𝑊𝑚 and𝑊𝑜 are weighted matrix and 𝑆𝑆𝑡 is the activation function of number of
instances 𝑡 . The time complexity in Eq. IV

𝒪 (𝑚 · 𝑜 · 𝑡) (IV)

• BB starts with calculating the error of output layer 𝐸𝑜𝑡 = 𝜌 ′𝑜 𝐷𝑒𝑙𝑡𝑎𝑜 = 𝐸𝑜𝑡 · 𝑆𝑆 ′ and 𝐷𝑒𝑙𝑡𝑎𝑚 = 𝐸𝑚𝑡 · 𝑆𝑆 ′ then UW

𝑊𝑚 =𝑊𝑚 − 𝐷𝑒𝑙𝑡𝑎𝑚 (V)

This time complexity is then multiplied by the number of epochs 𝑛

𝒪 (𝑛 ·𝑚 · 𝑜 · 𝑡) (VI)

IV.III.II Input Neurons. The number of PN input neurons is represented by Eq. VII

#𝐼𝑛𝑝𝑢𝑡 = (𝐼𝑚𝑔𝑊 − 𝐾𝑊 + 1) · (𝐼𝑚𝑔𝐻 − 𝐾𝐻 + 1) (VII)

where 𝐾𝑊 is kernel width and 𝐾𝐻 is kernel height.
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Algorithm 2: PN Learning flow
8 Converting image to greyscale
9 Flattening image

10 Image pixel ranking
11 2D Image
12 Pixel averaging by a 2X2 window
13 Flattening image
14 Select one/more kernel sizes.
15 Random init. Kernel 𝐾𝜔𝑥,𝑦 ∈ {−0.05, 0.05}
16 Random init. PNN 𝜔𝑖, 𝑗 ∈ {−0.05, 0.05}
17 repeat
18 2D Image
19 Scanned window pixel ranking 𝐼𝑚𝑔𝑤
20 Compute 𝜌 (𝐼𝑚𝑔𝑤 , 𝐾𝑤) feature map
21 Max. Pooling.
22 Flattening image
23 PNN FF()
24 PNN BP()
25 PNN UW()
26 Max. Pooling BP()
27 Ranker kernel BP and UW()
28 until 𝜌𝐴𝑣𝑔 = 1 or #𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 ≥ 106;

Algorithm 3: PNN BP
29 Step 1: for each pn𝑖 in Output layer do
30 𝐸𝑟𝑟 𝑖 = 𝜌 = −6 · (2𝑦𝑡𝑖−𝑦𝑖 )

𝑚 (𝑚2−1) //spearman error
31 𝛿𝑖 = 𝐸𝑟𝑟 · 𝜑′
32 Step 2: for each pn𝑖 in middle layer do
33 𝐸𝑟𝑟 𝑖 =

∑𝑚
𝑘=0 𝜔𝑘 · 𝛿𝑘

34 𝛿𝑖 = 𝐸𝑟𝑟 · 𝜑′

Table II. The number of window Correlated of two images in Fig. VIII (a) of class 3 ofMnist dataset by using image averaging 2x2 and
4x4 window using different window size from 3x3 to 28x28.

Win.Size 4 5 6 7 8 9 10 11 12 13 14 15 16

#
w
in
. 𝜌>0.95(2) 737 419 233 134 79 46 22 9 4 1 0 0 0

𝜌>0.95(4) 2625 1997 1276 872 503 286 163 78 38 21 7 3 0
𝜌>0.6(2) 20176 18982 16706 14003 11424 9388 7681 6100 4681 3538 2673 118 19

V NETWORK EVALUATION

This section evaluates the PNN against different activation functions and architectures. All weights are initialized = 0 to
compare activation functions and A and B have the same initialized random weights to evaluate the structure.
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Fig. VII. The PN structure has three kernels and three PNNs where 𝜑𝑛=2, 𝑓1𝑖𝑛 = 16, 𝑓2𝑖𝑛 = 81, 𝑓3𝑖𝑛 = 169 and _𝑜𝑢𝑡 = 15, per
⟨𝑥1, 𝜋1 ⟩,𝜋 ∈ {_1, _2, _3 · · · , _15}.

V..I Multiple Kernel Evaluation. Increasing the number of ranker kernel increase the rate of convergence and reaches
up to three kernels to a stable rate as shown in Fig. IX.

V..II Dropout Regularization. Dropout is applied as a regularization approach to enhance the PNN ranking stability
by reducing over-fitting. We drop out the weights that have a probability of less than 0.5. these dropped weights are
removed from FF, BP, and updating weight steps. The gap between the training model and ten-fold cross-validation
curves has been reduced using dropout regularization using hyperparameters (l.r.=0.05, h.n.=100) on the Mnist data set.
The dropout technique is used with all the data ranking results in the next section.

The following section is the evaluation of ranking experiments using image recognition benchmark data sets.
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𝜌 = 0.5 𝜌 = 0.64 Avg. 2x2

(a)

𝜌 = 0.79

(b)

𝜌 = 0.89 Avg. 2x2

(c)

𝜌 = 0.71

(e)

(d)

𝜌 = 0.1 Avg. 2x2

(f)

Fig. VIII. Image averaging using image width window size applied in Mnist , Mnist-Fashion and Cifar10 datasets in (a),(c), and (e) and
the images after averaging using 2X2 in (b), (d), (f) in order to choose the best kernel windows by searching for the best correlation
for all window sizes

VI EXPERIMENTS

This section describes the classification benchmark data sets, the results using PN , and a comparison with existing
classification methods.

VI.I Data sets

PN is evaluated using Mnist [36], Fashion-Mnist [53], and CIFAR-10 [30] data sets.

VI.I.I Mnist. It consists of hand-written digits and is the most commonly used dataset within the deep learning
community. The dataset is trivial to learn and simple to reach good performance [36]. It is included in the experiment
for algorithm completeness of benchmarks.

VI.I.II Mnist-Fashion. is a rather new dataset with different classes of clothing and is a drop-in replacement for
MNIST [54]. It is harder but has the same size, input dimension, and number of classes as Mnist.

VI.I.III CIFAR-10. The CIFAR-10 dataset contains 60,000 32x32 color images in 10 different classes. [31]. The 10 different
classes represent airplanes, cars, birds, cats, deer, dogs, frogs, horses, ships, and trucks. There are 6,000 images of each
class.
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0.2

0.4
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0.8

1

iterations

spearman 𝜌

one kernel
two kernels
three kernels
four kernels
five kernels

Fig. IX. Comparison between the number of ranker kernels used in PN; one kernel (15X15) , two kernels (15X15 and 20X20), three
kernels (15X15, 20X20 and 25X25),four kernels (10X10, 15X15, 20X20 and 25X25), five kernels (5X5, 10X10, 15X15, 20X20 and 25X25) for
training 10 images of Mnist dataset where image size is 28X28. as shown by increasing number of kernels the performance is reached
to a stable convergence rate doesn’t reach faultless ranking 𝜌 = 1.0 as mentioned by Ailon [2].

Testing Data

PNPNPN

Model 1Model 2

Chunk 1Chunk 2Chunk n

Model n

Training Data

Result 2Result n Result 1Wn x W1 xW2 x

Fig. X. weighted ensemble average models flow of the image classification using PNs parallel processing for each chunk of training
data.
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(a)

(b)

Fig. XI. ROC evaluation of 500 images of Mnist in the first 50 epochs using PN output ranking in (a). The output ranking after ranking
score applied for ranking reduction in (b) where ranking 1 and 2 using the score and inverse of score function 𝑓𝑠2 = 𝑀𝑎𝑥 (_) and
𝑓𝑠1 = 𝑛𝑜𝑡𝑀𝑎𝑥 (_)

VI.II Results

VI.II.I Ensemble weighted models. The results are extracted using ensemble-weighted average models. This approach is
executed by dividing the training dataset (50,000) images into a small chunk of data 1000 images and running a parallel
process for each chunk on PN and getting the model and validation results for each mode as shown in Fig. X. According
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to the validation result, the weight is determined, then testing data 20,000 are executed on fifty models, the average
weight is taken of the 50 models to determine the final result.

VI.II.II Output Ranking Results. In terms of ranking, the output of PN almost barely reaches 𝜌=0.85; however, applying
binary ranking on the final results increases the classification accuracy and sensitivity before and after using cost
function in (a) and (b), respectively, which exceeds the state-of-the-art in Mnist, Mnist-fashion, and CIFAR-10 as shown
in table III.

VI.II.III Image Classification Results. PN has 3 kernel sizes is tested on the CFAR-10 [30], Fashion-MNIST data set [53]
and Mnist as shown in Table III. Table IV shows the results compared to other convolutions networks.

Table III. PN results on datasets(Mnist, Mnist-Fashion, and CIFAR-10) where The accuracy and sensitivity before and after applying
score function.

DS Mnist Mnist-Fashion CIFAR-10
window avg. 2x2 2x2 -

kernels 8,10,20 6,8,10 6,7,8
h.n. 100,100,100 100,100,100 150,150,150

Epochs 200 500 1000
Acc.-before-score 0.75 0.71 0.632
Acc.-after-score 0.974 0.9316 0.9083
Sens.-before-score 0.654 0.71 0.782
Sens.-after-score 0.954 0.912 0.906

Table IV. Comparison of classification on CIFAR-10 [30] and Fashion-Mnist data set [53] Data sets using different convolution
models

DS Model Baseline

M
N
IS
T

CapsNet [39] 97.22
MCDNN [9] 99.26
SpinalNet [27] 98.73

PrefNet 97.4

Fa
sh
io
n-
M
N
IS
T DARTS [46] 0.96

SAM [15] 0.951
Wide-ResNet [56] 0.955

PrefNet 0.9316

CI
FA

R-
10

ResNet [22] 92.22
WRN [57] 96.26
Dense [24] 93.73
PrefNet 90.83

VI.III Computational Platform

PNN and PN are implemented from scratch without the Tensorflow API at the University of Technology Sydney
High-Performance Computing cluster based on Linux RedHat 7.7.
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VI.IV Discussion and Future Work

This paper confirms that it hardly detects a complete ranking set of data where 𝜌 = 1. However, using initial ranking to
solve classification is a promising step in terms of computational cost and reach stable results in validation and testing,
then using cost function to boost the accuracy to outperform some other approaches. It can be noticed from table IV
that PN is performing better than CapsNet [39] and. Different types of architectures of PN could be used to enhance the
results to reach state-of-the-art in terms of image recognition.

The superiority of PN is using a new type of weighted kernel in pixels’ ranking correlation and creating spearman
correlation features matrix as a new feature selection to be a novel approach for deep label ranking for image recognition.

VII CONCLUSION

This paper proposed a novel method to rank a complete multi-label space in output labels and features extraction in
both simple and deep learning. PN are native ranker networks for image classification and label ranking problems that
use PSS to rank the multi-label per instance. This neural network’s novelty uses a new kernel mechanism based on
correlation instead of convolution. However, the ranking results hardly reach 0.9, which requires the score function to
increase the accuracy by reducing the ranking to classification. This approach takes less computational time with a
single middle layer. It is indexing multi-labels as output neurons with preference values. The neuron output structure
can be mapped to an integer ranking value. PN is implemented using python programming language, and activation
functions are modeled using wolframe Mathematica software [51].
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