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ABSTRACT Money laundering has been a global issue for decades, which is one of the major threat
for economy and society. Government, regulatory and financial institutions are combating it together in
their respective capacity, however still billions of dollars in fines by authorities make the headlines in the
news. High-speed internet services have enabled financial institutions to deliver better customer experience
through multi-channel engagements, which has led to exponential growth in transactions and new avenues
for laundering the money for fraudsters. Literature shows the usage of statistical methods, data mining and
Machine Learning (ML) techniques for money laundering detection, but limited research on Deep Learning
(DL) techniques, primarily due to lack of model interpretability and explainability of the decisions made.
Several studies are conducted on application of ML for Anti-Money Laundering (AML), and Explainable
Artificial Intelligence (XAI) techniques in general, but lacks the study on usage of DL techniques together
with XAI. This paper aims to review the current state-of-the-art literature on DL together with XAI for
identifying suspicious money laundering transactions and identify future research areas. Key findings of the
review are, researchers have preferred variants of Convolutional Neural Networks, and AutoEncoder; graph
deep learning together with natural language processing is emerging as an important technology for AML;
XAI use is not seen in AML domain; 51%MLmethods used in AML are non-interpretable, 58% studies used
sample of old real data; key challenges for researchers are access to recent real transaction data and scarcity
of labelled training data; and data being highly imbalanced. Future research directions are, application of
XAI techniques to bring-out explainability, graph deep learning using natural language processing (NLP),
unsupervised and reinforcement learning to handle lack of labelled data; and joint research programs between
research community and industry to benefit from domain knowledge and controlled access to data.

INDEX TERMS Money laundering, machine learning, deep learning, explainable AI, suspicious transaction.

I. INTRODUCTION
Money laundering and terrorismfinancing has been one of the
major threat to the integrity of international financial system
since last five decades [1]. The United Nations Office on
Drugs and Crime (UNODC) estimates the amount of money
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laundered every year is approximately 2 – 5% of global GDP
which amounts to $800bn - $2 trillion [2] and it is one of
the biggest threat for the global economy and its security [3].
To fight against finance crime, many countries have laid strin-
gent Anti-Money Laundering/Counter-Terrorism Financing
(AML/CTF) policies for organizations who deal in cash, bul-
lion, cryptocurrencies and financial transactions, for exam-
ple AML/CTF act 2006 in Australia [4], Bank Secrecy Act
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1970 in USA [5]. The regulatory requires these organizations
to deploy effective controls to monitor and report cash trans-
actions beyond threshold values, International Fund Transfer
Instructions (IFTIs), suspicious transactions of any kind and
many more [2].

There have been several cases where financial institutions
are penalized for not maintaining effective controls. In 2009,
Credit Suisse Group of Switzerland was fined $536 mil-
lion [6], in the same year Lloyds Banking Group of UK was
fined $350 million [7]. In 2012, HSBC was fined by US
authorities a sum of $1.9bn in a settlement over money laun-
dering [8], in the same year ING Bank group of Netherlands
was fined a penalty of $619 million for enabling launderers
to illegally move billions of dollars through US banking
system [9]. In 2017, Commonwealth Bank of Australia was
ordered to pay the penalty of $700 million under AML/CTF
act [10]. In 2019, 58 AML penalties handed out globally
totaling $8.14bn, which is double the amount of penalty that
was handed out in 2018 [11]. Very recently, in 2020, West-
pac Bank of Australia was ordered to pay record-breaking
$1.3 billion fine for breaching countries AML/CTF law [12].
By looking at the penalties handed over to various financial
institutes until today, it indicates that the existing systems and
controls are inadequate and ineffective to fight against the
finance crime.

To combat the finance crime and comply with anti-money
laundering requirements, traditionally banks have been using
rule-based AML systems [13], which helps to identify
cash transactions beyond threshold values, international fund
transfers and suspicious transactions. These systems detect
the suspicious transactions based on the predefined rules
and raise the alerts. Compliance officer investigates these
alerts and if it is found to be positive, a Suspicious Matter
Report (SMR) is prepared and submitted to regulatory to
ensure compliance reporting. The false positive rate of these
alerts is estimated over 98% [14], which results in a huge
operational cost to banks. Due to recent advancement in com-
munication and technology, many banking services are made
available to customers through different online channels. This
has caused an explosion in a number of transactions. Due
to the increase in transactions and continuously changing
regulatory landscape, staying ahead of finance crime and
compliance risk has become more complex and expensive
than ever before for financial institutions.

By realizing the complexity, volume of the transactions and
the success of artificial intelligence in other fields to improve
operational efficiency and prediction accuracy, few banks
have started putting in the efforts to automate the data and
time-intensive tasks using Artificial Intelligence/Machine
Learning (AI/ML) technologies [15] for detection of suspi-
cious transactions. There is always a trade-off between model
accuracy and interpretability while selecting a machine learn-
ing model. The black-box models such as neural networks,
gradient boosting models can predict highly accurate results
however often lags on interpretability hence it is difficult
to explain the rationale behind the decisions made. On the

other hand, the white-box models such as decision tree, lin-
ear regression are highly interpretable and easier to explain
the decisions made by models, but provide less accurate
results. Usually black-box models are chosen considering the
high accuracy expectation in suspicious transaction detection,
however the lack of transparency on how decisions are made
by these models to conclude a transaction is suspicious; and
a mandatory ask by regulators to provide rationale of transac-
tion being suspicious, is posing an impediment for adoption
of AI/ML technology in finance crime units in financial
institutes [16].

Considering the continuous increase in transactions,
changing fraud patterns and regulatory landscape, a robust
end-to-end framework utilizing AI/ML is required which can
help, to accurately detect the suspicious money laundering
transaction by reducing the false positives and generate the
human interpretable explanation for the decisions made by
ML. Having such a framework will not only increase the
efficiency in AML operations but also reduce operational cost
that goes into investigation of false positive alerts [15], [17].
It will also help the banks to manage the compliance risk
and keep the brand reputations intact. The explanations of
the ML decisions will help build the trust in the system,
which can also be accepted as an effective AML control by
regulators [18].

The solutions to detect the money laundering pattern
have been evolving from statistical methods, data min-
ing [19], [20] and ML [13], [21] to DL [22], [23]. There
are several review papers in literature that demonstrates the
application of these methods for detecting suspicious trans-
actions [3], [13], [20], [21], [24]–[29], however lacks the
focused review on deep learning techniques or XAI tech-
niques in the same domain.

The objective of this paper is to review the existing litera-
ture published on DL and XAI methods to detect suspicious
money laundering transactions in financial institutions.

II. BACKGROUND
Money laundering is a criminal activity used to disguise
the source of illegally obtained money and make them
appear legitimate in the system. Typically, money laundering
involves 3 steps [30], (i) the first step is ‘‘placement’’ where
cash is introduced in the financial system, (ii) the second step
is ‘‘layering’’ where the complex financial transactions are
performed to disguise the illegal source of the cash and; (iii)
the third step is ‘‘integration’’ where the benefits are acquired
from the transactions of illegal funds. The best step to identify
a suspicious transaction is a placement step, because beyond
the first step it becomes complex to trace the transactions
since the transactions are layered within and/or outside of the
bank purview.

In the context of money laundering, banks are obliged to
monitor the transactions to detect the suspicious activities,
investigate it, and report the same to regulatory to ensure
compliance with AML/CTF policy. Effective AML systems,
controls, practices are critical to manage the compliance risk.
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FIGURE 1. Anti-money laundering process.

FIGURE 1 represents a conceptual process followed in
financial institutions for transaction monitoring, suspicious
transaction detection and reporting the same to regulatory.
It is evident that the suspicious transaction detection is a
multi-step classification problem, because the confidence
level of transaction being suspicious is built upon the investi-
gation performed at each step from Alert to SMR and beyond
the purview of financial institution. The decision of transac-
tion being suspicious goes through 4 steps–(i) alert gener-
ation system (mostly automation), (ii) manual investigation
at financial institution, (iii) investigation at FIUs, and (iv)
the proceeds at court. Considering the efforts involved by
various parties (Bank, FIU and Law&Enforcement agencies)

it is important to get the detection of suspicious transaction
correct to reduce the efforts. The whole scenario being highly
sensitive and confidential in nature, the true suspicious trans-
action data is extremely difficult to find.

III. RESEARCH METHODOLOGY
A review followed a standard 3 step review process described
by Kitchenham and Charters [31]–Plan, Conduct and Report.
Literature search is done using the combinations of the
following keywords - ‘‘money laundering’’, ‘‘suspicious
transaction’’, ‘‘anti-money laundering’’, ‘‘deep learning’’,
‘‘machine learning’’, ‘‘data mining’’, ‘‘statist∗’’, ‘‘explain-
able AI’’ and ‘‘XAI’’. The papers were segregated based
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on the relevance to main topic and most relevant papers
considered for review. The review focused on identifying the
application of deep learning techniques for money laundering
detection, reviewing the methods including machine learning
to know if they are interpretable or not, identify if any explain-
able AI techniques are applied where non-interpretable meth-
ods are used and present the type of data used during model
training and evaluations. Study also brought in the view-
point of key review papers on ‘‘Machine Learning tech-
niques on AML’’ and ‘‘Explainable AI techniques’’ subject
from literature. Further paper discussed the findings, assess-
ment and reported the key challenges and constraints for
researchers, barriers for AI/ML adoption in AML domain.
Finally, the paper concluded by identifying the state-of-art
deep learning along with XAI techniques usage in AML
domain, challenges and future research directions.

A. AIM AND RESEARCH QUESTIONS
The key motivation for this work is, literature on money laun-
dering detection shows the usage of statistical methods, data
mining and machine learning techniques but lacks the focus
on deep learning methods; interpretability of the methods
is important from AML domain perspective but there isn’t
any comprehensive study that provides the details on current
state of interpretability of the research published so far and
the application of state-of-the-art XAI techniques in AML
domain.

Hence the objectives of this review paper are - to iden-
tify the deep learning techniques applied in money launder-
ing domain, determine the interpretability of the research
published so far, identify the XAI techniques applied in
AML domain to bring out the explainability; and answer the
following questions:

• Is there an adequate research in data mining or machine
learning to put it in practice?

• What DL methods are proposed to identify suspicious
money laundering transactions?

• What XAI techniques are proposed to explain the deci-
sions made by DL methods?

• Are the proposed methods trained, tested and validated
on real data or synthetic data?

• Are there any evidences that shows the proposed meth-
ods are applied in the industry?

B. SEARCH AND SELECTION PROCESS
The TABLE I below describes the combinations of keywords
(money laundering, anti-money laundering, suspicious trans-
action, explainable AI, XAI, machine learning, deep learning,
statist∗) used to search for papers from Scopus library. The
keyword search criteria was, ‘‘Search within: Article title,
Abstract, Keywords’’ on Scopus library. Only published and
peer-reviewed articles are considered for further review.

After skimming through the list of papers found in search
results, the same was classified in 6 categories as shown in
TABLE 2.

TABLE 1. Search queries and results.

TABLE 2. Literature classification.

Out of total 198 papers, 27 papers were found as a duplicate
due to different queries, hence they are excluded. Another
27 papers are found as non-relevant to money laundering
topic hence they are excluded. 13 papers found on finance
crime topic in general, few are referred to establish the context
as necessary. 19 review papers are found and are consid-
ered for discussions. 35 papers are found which are relevant
to finance domain such as fraud but not related to money
laundering, hence they excluded. 77 papers found that are
directly related to money laundering that includes detection
of suspicious money laundering transactions, patterns, and
groups, they are considered for further review.

The information from the following category was used to
establish the context. These papers are searched separately
through independent sources including UTS library, internet
and websites specific to organizations.

• Regulatory and industry–policy documents describing
the compliance requirement, typologies and case study
reports describing money laundering cases.

• Penalties for non-compliance–media newspaper, respec-
tive financial institute’s websites, regulatory websites.
This source of information indicates the effectiveness of
the current solutions being used to fight money launder-
ing without getting much into details explicitly.

IV. RESULTS
In financial institutions, all transactions data coming from
several internal banking systems such as retail banking,
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TABLE 3. Machine learning methods used in AML domain.

consumer banking, wealth management, institutional bank-
ing, etc.; flows through the rule based AML system, where
each transaction is assessed against the pre-defined rules to
identify (a) the transactions of $10,000 or more, (b) money
transferred to and from overseas, and (c) suspicious activi-
ties involving money laundering or financial frauds. While
rule-based systems are essential in banks and work well for
identifying transactions as per pre-defined rules (category ‘a’
and ‘b’), but it struggles to detect the emerging fraud patterns
(category ‘c’). If the transaction matches with the rule, a red
flag or alert is raised, which is processed and reported to
regulatory. The basis for rule definition is threshold amounts
for different type of transactions based on the regulatory
requirements [4], [5] and the recommendations given by
FATF [1].

The key issues with rule-based systems from ‘suspicious
transaction detection perspective’ are, keeping the rules up-
to-date and relevant at all the times, and weighing differ-
ent rules is almost impossible [32], generation of a large
number of false positive alerts–up to 98% [33] and inabil-
ity to handle a high volume of different type of structured
data, semi-structured data or unstructured data [13]. More
alerts means more efforts by the compliance officer to scan
through it. If the staff confirms that the transaction can
be justified enough to be true suspicious, then the bank is
obliged to report the same by filing a SMR with the reg-
ulatory [4], [5]. The decision of concluding a transaction
is suspicious is very important decision, if it goes incor-
rect the bank may end up reporting a good customer to
regulatory for further investigation which may result into a
criminal investigation by authorities and not identifying bad
customers may result into continuing the money laundering
activities by leveraging the banking systems andmore finance
crime.

Considering the limitations of rule-based systems,
researchers have started leveraging the machine learning
technologies to automatically identify the suspicious trans-
action patterns using a variety of solution categories such
as AML typologies, link analysis, behavioral modelling, risk
scoring, anomaly detection, and geographic capability [13].

A. MACHINE LEARNING
There are several comprehensive and systematic review
papers published over the decade that describes data mining
and machine learning methods applied in AML domain. This
paper will not describe those methods again here, instead list
the most recent review papers in TABLE 3:

1) REVIEW OF MACHINE LEARNING METHODS USED FOR
MONEY LAUNDERING DETECTION
A literature review of money laundering and its related area
was conducted by [3], with the aim of identifying the gaps and
directing attention towards addressing them. The key findings
are categorized into six groups as–(i) AML framework and
effectiveness, (ii) impact of money laundering on economy,
(iii) money laundering ecosystem andmotivation, (iv) magni-
tude of money laundered, (v) avenues for money laundering,
and (vi) detection methods of money laundering. As per the
findings by [3], most studies of detecting money laundering
have focused on transactions in banks, real-estate and trade
based companies; however, the literature on detection of shell
companies used for money laundering is meagre. Shell com-
panies established in UK alone, were found to be linked with
laundering £80bn between 2010 and 2014. The paper [3] has
highlighted this gap in the literature and proposed a need for
developing strategies to identify the shell companies involved
in illicit activities.

A comprehensive survey conducted by [13] presents
machine learning algorithms and methods applied to detect
suspicious transactions. The results are organized in 6 solu-
tions categories–AML typologies, anomaly detection, behav-
iors modelling, link analysis, geographic capability and
risk scoring. Various methods are Analysed and compared.
Authors have identified the key capabilities of the AML
system as–efficient data preparation, data transformation and
data analytics techniques. The key findings from the review is
– inadequate focus on data quality assurance in the published
research. Future research direction is to employ reinforce-
ment learning to train the model considering the agility of
financial operations.

A review conducted by [21] has brought out the machine
learning algorithms used for identifying the money laun-
dering patterns, detect unusual behavior, identify money
laundering groups, and detecting money laundering groups.
The identified ML algorithms/techniques are–Rule Based
Methods, Decision Trees, Artificial Neural Networks (ANN),
Support vector Machines (SVM), Random Forest, Outlier
Detection Methods, Social Network Analysis (SNA), Naive
Bayes, K-Nearest Neighbor (KNN), Deep Learning, Graph
Mining, K-Means Clustering and One Class SVM. These
identified methods have been thoroughly studied and com-
pared to present how they behave for large and highly
imbalanced datasets. The key findings of these papers are-
each method has some strength and weakness hence the
method needs to be leveraged as per the circumstances,
though supervised and semi-supervised ML showed decent
results and considered as out-of-the box solutions however
they cannot find new ML patterns and have a high rate of
false positives, therefore author feels unsupervised ML is the
way forward to detect new money laundering patterns.

A literature review conducted by [24] focuses on the
papers published between 2015 to 2020 to understand the
state-of-the-art in AML systems, presents the results using
the following categories–supervised learning, unsupervised
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learning, data sources, evaluation methods, implementation
tools, sampling techniques and regions of study. The key
findings by [24] are–Decision Tree, Radom Forest and SVM
are most frequently used algorithms in AML system from
supervised category, neural networks is mostly used in unsu-
pervised category; Accuracy, Area Under the Curve (AUC)
and precision are used for model evaluation; most of the data
used for research was customer and transaction data from
banks however there are many other methods for laundering
the money such as restaurants, hotels and law offices, which
are not researched enough.

2) A REVIEW OF DATA MINING TECHNIQUES IN FINANCIAL
FRAUD DETECTION
A comprehensive literature review was conducted by [20] on
application and classification of data mining techniques for
financial fraud detection by critically reviewing 49 journal
articles published between 1997 and 2008. The financial
fraud is classified into four categories as–bank fraud, insur-
ance fraud, securities, and commodities fraud, and other
relevant financial frauds. The datamining techniques are clas-
sified into six categories–(i) classification, (ii) regression, (iii)
prediction, (iv) outlier detection, (v) visualization, and (vi)
clustering. The key findings are–data mining techniques are
largely applied in detection of insurance frauds, followed
by corporate and credit card fraud, and identified a need of
applying these techniques from money laundering, mortgage
fraud and securities fraud. Only one technique ‘network
analysis’ is found for detecting of money laundering. Oth-
erwise, largely Logistic Models, Neural Network, Bayesian
Neural Network, and Decision Trees are found to be used for
detection of overall frauds.

3) A SURVEY OF STATISTICAL METHODS FOR DETECTION
OF MONEY LAUNDERING
Sudjianto et al. [29] provided a survey of statistical meth-
ods, data mining and machine learning techniques used for
detection of money laundering and retail banking frauds.
The authors identified the key challenges as–data volume
and complexity, class imbalance, frequent evolving patterns,
class overlap and, class mislabeling. The reviewed meth-
ods are classified in two categories as–supervised learning
containing profiling, classification (SVM, BBN, HMM, neu-
ral network, classification Tree and classification rules) and
link analysis; and unsupervised learning containing cluster-
ing, low-dimension representation and scoring, and anomaly
detection. The key finding is, some methods are used effec-
tively, however it is also emphasized to put more focus on
preventing the fraud, example–employee training and aware-
ness, defining policies and procedures.

4) A REVIEW OF TECHNOLOGICAL SOLUTIONS FOR AML
A systematic literature review conducted by [26], on appli-
cation of technological solutions to combat money launder-
ing by reviewing 71 papers published between 1997 and
2019. The results are presented using the following

categories–domains of application approaches and clas-
sification of support systems. Application domains are
defined as-suspicious transaction detection, pattern detec-
tion/groups/money laundering anomalies, risk assessment/
analysis, security, control, structuring and/or governance
applications and visual analysis/applications of visual
techniques. Support mechanism categories are defined
as–systems/software/tools/programming languages, hard-
ware, patterns/theories/frameworks, algorithms/mathematical
application (data mining and machine learning). The key
findings by [26] are, among the application domains, detec-
tion of suspicious transaction attracted more attention of
researchers, from support systems adoption point of view,
data mining techniques were used seldom for money laun-
dering detection. A key gap identified from the papers was a
need for data analysis description and evidence to support the
benefits presented.

Apart from the reviews listed in the above 4 categories, [25]
presents the review of anomaly detection methods for fraud
detection using graph structures, [27] presents the analysis
of anomaly detection, machine learning and neural networks,
and [28] presents the measures for fraud detection.

It is evident from the literature described above that statis-
tical methods and several machine learning techniques have
been used for detection of money laundering. However, elab-
oration of DL technique usage is very limited. The following
section describes the DL techniques used for money launder-
ing as per the literature.

B. DEEP LEARNING
Deep learning techniques have been used in various fields
for predictions and found to be giving highly accurate
results [34]–[36]. There were some challenges with DL such
as a need for heavy computing, and more data, however,
in today’s world these challenges are no longer a big issue.
This section describes the existing literature focused on usage
of DL methods for detecting money laundering.

1) SCALABLE GRAPH CONVOLUTIONAL NEURAL NETWORK
Weber et al. [22] used scalable graph convolutional neural
network for forensic analysis for financial data which is
massive, dense and dynamic in nature. The outcome of the
analysis in visual form is presented as one of the effective
decision support for the AML analysts who are involved in
a review of large amount of alerts raised by rule-based AML
systems. The method was developed and evaluated using the
synthetic graph (1M nodes and 9 M edges) generated using
the AMLSim data simulator tool. The vertex represents the
account with attributes such as account number, account type,
owner name and account creation date. The edge represents
the transaction with attributes such as transaction ID, amount,
timestamp. Using escalated alerts and SMRs as a label data,
a semi-supervised learning model predicts the suspiciousness
of a given node and potential bad actors in the transaction
network based on the direct or indirect connections with
the node. Author ran the experiment on a workstation with
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two deep graph model. First using the graph model GCN
developed by [37], which took 611 seconds to converge in 32
epochs. Second experiment using the improved graph model
FastGCN [38], which took 386 seconds to converge on the
same number of epochs. FastGCN is twice as fast as GCN.
Considering the huge amount of financial data that goes as
millions of transactions per second, the training speed is
important to timely identify the suspicious activities. The key
findings of this study [22] are - graph deep learning has also
been emerging as an important tool for AML, due to nature
of the domain where relationships can be easily established
using account data as node and transaction data as edges,
and the model is able to handle the large volume of data
however author recommends further improvements to reduce
the training time.

2) MULTI-CHANNEL CONVOLUTIONAL NEURAL NETWORK
Han et al. [39] developed a novel distributed and scalable
framework using DL driven natural language processing
(NLP) technology to augment AML monitoring and inves-
tigation. The proposed framework performs different level of
sentiment analysis, entity identification, relationship extrac-
tion, and link analysis on different data sources such as news,
tweets, social media, etc. Each NLP module uses a specific
data source to perform the analysis and bring the recommen-
dations. The proposed framework is based on micro-service
oriented distributed architecture and AMQP based integra-
tion platform, database as Cassandra, Neo4j and MySQL
along with twitter and news engine. Two types of data are
considered – financial data that includes KYC, Customer,
Account, Transactions; and open data that includes financial
news articles, financial reports, fraud open databases and
social media contents. The system starts with identifying the
suspicious transactions, then the key attributes are extracted
from the alerted transactions such as name, location, account
details which are used by next NLPmodules. Finally, the sus-
picious transaction confidence score (in a range of 0.00 to
1.00) is calculated and presented by using the evidences
produced by the following modules–TM, name screening,
fraud knowledge base, sentiment analysis trend and entity
disambiguation module. The sentiment analysis is used to
identify the polarity of the sentiment–either positive or nega-
tive. Author usedmulti-channel convolutional neural network
based sentiment classifier to process financial news and CNN
based sentiment classifier for social media data. Relation
extraction is used to predict the relation between pairs of
entities in the sentence. Document level SA classifier, trained
on auto labelled 12,467 financial news articles, achieved
76.96 % accuracy. Author used a pipeline based method
for relationship extraction tasks. Name Entity Recognition
(NER) is performed using a combination of two methods –
Stanford NER recognizer and neural NRE based on LSTM-
CRF framework. The NER model was evaluated on SemEval
1010 task 8 data and reported 80.62% micro-f1 measure.
For handling multi-instance problem author has developed
an RNN with word-level and sentence-level attention for

relation prediction. The RNN model reported 88% accuracy
using P@100 measure post evaluation on New York Times
dataset. Overall experiment is performed on synthetic and
real world dataset. The results are verified by AML experts
who mentioned that approximately 30% cost can be saved
over the existing manual approach of AML investigation.
To give a perspective of themanual efforts, authors have given
one example of bank, where 10,000 analysts globally investi-
gated over 400,000 alerts of suspicious transactions per week.
As a manual investigating process, the analysts are required
to investigate several sources of data that include news search,
name screening, querying fraud databases, crime records,
fraud offenses or any existing suspicious activities. Author
has identified the improvement areas that can be considered
for future research as–consider domain specific data and
fine-tune the parameters, scale and deploy system on cloud
for processing large data in real time, tailor the solution and
evaluate it in other domains.

3) AutoEncoder
Paula et al. [23] proposed the unsupervised deep learning
model to classify Brazilian exporters to find out the possi-
bility of committing the frauds in exports. The model uses
the AutoEncoder classifier to detect anomalies considering
the regular transaction patterns in the data. Brazilian exports
are reaching to ∼200 countries with the help of 50,000 legal
entities involved in shipping the goods. Author uses the
database of foreign trade of the secretariat of federal revenue
of Brazil for applying theDLmodel and finding out the export
organizations whose explanatory variables of their export
operations show signs of divergence compared to regular
pattern. The paper has followed the CRISP-DMmethodology
for implementation, considering the flexibility of the model.
Two methods are evaluated–AutoEncoder and PCA using
819,990 records and, H2O software and H2O R package.
From data preparation perspective, 80 attributes were con-
firmed by the SMEs as adequate to prove a fraudulent exports.
These 80 attributes went through the changes–using Gradient
Boosting Machine (GBM) author identified 18 attributes to
explain 80% variability, and 18 attributes were relativized to
create 18 indices. These 18 indices reflect the participation
of the attribute in which anomalies are sought. To detect
anomalies, two methods are evaluated: AutoEncoder and
PCA. AutoEncoder is found to be 20 times faster than PCA,
AutoEncoder finds the subtle anomalies which PCA fails
to detect and can detect the anomalies even with higher
latent dimensions that linear PCA cannot. PCA requires more
computation than AutoEncoder. Mean Square Error method
is used to measure how distant the predictions were from
the real data. Author has acknowledged the difficulty in
evaluating the results against the business objectives to be
achieved. This work has identified the suspected cases of
fraudulent exports using unsupervised DL that looks promis-
ing, however, it needs further thorough assessment by experts.
Depending on the assessment results by experts, the model
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may need to adjust the number of hidden layers and neurons
to have better results.

4) GRAPH CONVOLUTIONAL NEURAL NETWORK
Alarab et al. [40] presented a novel approach based on graph
convolutional neural network to predict illicit transactions
in the bitcoin transaction graph. The proposed method has
used GCN along with multi-layer perceptron, which has
given better results than only GCN as used in the original
research paper. The features derived from GCN and the latent
representation of a linear layer boosts the performance of
the model. The proposed approach is evaluated using elliptic
data, a publicly available dataset that belongs to real Bit-
coins transactions, which is represented as a directed graph
network of transactions that are nodes, the directed edges
between the transactions represent the payment flow from
source to destination. The dataset is labelled as licit and illicit.
The graph network containing 203,769 node transactions
and 234,355 edges representing the payments flow between
nodes. 2% of the data set are labelled as illicit, while 21%
are labelled as licit transactions. Accuracy of this model is
0.974 while the accuracy of previous models compared is
0.961. Real time of the transaction is not used as a feature
in the proposed model, which is identified as an additional
feature for the model to try out in the future.

5) MULTI-LAYER PERCEPTRON
Weber et al. [41] has proposed a multi-classification method
for detecting suspicious behavior and categorizing the money
laundering related crime using SVM, Liner Regression (LR)
and Multi-Layer Perceptron. Two models are produced.
Model 1 trained using SVM, LR and MLP (with ReLU
activation function) methods by giving inputs as financial
transactions and profile data, that gives the suspicious trans-
action dataset as output, andModel 2 is trained using the same
methods, by giving the input dataset as fraudulent transac-
tions and suspicious transactions to determine the suspicious
transactions along with the crime category. Author used the
synthetic data for training and testing. The model precision
rates are–88.13, 87.53 and 90.42 for SVM, LR and MLP
respectively.

C. EXPLAINABLE AI
Advancement in computing and storage infrastructure, con-
tinuous generation of large volume of data and a need to
utilize this data to derive actionable insights has escalated
the research in machine learning methodology over the last
decade. The accurate prediction has remained the primary
goal during the model development and ended up having
many complex models or black box models, such as DLmod-
els with high accuracy. These complex models are opaque,
whose actions are difficult to understand for humans. The
lack of transparency, interpretability and explainability of
the DL/ML models is making the adoption difficult for the
domains (medical, banking, crime, law)where the predictions
or recommendations made by black boxes are expected to

be used to make critical decisions that involves human life.
Not every domain requires the explainability, for example:
weather forecast does not need explanation if the black box
can give highly accurate results. Similarly, ads displayed on
social media based on the browsing habit do not need the
explanation of how the ads are chosen.

Explainable AI has become a prerequisite for building
the trust, and to drive adoption of AI systems in high
stake domains such as finance crime, credit risks, health-
care which requires reliability, safety and fairness [42], [43]
[18]. The regulations like General Data Protection Regulation
(GDPR) [44] particularly ‘Records of Processing Activities’,
and ‘Right to be informed’; and California Consumer Private
Act (CCPA) [45] have also imposed the interpretability and
explainability mandates for most of the AI/ML solutions in
regulatory compliance domain.

For detecting the money laundering patterns, suspicious
transactions, anomalies; or for performing the investigative
tasks using link analysis or graph mining, many machine
learning methods are found in the literature, with reasonable
accuracy. For AML domain, where the suspicious transac-
tions are required to be reported to regulatory by preparing
the SMRs, it is critical to include adequate evidences that jus-
tifies the suspiciousness. Since most of the machine learning
models that give high accuracy are black box in nature, it fails
to create the trust in using AI/ML enabled system.

To assess the interpretability of the ML models rec-
ommended for AML domain, we conducted a study
of 77 research articles (identified in a ‘‘Methods in AML’’
category as per TABLE 2) that presented a unique model for
detection of money laundering.

The TABLE 4 provides the outcome of this study.
We choose 43 papers that described the ML methods, and
excluded the papers that described approach, system architec-
ture or papers from other domains. Themethods are classified
using supervised, semi-supervised, unsupervised and rein-
forcement learning category. The problem column indicates
the key problem addressed bymethods using data in the paper
mentioned in Ref column. The meaning of interpretability in
column ‘Is Method Interpretable’ is, the ability of the method
to present indicators that can help humans to understand the
functioning of the method to know how decisions are made
by the method.

FIGURE 2 shows the analysis based on the 43 papers
filtered that provides the solutions using machine learning
models for money laundering pattern detection, suspicious
transaction detection, money launderers group detection and
help investigation using link analysis. FIGURE 2.a shows that
the highest number of papers are published in year 2020 in
AML domain, that indicates the escalation in attention the
subject is getting to leverage machine learning technology to
help solve one of the highly complex problem of industry.
FIGURE 2.b shows that 51% researchers have used non-
interpretable methods.FIGURE 2.c shows 65% methods are
based on supervised learning while only 2% have used rein-
forcement learningmodels. FIGURE2.d shows 58%methods
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TABLE 4. Interpretability of methods used for AML.

are either trained or evaluated on a small set of real data
older than 2 years. 21% researches are done based on syn-
thetic data. It is observed that the real data is obtained from

following organizations–financial institutions, financial intel-
ligence units, police department, and organizations involved
in exports.
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TABLE 4. (Continued) Interpretability of methods used for AML.

Given the steps involved in anti-money laundering, efforts
involved by multiple organizations together, it becomes more
critical to identify the suspicious money laundering transac-
tions, patterns, groups as accurately as possible along with
adequate explanation for the decisions made by the MLmod-
els. As the model accuracy increases the interpretability goes
down, and in order to know howmodels are making decisions
it needs to be interpretable. So far, the research focus has
been more on increasing the model accuracy and rather than
ensuring themodel interpretability. This has triggered another
research area that is Explainable AI.

XAI is a class of system that provides visibility into how
an AI system makes the decisions, predictions and exe-
cutes its actions [86]. Inter-disciplinary research area, XAI
has attracted great attention from the researchers around
the world. XAI techniques are applied in other related
domains such as, in bitcoin domain [87] presented a study

of applying XAI techniques to visualize and understand the
results obtained from unsupervised learning, [88] presented
an explainable anomaly detection technique for procurement
fraud detections; however no research found in the literature
that describes the application of XAI techniques for money
laundering domain. This is a clear gap and potential for future
research.

The study conducted by [89] enforces the need to under-
stand the operational environment of stakeholders who are
going to use the explanations generated by XAI methods,
to support their decision-making process. Author proposes
a scenario-based requirement elicitations method for devel-
oping user-centric explanations using XAI methods for fraud
detections. Knowing the lack of interpretability and explain-
ability of the black box models, researchers have already
made exponential progress on coming up with different
post-hoc approaches over last 5 years. There are several
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FIGURE 2. Interpretability analysis of ML methods used in AML.

review papers published on XAI techniques that describes
concepts, taxonomy, methods, and challenges; the most
recent comprehensive review papers on XAI subject are listed
in TABLE 5.

There are several reasons why the explanation is required
for the decisions made by black box models based on
the subject of research domain, for example–regulatory
application domain wants the explanation to justify the
decisions, security application domain wants the explana-
tion to control the underlying data and IP that may be
uncovered, some domains would need the explanation to
improve the decisions, other domains would need the expla-
nation to discover the knowledge [90]. Further authors
discussed the topic using 5 W’s and How (What, Who,
When, Why, Where, and How) to bring out the existing
literature.

The survey, conducted by [91], is emphasizing the lit-
erature based on the importance of the trust in the sys-
tem and a genuine need of explainability, Transparency and
Interpretability for the AI applications in judiciary, govern-
mental, finance and autonomous transport.

Explainable AI work is categorized into two groups
[92]–(i) transparency design that focuses on the internal
functioning of the model from developer’s point of view and
(ii) post-hoc design, which explains why a result is inferred
from the user’s point of view.

The study conducted by [16] has explained the under-
lying concepts of model Explainability, XAI taxonomies,
opportunities, challenges and way forward to Responsible

AI. XAI purpose and concepts are discussed using what,
why, what for, and how aspects. The review of XAI is
presented using two categories–(i) potentially interpretable
models-the ML models having some level of transparency
to make it interpretable (such as linear/logistic regression,
decision tree, K-nearest neighbors, rule based learning,
general additive models and Bayesian models) and (ii)
post-hoc techniques (model agnostics, post-hoc techniques
for shallow models, Explainability in DL, and alternate
taxonomy for post-hoc techniques for DL models) that
helps to make the ML models interpretable; resulting into
a global taxonomy. Further, author leads the discussion
towards Responsible AI, by defining the AI principles (fair-
ness, transparency, and privacy) to follow when implement-
ing AI models. It is noted that implementing XAI has
some implications, especially on compromising the privacy
involved by the data and business rules which are confi-
dential in nature. Author’s view is, the model interpretabil-
ity should be addressed together with requirements and
constraints of data privacy, model confidentiality, fairness and
accountability.

Researchers from neural-symbolic integration (NSI) have
tried to extract the relational knowledge from neural networks
by proposing several methods but have remained a challenge
to extract distinct and salient features from the input and
hidden layers. Further the methods of identifying the relation-
ship between the features have emerged. Townsend et al. [93]
presented a review of the old and new methods of extrac-
tion without relational explanation. The review presents
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TABLE 5. Explainable AI–review papers.

29 knowledge extraction methods by grouping them into
3 categories–(i) work that extracts quantized features only,
(ii) work that extracts quantized feature along with relation-
ship and (iii) embedding methods with associated extraction
methods.

Due to the surge in performance of deep neural net-
work models but lagging on explainability, has driven many
researchers to come up with different machine learning
interpretable methods. Significant efforts have gone into
producing different interpretable methods, out of which
the local interpretable methods are standing out from clear
expression of feature and low on computation complexity
point of view [94]. The local interpretable methods for DNN
published between 2012 and 2020 are categorized into two
groups [94]as (i) model-driven– describes 20methods and (ii)
data-driven–describes 27 methods.

Li et al. [95] reviewed a literature of XAI published
over the last decade and presented using three phases of
XAI lifecycle– methodology, evaluation and application. The
methodology is presented using two categories–(i) knowledge
driven XAI which requires external knowledge to produce
the explanation, and (ii) data driven XAI methods which are
reviewed from global, local and instance-specific methods
point of view. The XAI evaluation metrics are classified into
two categories – computational metrics (usually standardized
and automated by AI experts) and cognitive metrics (usually
collected by user-study). Further author has reviewed the XAI
application for self-driving and finance AI.

There are multiple ways to look at the explanation required
for the decisions made by black-box models. One approach
is evidence-based explanation that describes the details of
parameters that contributed to make the decision. Another
approach is Contrastive and Counterfactual (C&C) explana-
tions that justify why the output of the algorithms is not any
different from what it is and how it could be changed, respec-
tively. [96] examined the theoretical foundation for C&C
explanations and reported the state-of-the-art computation

frameworks for generating the C&C explanations and identi-
fied the shortcomings which can be a topic of future research.

Linardatos et al. [97] presented a comprehensive review of
machine learning interpretabilitymethods using 4 categories–
(i) Methods for explaining black box models (17 methods
focused on DL method interpretations, 16 methods that can
explain any black-box model), (ii) methods for creating
white-box models (5 methods), (iii) methods that promote
fairness and restrict discrimination, (iv) methods that analy-
ses the sensitivity of model predictions (28 methods). Most
interpretability methods are focused on DL, largely ruled
by neural networks, and are experimented with image clas-
sification explanation. Local Interpretable Model-Agnostic
Explanations (LIME) [99] and SHapley Additive exPlana-
tions (SHAP) [100] are the highly referred and experimented
methods for producing explanations on black box models
that use any type of data, followed by Partial Dependence
Plots (PDPs).

Puiutta and Veith et al. [98] conducted a XAI litera-
ture review by keeping the reinforcement learning at cen-
ter, because most of the XAI literature reviews are around
supervised learning. In reinforcement learning, the models
autonomously learn and make the decisions, which is equally
important to know the reasons or explanations behind the
decisions.

Knowing the need and importance of having the answers
for following questions to AI models–why did you do that,
why not something else, when do you succeed, when do you
fail, when can I trust you, how do correct an error; USA
Defense Advanced Research Project Agency [101] initiated
a 4 year long XAI program to work on the same.

While there is mammoth progress on XAI method, [102]
argues that the development in XAI is a patchwork to existing
ML models and major effort of research community is going
in the wrong direction. Author firmly recommends to stop
using the black box machine learning models along with
XAI techniques for high stake decisions, instead use the
interpretable models. Author believes that the research effort
should be directed towards developing new interpretable
models that can give the required accuracy.

V. DISCUSSION
Money laundering detection solutions are categorized in
two groups. First category is to identify the suspicious
transactions, example - [23], [40] has presented the AutoEn-
coder and Graph CNN deep learning methods respectively
to identify suspicious transactions; and second category is
to help investigate the identified suspicious transactions or
alerts identified by rule-based systems, which is commonly
called as decision support systems, example - [22], [39] has
presented amulti-channel CNN using NLP and scalable GCN
method as a decision support system for investigating the
alerts, respectively.

Presently many financial institutions use rule based sys-
tems for detecting the transactions (beyond certain threshold
values, international fund transfers and suspicious transaction
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of any nature) that are required to be reported to regula-
tory to be compliant with AML/CTF policies. While rule-
based-system is crucial, but it generates many false positive
alerts for suspicious transaction which requires huge manual
effort to triage the same (example - in a global bank approx-
imately 10,000 analysts investigates over 400,000 alerts per
week [22]). Few technology savvy financial institutions have
started leveraging AI/ML technology to automate such activ-
ities to improve the accuracy of detection of suspicious activ-
ities [15] but it remains a long way for adoption by many
because of lack of explainability of the decisions made by
AI/ML models.

Over last decades several papers have been published
with different machine learning techniques summarized
in many comprehensive literature review papers such
as [3], [21], [24], [25], however by looking at the penalties
issued by authorities for financial institutions in single year
2019 [11], it is evident that the published methods are either
not useful or not used.

Despite the technological advancements from statistical
methods, machine learning to DL, severity of ‘suspicious
money laundering transactions detection’ issue has remained
more or less constant since last two decades (example Tang
and Yin [103] presented a SVM based method in 2005, [32]
presented machine learning based technique in year 2020).
Many research articles are published presenting the applica-
tion of these methods to detect suspicious transactions and
claimed the improvements in double digits, however rare evi-
dences on practical use of these methods by relevant entities
such as financial institutions and the actual performance in
terms of false positive alerts reduction or operational cost
reduction.

Graph Neural Networks is observed as one of the
most commonly used method for detection of suspicious
transaction and money laundering networks. Along with
the potential of using graph neural networks, there are sev-
eral challenges [104] such as complexities due to high-
speed transaction systems, real-time systems, multi-channel
updates, data size, data speed, data variety, and several
business applications involved; which makes the practical
implementation harder. Hence it is essential to consider the
right infrastructure, appropriate tools and considerations for
these challenges to improve the performance of future graph-
based solutions.

A. KEY CHALLENGES FOR DETECTION OF MONEY
LAUNDERING

• Changing canvas–While the technological advance-
ments has made the banking easy for customers, but
also presented new avenues for fraudsters. The increase
in volume and frequency of transactions, multiple cus-
tomer channels, real-time transaction settlement, digital
banking and changing fraud patterns has kept the canvas
changing. Continuously changing regulatory landscape
has also been a challenge for industry.

• Multi-step classification–The inherent nature of ‘sus-
picious money laundering transaction detection’ is a
multi-step classification problem, where the decision of
suspiciousness is taken at transaction level, alert level,
case level, SMR level and finally by the law & enforce-
ment agency level. Few decisions are taken by software
and few requires human intervention for investigation.
Only a degree at which the transaction is suspicious can
be improved in a system, because whether the transac-
tion is indeed money laundering or legitimate is always
decided by a well-established and responsible govern-
ment agency at the end.

• Slow adoption of AI technology–Though many com-
plex models such as deep neural networks have given
promising results in terms of accuracy and performance
in other domains, but lacks on the transparency and
interpretability of models which creates a barrier for AI
adoption in AML domain.

• AML domain being confidential in nature–Many
researched methodologies for detecting suspicious
money laundering transactions are patented and hence
they are not published for obvious reasons [105]. This
also creates a gap/disconnect between what is indeed
applied in practice vs what techniques/methods avail-
able, to solve the problem.

B. CONSTRAINTS FOR RESEARCHERS FROM DATA
PERSPECTIVE

• Real data–Banks and financial institutions are the cus-
todians of the customer’s data that includes customer’s
personally identifiable information, the products and
transactions data. The customer data cannot be shared
with anybody other than the customer, which is limited
to his/her own data. From research of ‘‘suspicious trans-
action detection’’ point of view, customer, products and
transactions are the key source of data. The researches
where real data is used, mostly it is older than two years
and a fraction of the data that any financial institution
possesses.

• Training data–The suspicious transactions data and sus-
picious transaction alerts data is considered as highly
sensitive data, since this is used by banks to pre-
pare SMR for submission to regulatory. Based on
the investigation outcome of the SMR by regulatory,
it results in either SMR close or criminal investiga-
tion against the account holder. Banks are obliged
to keep the SMRs confidential from even the cus-
tomer who owns the data. From a research point of
view, suspicious transaction data and suspicious trans-
action alerts data are key label data to train the super-
vised ML model to detect suspicious money laundering
transaction.

• Authenticity of training data–The transactions involved
in actual money laundering is rarely known to the finan-
cial institutions, because it remains confidential infor-
mationwith law enforcement department and regulatory.
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This is an accurate label data to train the supervised ML
models to detect suspicious money laundering transac-
tion, but is not easily available.

• Real data speed and volume–Every day, the bank gener-
ates millions of transactions of different types through
various banking systems and multiple channels. This
is a large volume of data, generated at large velocity
and of large variety. Many banks are struggling to catch
up with the speed at which the data is getting created
and consolidating the same together to get a view for
analysing it to gain the insights or apply the advanced
analytics techniques to identify the money laundering
and financial frauds.
– Class imbalance, overlap and mislabelling–The

suspicious transactions are way too less than the
legitimate transactions that creates a data imbalance
while training the MLmodels, transactions used for
money laundering are made similar to legitimate
transaction that creates the overlap, and unavailabil-
ity of the true money laundering case data leads
to relying on existing suspicious transaction data
that results in mislabelling of the data used by
ML models [29]. A study conducted by [48] has
presented a two-layered approach to address the
class-imbalance and scalability issue for machine
learning.

C. BARRIERS FOR ADOPTION OF AI/ML IN FINANCE
CRIME DOMAIN
Financial institutions believe in the potential of AI technology
can help in several business cases [43]. Some organizations
have already started taking baby steps by developing small
prototypes using AI/ML [15]. However, the overall adoption
of AI is slow primarily due to following reasons:

• Explainability–the models that give high prediction
accuracy are usually non-interpretable in nature that
makes it difficult to understand the reasoning behind the
decisions made [42].

• Trust–humans trust the system if they know exactly how
it functions. The black-box models which gives high
accuracy but lacks on interpretability of the model, and
that does not inspire the confidence and trust in the
system [18].

• Privacy–the data used by ML algorithms includes the
customer, accounts and transaction data, there are con-
cerns around the usage of this information or revealing
the confidential information while bringing out the
explanations of the decisions [106].

• AI ethics–there are concerns regarding the AI agents
making the biased decisions or discriminations while
interpreting and making decisions [106].

• Law and enforcement–the courts across many developed
countries are struggling to develop convincing and
clear-enough guidelines for directing legislative and
administration considerations for adoption of AI [107].

D. THE WAY FORWARD
Machine learning and deep learning technology is used by
select few AML software product vendors (such as SAS,
Actimize, Oracle, LexisNexis, Fiserv.) for suspicious transac-
tion detection. Most financial institutions heavily depend on
third-party products for detecting suspicious activities. Dif-
ferent statistical methods, data mining and machine learning
techniques are used by the products. Most AML products
are trained on synthetic data and once the product is live in
financial institutions, it is fine-tuned based on the real data.
The third-party products are commonly IP protected but on
top of it, even the decisions made by these products are not
transparent and explainable to AML analysts to inspire the
trust and confidence in system. Hence the research on AML
domain using machine learning or deep learning should be
driven by Responsible AI principles to ensure the technology
is applied in a transparent way, yet safeguarding the interest
of each player involved in the financial ecosystem.

E. FUTURE RESEARCH DIRECTIONS FOR AML DOMAIN
While there has been a continuous research on finding out
the best possible solution to detect and report the money
laundering transactions, by researchers, commercial product
companies and financial institutions; below are the directions
for research identified after studying the literature:

• Data pre-processing–AML domain uses the data gener-
ated by internal banking systems, data from authorised
third party such as World-Check, PEP screening, Sanc-
tions screening, and social network data. Most of the
published researches have used a limited set of data (lim-
ited to transactions) and ignored the data pre-processing
part [13] and [19]. It is important to get the complete
domain context, data sources, data types, and leverage
the same to detect money laundering.

• Evaluating the model against large data–Most of the
methods found in literature have been evaluated using
a small set of data on limited computing, compared to
the data that gets generated practically on day-to-day
basis in financial institutions. Hence it is important
to consider the large data scenarios to evaluate the
models.

• Graph mining and Social network analysis–These tech-
niques are an apt solution for finding the patterns,
groups and perform the link analysis, which is help-
ful for detection of money laundering, launderer gangs
and identify the relationships to find more leads in the
money laundering networks. Though there are chal-
lenges in graph mining from large data processing point
of view [104], but this is one of the potential area where
research should be continued.

• Applying Explainable AI techniques–It is a need of AML
domain to have an Explanation of the decisions made by
non-interpretable models [42], [106]. There are several
explainable AI techniques researched so far, for example
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few of them - [86, 99-101], however to the best of our
knowledge none of it is applied in AML domain yet.
Hence application of XAI techniques can be further
researched on the non-interpretable models that gives
good accuracy of detection.

• Ensemble learning–Considering the number of financial
systems, type of available data, data sources, volume of
data; one specific model cannot be a solution instead
ensemble learning must be considered to leverage the
available data to bring out more confidence in suspi-
ciousness of transaction along with evidences. It could
include statistical methods, data mining, machine learn-
ing and deep learning all together. Example - [77] has
applied the ensemble learning to find the suspicious
transactions in distributed ledger payments.

• Unsupervised learning–Research efforts can be bet-
ter utilised by focusing on unsupervised learning or
reinforcement learning [13], considering the fact that
AML data is highly imbalanced and true labelled data
unavailability [108].

• Academician and industry gap–Many researchers
attempted to solve the suspicious transaction detection
issue, have used a synthetic data or a very small sample
of real data compared to the actual data reporting-entity
generates on a day-to-day basis. Hence the results
shown by research papers can be far away from the
reality if the methods are applied in practice. Part
of the reason being, customer account and transac-
tion data is highly sensitive and not always available
in a required quantity. It is recommended to explore
wherever possible to conduct a joint research with the
organisations from finance industry to benefit from each
other’s expertise and controlled access to real data for
research.

• Data sharing between reporting entities–Each financial
institution has the accumulated intelligence/knowledge
gained about the suspicious customers, suspicious trans-
action patterns, and fraud patterns. If the accumulated
knowledge is available to all entities with adequate legal
protection to prevent misuse of the same; combating
money laundering can be improved further. A study con-
ducted by 109] presents a secure framework for AML
using ML and secret sharing between Banks, which
is one step in this direction. Another study conducted
in Japan proposes a global knowledge management of
suspiciousmoney laundering transactions fromfinancial
institutions (local) to FIU national) to FATF/Egmont
Group (international) [110].

VI. CONCLUSION
Money laundering problem exists since last five decades
and the challenge of identifying suspicious money launder-
ing transactions remains the same today as well, primarily
due to following reasons - continuously changing canvas of
fraud, technology and regulatory; being a multi-step classifi-
cation problem, the challenges around the data for research

and barriers for adoption of AI by industry. After having
gone through the literature, it is evident that there are sev-
eral machine learning methods recommended for suspicious
transaction detection by researchers. However, hardly any
evidence of application of the same in the industry. The
possible identified reasons are–most researches are based on
either sample of a very old real data or synthetic data, lack
of training data (alerts, suspicious transactions) and lack of
actual money laundering transaction data, lack of current
real-data containing possible latest fraud patterns, and data
being highly sensitive and confidential in nature. Limited
research is seen on applying DL methods and absolutely no
research in the area of applying XAI techniques for sus-
picious money laundering detection domain to the best of
our knowledge. From the list of DL techniques identified
from literature, out of 5 articles 3 articles have chosen CNN
variant–graph based CNN, scalable CNN and multi-channel
CNN based on NLP; 4th article has chosen AutoEncoder and
5th choseMLP. Our study also found that 51% of the machine
learning models used in AML solutions are non-interpretable
methods. Hence, along with accuracy and performance, it is
important to consider model transparency, interpretability,
explainability, privacy issues and define how the proposed
model is going to fit into the overall AML solutions stack
to put it into practice. This review paper has identified the
key challenges for AML, barriers for adoption of AI/ML,
constraints for researchers and future research directions. In a
summary apart from focusing on DL and XAI technology for
AML domain, possible research directions for better outcome
is a joint research programs between academicians and finan-
cial institutions focusing on identification of suspicious trans-
actions; between academicians and Financial Intelligence
Units (FIUs) focusing on investigation and decision support
systems.
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