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ABSTRACT
Evolutionary information is essential for the protein annotation. The number of homologs of a
protein retrieved is correlated with the annotations related to the protein structure or function.
With the continuous increase in the number of available sequences, fast and effective homology
detection methods are particularly important. To increase the efficiency of homology detection,
a novel method named CONVERT is proposed in this paper. This method regards homology
detection as a translation task and presents a concept of representative protein. Representative
proteins are not real proteins. A representative protein corresponds to a protein family, it con-
tains the characteristics of the family. Our method employs the seq2seq model to establish the
many-to-one relationship between proteins and representative proteins. Based on the many-to-
one relationship, CONVERT converts protein sequences into fixed-length numerical representa-
tions, so as to increase the efficiency of homology detection by using numerical comparison
instead of sequence alignment. For alignment results, our method adopts ranking to obtain a
sorted list. We evaluate the proposed method on two benchmark datasets. The experimental
results show that the performances of our method are comparable with the state-of-the-art
methods. Meanwhile, our method is ultra-fast and can obtain results in hundreds of
milliseconds.
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Introduction

With the rapid development of next-generation
sequencing technology, the number of biological
sequence data is increasing explosively. By September
2020, more than 180 million protein sequences in
TrEMBL [1] have been identified, and more than 99%
of them are still waiting for annotation. How to ana-
lyze these sequences effectively has become an
important issue in the field of bioinformatics.
Homology detection plays a crucial role in protein
sequence analysis because of its role in protein struc-
ture [2] and function [3, 4].

Homology detection developed rapidly, and many
methods have been proposed. The early methods are
based on pairwise sequence alignment [5, 6]. A query
is aligned one by one with the artificially labelled pro-
tein sequences in a dataset, and the homology of the
query is calculated based on the scores of alignment
results. With the increase in the number of protein

structures measured, the time overhead of the pair-
wise sequence alignment methods is also increasing.
To improve the alignment speed, BLAST [7] and
FASTA [8] were proposed. These two methods make a
compromise with part of the accuracy to get faster
alignment speed. However, the pairwise sequence
alignment algorithms cannot accurately detect the
homology between sequences with low similarity. So
homology detection methods based on protein
sequence profile were proposed, such as PL-search [9],
PSI-BLAST [10], SMI-BLAST [11], COMA [12], Phyre [13]
and FFAS [14]. These methods adopt multi-sequence
alignment to generate a position specific scoring
matrix of a query to assist detection. Since these
methods take into account the evolutionary informa-
tion of proteins, the sensitivity of recognition is greatly
improved. Later, some researchers employed hidden
Markov model for homology detection [15–17]. They
established a corresponding hidden Markov model for
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each protein in the database, and determined the
sequence homology by comparing the hidden Markov
models. With the increasing popularity of machine
learning, researchers began to try to apply machine
learning algorithms [18–21] to homology detection,
treating homology detection as a multi-classification
task. But almost all discriminant methods need appro-
priate length of eigenvectors as input, and the quality
of eigenvectors directly determines the effectiveness
of such methods [22]. Therefore, how to generate
appropriate eigenvectors has always been the focus of
discriminant methods. Different from the discriminant
methods, ranking methods [23–25] regard the hom-
ology detection as a ranking task. For a query
sequence, ranking methods calculate a sorted list
according to the evolutionary similarity.

Evolutionary information is essential for homology
detection. However, the calculation of evolutionary
information depends on traditional sequence align-
ment algorithms or their improved algorithms. This
means that the shortcomings of traditional sequence
alignment algorithms will affect the effect of other
methods which are based on the evolutionary infor-
mation. Therefore, how to utilize only protein
sequence information for homology detection is still
crucial for protein sequence analysis. Meanwhile, mas-
sive amounts of protein sequence data urgently need
fast and reliable homology detection methods.

In this study, we propose a novel method called
CONVERT for homology detection. The proposed
method regards homology detection as a translation
task which combines the seq2seq model and ranking.
Firstly, each family’s representative protein is gener-
ated based on semi-global alignment. Secondly, the
many-to-one relationship between proteins and repre-
sentative proteins is established based on the seq2seq
model. Thirdly, the decoder is discarded, and the

encoder part is retained to generate eigenvectors of
proteins. Finally, a sorted list is calculated for the
query sequence based on the eigenvectors. The
proposed method provides a unified model for all
families, and transforms the sequence data into fixed-
length numerical data which is easier to calculate.

Materials and methods

Representation of sequence

For neural networks, the alphabetical representation of
amino acid residues cannot be utilized as input, so we
need to convert alphabetical representation into
numeric representation. One-hot encoding is usually
utilized to encode protein sequences. However, one-
hot encoding cannot reflect the relationship between
residues. So we adopt word embedding [26, 27] to
encode sequences to capture the relationship
between residues. The word embedding process is
shown in Figure 1. To retain abundant information of
protein sequences, we embed residues into 15-dimen-
sional space. The numeric representation of residues
will be updated throughout the training process, and
the relationship between residues will become mature
through repeated training.

Semi-global alignment

Needleman-Wunsch [5] is a basic algorithm in protein
sequence analysis. It is a global alignment algorithm,
and its basic idea can be briefly described as: using
the iterative method to calculate the similar scores of
two sequences, and storing similar scores in a score
matrix, then an optimal comparison result is found by
dynamic programming based on the matrix.
Needleman-Wunsch can find the optimal comparison
result when comparison sequence lengths are similar.
In general, the sequence lengths in the same family
are similar, but not absolute. Therefore, we choose the
semi-global alignment [28] as the basic alignment
algorithm in this work. The formula of semi-global
alignment is as follows:

F i, 0ð Þ ¼ 0 or F 0, jð Þ ¼ 0 (1)

F i, jð Þ ¼ max
F i� 1, j � 1ð Þ þ sðxi, yjÞ

F i� 1, jð Þ þ d
F i, j � 1ð Þ þ d

8<
: (2)

where s(xi, yj) is the score in the scoring matrix when
xi is aligned with yj, d is the penalty for the gap.
Formula (2) is the formula of Needleman-Wunsch, and
Formula (1) and (2) make up the formula of semi-glo-
bal alignment. Formula (1) initializes the first row or

Figure 1. The process of word embedding. l denotes the
length of protein sequence. The purpose of word embedding
is to get an appropriate R, which can reflect the relationship
among residues.
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column corresponding to the long sequence to zero,
so that implementing no penalty for front-end vacan-
cies in long sequence. In backtracking, the first step is
to backtrack from the lower right corner to the max-
imum number in row or column corresponding to the
long sequence. Then, like the Needleman-Wunsch, it
backtracks to the upper left corner of the matrix.
When alignment sequence lengths are similar, the
results of semi-global alignment and Needleman-
Wunsch are similar. When alignment sequence lengths
are quite different, the result of semi-global alignment
tends to embed the short sequence into the
long sequence.

Bidirectional GRU

Recurrent Neural Network (RNN) [29, 30] is a key tech-
nology in time-series data processing [31, 32]. Gated
Recurrent Unit (GRU) [33], as a variant of RNN, has the
advantages of simplicity and effectiveness. It is a very
popular RNN nowadays.

The cell structure of GRU is shown in Figure 2. It
has two gates, the update gate and the reset gate.
The update gate helps the model to determine how
much of the past information needs to be passed
along to the future. The reset gate is used from the
model to decide how much of the past information
to forget.

In unidirectional RNN, the transmission between
states is a one-way process. The state of time t can
only be obtained from the past sequence x0, x1, � � � ,
x(t-1) and xt. For the residues in protein sequences,
they depend not only on the sequence on the left,
but also on the sequence on the right. To obtain posi-
tive and negative direction dependency information of
residues, we utilize bidirectional GRU as the encoder
of seq2seq model.

CONVERT

1. Generate representative protein: Generating repre-
sentative proteins involves two phases: select
benchmark protein and generate representative
protein. When the length difference between the
longest and shortest sequences is less than 20
residues in a family, we choose the shortest
sequence as the benchmark protein. Otherwise,
we randomly select a sequence whose length is
between (mþ(l-m)/4) and (l-(l-m)/4) as the bench-
mark protein, where m is the average length and l
is the longest length of sequences in the family.
Such selection can effectively avoid situations in
which the longest or shortest sequence is a spe-
cial case. After selecting the benchmark proteins,
the next phase is to generate representative pro-
teins. We utilize a semi-global alignment algo-
rithm based on BLOSUM62 to align all sequences
with their benchmark proteins. The gaps in the
alignment results of the benchmark proteins are
treated as the increases of other sequences, and
deleted. As shown in Figure 3, there are two
sequences stlye and slfeql, and the alignment
results are stlye– and s-lfeql. If stlye is the bench-
mark protein, the final result of slfeql is s-lfe. If
slfeql is the benchmark protein, the final result of
stlye is slye–. Thus, the final results in a family
have the same sequence length (the length of the
benchmark protein). Then, the residues with
the highest frequency in the same position in the
results of the same family are selected and spliced
into the representative protein of this family.

2. Establish relationship: The seq2seq model [34, 35]
is widely used in question answering system and
machine translation. The process of its operation
is: encoder transforms a sequence into a fixed-
length context vector, and a decoder transforms

Figure 2. The cell structure of GRU. C<t -1> denotes the state
of the previous time of t, x<t> is the input of the time t, C<t>

is the state of time t. r and tanh are the activation function.
The state of time t depends not only on the input of the cur-
rent time, but also on the inputs of the previous times. Figure 3. The processing of alignment results. The residues

corresponding to the gaps in the alignment results of the
benchmark protein will be deleted.
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the context vector into a target sequence. For a
general seq2seq model, no matter which residue in
the output is generated, any residue in the input
sequence has the same influence on that residue.
When the length of the input sequence is short,
the effect on the result is small. Unfortunately, pro-
tein sequences are usually long. According to the
generation process of the representative protein,
for a residue x in a representative protein, the resi-
dues in the aligned sequences whose positions are
similar to x have greater influence on x’s gener-
ation. Therefore, we utilize the Bahdanau Attention
[36], which makes neuro-machine translation focus
on some important parts while ignoring others, to
highlight the importance of residue location infor-
mation. As shown in Figure 4(a), we utilize bidirec-
tional GRU with two hidden layers as the encoder
and GRU with four hidden layers as the decoder.
The protein sequences are used as the input, and
the corresponding representative proteins are used
as the output to train the model.

3. Detect homology: After the seq2seq model train-
ing, we convert all sequences in a database into
numerical representations using the trained
encoder. All the numerical representations make
up the vector database. As shown in Figure 4(b),
when a query sequence comes in, it is put into
the encoder for coding, and the coding result is
compared with the vectors in the vector database.

We use Euclidean distance to measure the dis-
tance between vectors. The smaller the distance
between two vectors, the more the corresponding
two sequences tend to be homologous. For the
comparison results, we adopt the idea of ranking
methods to sort them. As the number of proteins
is very large, it is extremely expensive in terms of
time to sort all the results. However, there is no
need to sort all results, we just sort the top-k. The
value of k can be specified as required. Moreover,
the results generated by our method can provide
remote homology information. As we know, the
similarity between proteins belonging to the same
superfamily but different families is low, so to pro-
duce representative proteins for different superfa-
milies is not a good choice. Fortunately, the IDs of
the proteins in the dataset can provide rich infor-
mation like fold, superfamiliy, family. As shown in
Figure 4(b), the ranking list consists of family IDs.
When we obtain the ranking list of a query, we
can obtain superfamily information and even fold
information of the query in addition to family
information.

Dataset, preprocessing and validation

1. Dataset: In this work, we adopt SCOP (version
1.75) [37] and SCOPe (version 2.06) [38] to evalu-
ate the performance of our method. SCOP

Figure 4. Architecture of CONVERT in the training phase (a) and the testing phase (b). The left figure shows the architecture of
CONVERT in the training phase. Encoder is composed of bidirectional GRU with two hidden layers, and decoder is composed of
GRU with four hidden layers. Firstly, the word embedding is used to generate the numeric representation of the training samples.
Secondly, encoder generates the context vectors of the training samples. Thirdly, decoder generates the results according to the
intermediate states and the context vector. Finally, the loss is calculated and the parameters are updated. The right figure shows
the architecture of the testing phase of CONVERT. A query sequence is put into the encoder for coding, and the coding result is
compared with the vector database to obtain the top-k of the result as required.
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benchmark dataset contains 16712 amino acid
sequences from 3901 families. And SCOPe con-
tains 30201 amino acid sequences from 4850 fam-
ilies. All data can be downloaded from http://
SCOP.berkeley.edu/astral/.

2. Preprocessing: For each family in the experimental
data, we randomly select a sequence to join the
testing data and the rest to join the training data.
However, the training data is severely unbalanced.
Some families contain hundreds of protein sequen-
ces, while some families contain only a few. To
avoid the adverse effect of unbalanced data on
model training, we utilize the oversampling on the
training set: assuming n is the number of proteins
in the family with the most proteins in the training
set, for a family with fewer proteins than n, we
repeatedly select sequences from this family ran-
domly and add them to the training set until the
number of proteins in this family equals n. Finally,
the data preprocessing before the model training
is completed by shuffling the training set.

3. Measurements: On the SCOP dataset, the perform-
ance of CONVERT compared with other methods is
evaluated by the area under the ROC curve (AUC)
and the AUC score evaluated on the first 1000 false
positives (AUC1000), which are the same metrics
used in [39]. Since we just sort top-k results for a
query sequence, the Precision in Top-k (PIT-k) (PIT-
1, PIT-2, PIT-3 stand for k equals to 1,2,3, respect-
ively) is used to evaluate the performance of
CONVERT with different k on the SCOP and SCOPe
datasets. For a query sequence q, if the top-k
results contain a sequence from the same family as
q, the recall is successful. We assume there are m
query sequences, of which l query sequences are
recalled successfully, the PIT-k is defined as l

m :

Results

Comparison with state-of-the-art methods

In this study, we selected some of the most commonly
used homology detection algorithms and compared

them with CONVERT on SCOP. The AUC and AUC1000
scores of PHMMER [40], CSBLAST [41], HHSEARCH [17],
NCBI-BLAST [42], USEARCH [43], FASTA [8], UBLAST
[43], reported in Table 1, were extracted from [39], in
which the authors provided a detailed benchmark of
these methods.

As shown in Table 1, the AUC of CONVERT is 0.028
lower than PHMMER, 0.03 lower than CSBLAST and
0.012 better than FASTA, 0.089 better than UBLAST. In
terms of AUC1000, CONVERT is comparable to NCBI-
BLAST, which is ranked fourth. Overall, PHMMER,
CSBLAST and HHSEARCH are the most reliable hom-
ology detection methods. And CONVERT is compar-
able to methods such as NCBI-BLAST and USEARCH.
Although the scores are different for each method, we
can intuitively see from Figure 5 that, except for
UBLAST, the overall quality of the other methods
is similar.

The dependence on the value of k

In order to know how different values of k influence
the PIT-k, we chose ten different numbers as the val-
ues of k, namely 1, 2, 3, 5, 7, 10, 15, 20, 25, 30. The
detailed results are shown in Table 2 and Table 3. The
growth trend of PIT-k with the increase of k is shown
in Figure 6, from which we can obviously see the fol-
lowing: (1) As the value of k increases, so does the
precision. But if the value of k is too large, TIP-k will
be meaningless. We need to choose the appropriate k
to ensure the accuracy of homology detection while
keeping the detection time low. (2) When k equals 15,
the accuracy is 0.922 on the SCOP benchmark dataset
and 0.933 on the SCOPe benchmark dataset, and
when the value of k is greater than 15, the accuracy
has risen slowly, indicating that 15 is a good choice
for k, but any k may be used.

Table 1. Comparison of CONVERT performance on the
SCOP dataset
Method AUC AUC1000

PHMMER 0.959 0.903
CSBLAST 0.961 0.899
HHSEARCH 0.951 0.877
NCBI-BLAST 0.937 0.857
USEARCH 0.938 0.853
FASTA 0.919 0.834
UBLAST 0.842 0.785
CONVERT 0.931 0.856

Figure 5. Comparisons among different methods on the SCOP
dataset in terms of AUC and AUC1000.
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CONVERT has linear complexity

We tested the testing sets of SCOP and SCOPe on a
PC with CPU i7-6700 and RAM 8G. And we trans-
formed protein sequences into 1200D vectors, and
sorted the top-100 of the results. As the lengths of
the sequences are different, we used the average run-
ning time to evaluate the efficiency of CONVERT. We
generated nine datasets with different sizes for the
two datasets (ranging from 1000 to 9000 for SCOP,
and ranging from 2000 to 18000 for SCOPe). In Figure
7, we can see that the two graphs are similar: as the
number of proteins in the database increases, the run-
ning time increases linearly and slowly. If we extend
the line in Figure 7(a) or Figure 7(b) to the left, it will
not intersect the coordinate axis at (0, 0), but at
approximately (0, 100). That is, on average, it takes

about 100 milliseconds for CONVERT to convert a
sequence into a vector. Assuming that the time
required for the CONVERT transformation sequence is
t1, the time required for the comparison of two vec-
tors is t2, and the database size is n, the time com-
plexity of CONVERT is O(t1þn�t2), where t1 and t2
are constants.

Discussion

Representative protein is a key in CONVERT

The representative protein is formed in a manner simi-
lar to multi-sequence alignment. A representative pro-
tein of a family extracts the commonness of the
proteins in the family, so it can represent this family
objectively and comprehensively. With characterizing
proteins, we can establish many-to-one relationships
between proteins and representative proteins. So
CONVERT can skilfully transform a multi-classification
task into a translation task, bypassing the shortcom-
ings of multi-classification models that are difficult to

Table 2. The performance of CONVERT with different k on
the SCOP dataset.
Method k PIT-k

CONVERT 1 0.737
CONVERT 2 0.787
CONVERT 3 0.812
CONVERT 5 0.853
CONVERT 7 0.881
CONVERT 10 0.895
CONVERT 15 0.922
CONVERT 20 0.934
CONVERT 25 0.947
CONVERT 30 0.948

Table 3. The performance of CONVERT with different k on
the SCOPe dataset.
Method k PIT-k

CONVERT 1 0.711
CONVERT 2 0.789
CONVERT 3 0.832
CONVERT 5 0.870
CONVERT 7 0.895
CONVERT 10 0.919
CONVERT 15 0.933
CONVERT 20 0.942
CONVERT 25 0.946
CONVERT 30 0.946

Figure 6. The growth trend of TIP-k with the increase in
k value.

Figure 7. Growth of CONVERT’s runtimes with increasingly
large dataset size on SCOP (a) and SCOPe (b). Plot empirically
showing that as the number of proteins in the database
increases, the running time of CONVERT increases linearly
and slowly.
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achieve satisfactory accuracy when facing thousands
of categories.

Considerations on the feasibility

The 5-fold cross-validation was used in our experi-
ment. That is, one protein is randomly selected from
each family to construct the testing set, and the rest
are used as training data, repeated five times, and the
average result is the final result. Although the experi-
mental results still have some randomness, it is
undeniable that the credibility is still high. From
Figure 7, we can roughly calculate that for every 1000
increase in the size of the database, the running time
of CONVERT, which sorts the top-100 of the results,
will increase by about 10 millisecondsons. This means
that for databases with size less than 100000,
CONVERT can get results in one second. From Tables
2 and 3, we can see that when k is 20, the accuracy of
CONVERT on the two data sets exceeds 93%. The 5-
fold cross-validation ensures the reliability of the
experiment, and the experiment results show that our
proposed method works well. Therefore, it is antici-
pated that CONVERT will become a very useful com-
putational tool for sequence analysis.

CONVERT can reduce the detection time

Instead of generating a model for each family,
CONVERT generates one model for all families. On the
surface, going from multiple models to one can save a
lot of time, but it does not. Firstly, when a single
model can replace multiple models, this means that
the single model is much more complex. Secondly,
CONVERT will spend a lot of time to convert the pro-
tein database to the vector database. Of course, that
time has to been spent, but not every time a query
sequence is detected. After CONVERT training, all vec-
tors are generated only once. When a new sequence
needs to be detected, it only takes the time required
of the CONVERT to transform the sequence to the cor-
responding vector and the time of the vector compari-
son. Therefore, CONVERT can quickly select a few
families out of thousands for priority detection.

Conclusions

In this paper, we proposed a novel homology detection
method which treats the homology detection as a trans-
lation task. Our method greatly reduces the time
required for homology detection. Meanwhile, as the
amount of data increases, the time spent on our

proposed method increases linearly. Our method no
longer focuses on whether two proteins are homolo-
gous, but adopts the idea of the ranking method to
sort the results. Therefore, our method can help
researchers quickly select useful sequences from the
database, greatly reducing the cost of scientific research.
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