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Label-Only Membership Inference Attacks and
Defenses In Semantic Segmentation Models
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Abstract—Recent research has discovered that deep learning models are vulnerable to membership inference attacks, which can
reveal whether a sample is in the training dataset of the victim model or not. Most membership inference attacks rely on confidence
scores from the victim model for the attack purpose. However, a few studies indicate that prediction labels of the victim model’s output
are sufficient for launching successful attacks. Besides the well-studied classification models, segmentation models are also vulnerable
to this type of attack. In this paper, for the first time, we propose the label-only membership inference attacks against semantic
segmentation models. With a well-designed framework of the attacks, we can achieve a considerably higher successful attacking rate
compared to previous work. In addition, we have discussed several possible defense mechanisms to counter such a threat.
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1 INTRODUCTION

D EEP learning technologies have brought numerious
successful applications, such as face recognition [1],

image classification [2], and semantic segmentation [3]. The
success of these technologies is due to the availability of
large-scale datasets. These datasets enable a better training
process and in turn, more accurate deep learning models.
However, the models in deep learning applications often
contain sensitive information and pose privacy leakage
risks. Although the deep learning model structures are
usually hidden, the attackers can still extract private infor-
mation by making queries to the victim model. The work
of [4] demonstrated that attackers could reconstruct some
information on the model’s training data by identifying the
data sample’s membership. This type of attack is called the
membership inference attack. The attacker was assumed to
have black-box access to the victim model to obtain confi-
dence scores of the model prediction after multiple queries.
Using the queried confidence scores, the attacker could infer
whether a specific data sample was in the training data or
not.

A large group of research works focused on studying the
design or understanding the membership inference leakage
in deep learning models [5], [6], [7], [8]. Defense mecha-
nisms against membership inference attacks have also been
developed [4], [9], [10], [11]. However, obtaining confidence
scores of the model prediction to launch membership infer-
ence attacks is not always practical because the deep learn-
ing models deployed in real-world applications usually do
not have APIs to be queried with confidence scores, or the
prediction scores have already been modified by internal
defense mechanisms.
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Recent work of [12] and [13] showed that obtaining
confidence scores of the victim model is not mandatory to
launch a membership inference attack. They made fewer
assumptions of the attack by only having the victim model’s
prediction labels. The intuition is that deep learning models
have higher confidence in predicting member samples than
non-member samples. By making various data augmenta-
tions to the original training data, member and non-member
samples have different performances in prediction labels.
Then with the gathered prediction labels as the attack model
input data, the attacker differentiates the member samples
from non-member samples.

Previous research mostly concentrated on membership
inference attacks in image classification models [6], or gen-
erative models [14]. Researchers of [15] demonstrated that
membership inference attacks could also target other mod-
els, such as semantic segmentation models. However, such
an initial work assumed that attacks should require the
confidence scores.

Inspired by the previous work, we study the problem
of label-only membership inference attacks against semantic
segmentation models. That is, given only the victim model’s
prediction labels, can the attacker still tell if a specific record
was used in a semantic segmentation model? This research
has much potential in applying to real-world applications.
Semantic segmentation tasks have already been adopted in
many commercial or under-development products. Privacy
leakage exists in image segmentation applications for au-
tonomous driving [16] and robot navigation [17], because
the attackers can utilize the segmentation results to fig-
ure out the users’ location or other sensitive information.
Applications for medical data segmentation [18] can leak
the patients’ diagnosis and health condition information.
These applications are deployed with models with privacy
risks, and the attacker can only obtain prediction labels
from querying deployed applications. The label-only attacks
make it possible to extract private information even from a
seemingly private setting of revealing hard-value classifi-
cation results. The discussed uniqueness of this work sets
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us apart from the existing work on membership inference
attacks.

Although techniques of membership inference attacks
have been developing during the past few years, a few
challenges still remain: Firstly, in order to deploy attacks
in real-world applications, the adversary knowledge needs
to be as little as possible (e.g. label-only attacks). Otherwise,
the attacks might not be meaningful in practice. Secondly,
the extension from classification tasks to semantic segmen-
tation tasks is not trivial. Although semantic segmentation
can be considered as a collection of pixel classification, the
information contained in a single pixel is limited, which
results in a unreliable indicator of classification label in
the prediction output. Multiple procedures are needed to
process these unreliable indicators of prediction labels in an
efficient way. Also, the pixels are not equal in predicting the
output, with some pixels carrying more information than
the others, which should be considered in the data pro-
cessing procedures as well. Further, the label-only attacks
in the semantic segmentation tasks require more strategies
to extract membership information from the data samples,
which is a major difference from the label-only attacks in
other tasks.

To tackle the above challenges, we design a new at-
tack framework: We apply different data augmentations
to the data samples to obtain more adversary knowl-
edge, and then we adopt several post-processing strate-
gies (prediction-label concatenation and patch cropping) to
the victim model’s prediction output to apply the attacks
against semantic segmentation models. Our contributions
in this paper are the following:

• We propose the first label-only membership inference
attacks against semantic segmentation models.

• We design a framework for membership inference
attacks by applying different data augmentations to
the data samples, and several post-processing strate-
gies to the victim model’s prediction output.

• We discuss several defense mechanisms against
membership inference attacks in semantic segmen-
tation tasks.

• We achieve competitive experimental results of at-
tack and defense methods compared to previous
research.

2 PRELIMINARIES AND RELATED WORK

2.1 Semantic Segmentation

Being a vital computer vision task towards complete scene
understanding, semantic segmentation is a pixel-level label-
ing task for all image pixels, which labels all the objects,
stuff, or background areas in the image to each category [19].
Figure 1 gives an example of what semantic segmentation
looks like between a source image and its corresponding
annotated labels using colorized visualization. A semantic
segmentation label image is a gray-scale image where each
pixel represents its class number in a real task.

With deep learning technologies widely adopted in com-
puter vision, many semantic segmentation models have
been developed based on deep learning. Several prominent
deep learning based semantic segmentation models are fully

(a) Source image

(b) Visualization of annotated labels

Fig. 1. An example of the semantic segmentation task.

convolutional networks [3], encoder-decoder based mod-
els [20], multi-scale and pyramid based models [21], dilated
convolutional models [22], and attention based models [23].

One of the first deep learning models in semantic
segmentation tasks applied a fully convolutional network
(FCN) [3]. SegNet [20] was an encoder-decoder based
model, which extracted feature maps in the encoder pro-
cess and then up-sampled the lower resolution feature
maps to the original resolution. Pyramid scene parsing
network (PSPNet) [21] adopted a multi-scale network to
learn the global context representation and then processed
the patterns from different scales with a pyramid pooling.
Deeplabv3+ [22] used dilated convolutional layers to solve
the decreasing resolution in the model and an atrous spatial
pyramid pooling (ASPP) to extract feature maps. Although
different deep learning technologies are applied in these
models, the main goal in semantic segmentation is to extract
either local or global features in the image.

In this paper, we focus on membership inference attacks
against semantic segmentation models. And we test our
attacks on PSPNet [21], UperNet [24], DANet [25], and
Deeplabv3+ [22].

2.2 Membership Inference Attacks
Membership inference attacks aim to find whether a specific
data sample has contributed to the victim model’s training.
The adversary does not have direct access to the train-
ing dataset or the trained model. However, based on the
observations of the victim model’s prediction output, the
adversary can predict whether a specific data sample is in
the victim model’s training data or not.

Shokri et al. [4] pioneered the topic of membership
inference attacks against image classification, leveraging
multiple shadow models to generate data to train multiple
attack models. Salem et al. [6] relaxed the assumptions
of the attacks, showing that models and datasets of the
victim and shadow models can be independent. They also
demonstrated that one shadow model was already enough
for the attacks. Yeom et al. [7] showed that the overfitting
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TABLE 1
Notations

Notation Description

V Victim model, or called target model
S Shadow model
A Attack model
D Dataset for the model
X A set of images in the dataset
Y A set of corresponding ground truth labels in the dataset
P Prediction result of a model, e.g. P = V (X)

feature of models could lead to the models’ vulnerability
to membership inference attacks. Choquette-Choo et al. [12]
and Li et al. [13] both proposed attacks with only access
to the victim model’s prediction labels. Instead of using
confident scores of the victim model’s output, they applied
various data augmentations to the original images and
obtained corresponding prediction labels as membership in-
formation. More recent works studied the influence of data
augmentations on membership inference attacks, highlight-
ing the privacy risk in the models trained with augmented
data [26], [27]. Other new works proposed novel attack
methods [28] or conducted assessments on the performance
of the attacks [29], [30].

While prior work has mostly studied attacks against
classification models, there are several papers extending
the scenarios to attacks against other deep learning models
or learning settings. Very recent studies discovered that
membership inference attacks were also possible in semantic
segmentation [15], object detection [31], generative mod-
els [14], [32], and transfer learning [33].

Defense mechanisms against membership inference at-
tacks usually fall into two categories. The first category usu-
ally tried to solve the overfitting issue of the victim model,
as overfitting could lead to the exposure of individual
samples [4], [7]. Dropout [6] or differential privacy [34], [35]
could be used to reduce the successful attack rate. The sec-
ond category advocates perturbation to the victim model’s
confidence scores to break the attacks [4], [10], [36]. Shokri
et al. [4] proposed several possible strategies for changing
the confidence scores. Jia et al. [10] presented MemGuard, a
strategy of adding noises to the victim model’s prediction
to confuse the attack model. However, this kind of defense
mechanism cannot be applied to the label-only attacks since
the confidence scores are not observable.

Our research focus is on label-only attacks against se-
mantic segmentation models. The attacks can be deployed
in real-world applications and a deep understanding of
such attacks is in urgent need. In this work, we provide
a thorough and systematic study of this research area.

2.3 Architecture of the Attack Framework
There are three models involved in the task of membership
inference attacks. The target model or victim model is the
target of the attack. Member samples are in the training
data of the model, while non-member samples are not.
The deep learning model usually behaves differently when
the model meets member and non-member samples. The
model’s prediction output follows a different pattern or
data distribution because of the overfitting nature of the
model [4], [6].

To launch a more successful attack, a shadow model is
created to mimic the victim model’s prediction output,
such as the different patterns or data distribution between
member and non-member samples. Then, leveraging the
shadow model’s prediction output, we can train an attack
model, which is a classifier to differentiate member samples
from non-member samples.

In this paper, we follow the steps of [15] to study
attacks in semantic segmentation models. Instead of using
confidence scores of the model’s predictions, we relax the
membership inference attacks’ assumptions to use the pre-
diction labels only, which is inspired by [12], [13]. Table 1
lists the notations used in our framework.

3 PROBLEM FORMULATION

3.1 Threat Model

As our goal is to show whether label-only membership
inference attacks can match the performance of previous
research in semantic segmentation models, we propose a
threat model similar to prior work [4], [12], [15], which
means the adversary only has black-box access to the model,
i.e., the adversary does not have access to the model param-
eters and can only make queries to obtain model predictions
or confidence scores. The details of the threat model are as
follows.

3.1.1 Task Knowledge
Task knowledge refers to the type (in our case, semantic
segmentation), the scenario (street view scenes), the class
labels (cars, pedestrians, road, and other labels in street view
scenes), the input image format (RGB images), etc. The task
knowledge is assumed to be known to the adversary in this
paper.

3.1.2 Model Knowledge
Model knowledge refers to any knowledge related to the
victim model, including the model parameters, the size of
the training dataset, the number of the training iterations
and epochs, the setup of optimizers. The adversary does not
have any model knowledge of the victim model.

The knowledge of the victim model’s structure depends
on the attack setting. This can either be known (dependent
attacks) or unknown (independent attacks). Please refer
to Section 6.1 for more information on our experimental
setup.

As our study is on label-only attacks, we do not need
the confidence scores of the victim model’s output. The
adversary can only obtain the prediction labels of the vic-
tim model’s output, which is more realistic in real-world
applications because the confidence scores might not be
supported by the associated API or they might have been
altered internally due to privacy protection reasons. Hence,
the ground truth labels are essential for extracting the mem-
bership information.

3.1.3 Data Knowledge
The adversary is aware of the distribution of the training
dataset of the victim model and can collect a new dataset
based on the same distribution. The new dataset could be
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Fig. 2. The framework of the label-only membership inference attack
against semantic segmentation models.

real or synthetic based on different experimental setups [4],
and it should not overlap with the victim model’s train-
ing dataset. We call this new dataset the shadow dataset.
Besides, the adversary cannot directly access the victim
model’s training dataset. Please refer to Section 6.1 for more
information on our experimental setup.

3.2 Design Goal

In order to tackle the limitations of current membership
inference attacks, we design the framework of membership
inference attacks in a label-only setting for semantic segmen-
tation models. To this end, we aim to achieve the following
design goals:

• The first goal is to design a pipeline framework
to initiate the membership inference attacks in a
label-only setting for semantic segmentation models.
In Section 4, we describe our pipeline framework,
including the training and testing of the attack model
and also the details of our data representation proce-
dures.

• The second goal is to evaluate whether our label-
only attacks can achieve a better attack accuracy than
other attacks against semantic segmentation models.
In Section 6, we evaluate our attack framework in
various settings.

• The third goal is to evaluate whether the current
defense mechanisms can defend our attack settings.
We introduce several defense mechanisms in Sec-
tion 5 and test their effectiveness against our attack
framework in Section 6.

4 LABEL-ONLY ATTACK FRAMEWORK IN SEMAN-
TIC SEGMENTATION

In this section, the label-only membership inference attack
against semantic segmentation models is introduced. Fig-
ure 2 shows the proposed attack framework, including the
training and testing of the attack model. The following
subsections will discuss the details of this framework.

4.1 Data Preparation
Before training the attack model, We need to prepare the
datasets for the victim/shadow model for model-building.
In more detail, we build a shadow model S similar to the
victim model V . The shadow model is expected to exhibit
similar behavior in predicting outputs like the victim model
when they infer member and non-member samples. Our
attack model A is a classifier that differentiates member and
non-member samples.

We prepare two datasets DV and DS for the vic-
tim model V and the shadow model S, where DV =
{(XV

i , Y
V
i )}i, DS = {(XS

i , Y
S
i )}i. Here, Xi represents

a single image in the dataset, and Yi denotes the corre-
sponding ground truth labels, with one label for each pixel
in the image. These two datasets can be dependent or
independent [6], which will be discussed in detail in Sec-
tion 6.1. We split each dataset into two sub-datasets for the
victim/shadow model’s training and testing. The shadow
model’s training data DS

1 and testing data DS
0 are consid-

ered as member/non-member samples for the attack model,
where 1 and 0 denote the binary membership status. The
same setting applies to the victim model’s training data DV

1

and testing data DV
0 . In reality, sub-datasets DS

1 and DS
0 are

prepared by the attacker, and the attacker’s final goal is to
determine whether the testing sample (x, y) belongs to DV

1

or DV
0 .

4.2 Training of the Attack Model
The training process of the attack model is discussed in
this subsection. Algorithm 1 presents the pseudocode of the
model training.

We prepare the dataset DA of the attack model A based
on the victim/shadow model’s output. The training/testing
data DA

train and DA
test of the attack model A are constructed

by the shadow/victim model’s output respectively. DA
train

and DA
test is formulated by the following data representa-

tion procedure, including one (data augmentations) before
the victim/shadow model inference, and the other two
(prediction-label concatenation and patch cropping) after
the inference:

• Data Augmentation. Multiple data augmentation
methods are applied in our algorithm, which are
denoted as aug(·). The original images XV and XS

are processed by different data augmentation meth-
ods, the outputs of which are denoted by aug(XV )
or aug(XS). Further, they are processed by the vic-
tim/shadow model. We take the prediction label of
the output, which is denoted as P1V = V (aug(XV ))
or P1S = S(aug(XS)).

• Prediction-Label Concatenation. We concatenate
victim/shadow model predictions with labels to
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give a second data representation, which is de-
noted as P2V = pl concat(P1V , Y V ) or P2S =
pl concat(P1S , Y S).

• Patch Cropping. We crop several patches by some
rules from the second data representation result as
the input of the attack model denoted as P3V =
crop(P2V ) or P3S = crop(P2S).

We introduce these three steps of the data representation
procedure in the following paragraphs. These three steps
for the attack model’s training and testing are the same.
The only difference is the dataset and the model (victim or
shadow) used in these steps. In this subsection, we construct
DA
train with DS and S.

4.2.1 Data Augmentation
As mentioned in [12], [37], data augmentation is a very
powerful tool to build deep learning models. In order to
increase the performance of deep learning models, the goal
is to minimize the distance between the training and testing
data. The augmented training data will give a better repre-
sentation of the training dataset to achieve this goal.

However, this data augmentation process makes deep
learning models vulnerable to membership inference at-
tacks, especially label-only attacks. With only the prediction
labels available in the label-only attacks, the information is
not enough to initiate the attack. The intuition here is to
generate more information to extract membership status. If
a data sample is used to train the victim/shadow model,
the augmented data samples are likely to participate in
training the victim/shadow model as well. In this way, the
attacker leverages augmented input data to obtain a better
membership signal.

We apply several different data augmentation methods,
two of which (translation and rotation) are similar to data
augmentations in [12], while the others are new in our paper.

• Translation. Given a translation scale s, we translate
the image by ±s pixel horizontally and vertically.
We output five images in total, including the original
one.

• Rotation. Given a rotation scale s, we rotate the
image by ±s◦. We output three images in total,
including the original one.

• Brightness, contrast, hue, or saturation. These four
photometric distortions share the same strategy: we
randomly apply one of them to the image and output
five images, including the original one.

• Random. We randomly select the above six data
augmentations and apply them to the image. We
output five images in total, including the original
one.

With the augmented image input, we receive the vic-
tim/shadow model’s inference result, the prediction labels.
As this is the training of the attack model, we receive the
shadow model’s prediction labels denoted as P1S . In a
normal membership inference attack, the inference result is
the confidence scores of the prediction. This is formulated as
a pixel-wise matrix of size (c, h, w), where c is the number
of class labels of the dataset, h and w are the height and
width of the image. With a softmax layer being the last

Algorithm 1 Training of the Attack Model

Input: DS = DS
1 ∪DS

0 = {XS , Y S},S, epoch num
Output: A

1: i = 0
2: while i < len(DS) do
3: P1Si = S(aug(XS

i ))
4: P2Si = pl concat(P1Si , Y

S
i )

5: P3Si = crop(P2Si )
6: i = i+ 1
7: end while
8: Reshape P3Si to P3S for each P3Si has k cropped patches
9: P3S can be split into P3S1 (from DS

1 ) and P3S0 (from DS
0 )

10: m = 0, n = 0
11: while m < epoch num do
12: while n < len(P3S) do
13: if P3S(m,n) ∈ P3S1 then
14: A(P3S(m,n)) train as 1
15: else
16: A(P3S(m,n)) train as 0
17: end if
18: n = n+ 1
19: end while
20: m = m+ 1
21: end while
22: return A

Algorithm 2 Testing of the Attack Model

Input: Testing sample (x, y) from DV ,V ,A, membership
threshold κ

Output: Result
1: p1 = S(aug(x))
2: p2 = pl concat(p1, y)
3: p3 = crop(p2)
4: p3 has k cropped patches
5: m = 0, Result = 0
6: while m < k do
7: Result+ = A(p3m)
8: m = m+ 1
9: end while

10: Result = Result
k

11: if Result >= κ then
12: Testing sample (x, y) is a member sample
13: else
14: Testing sample (x, y) is a non-member sample
15: end if
16: return Result

layer of the model, the matrix values range between 0 and 1,
each of which denotes the probability of a class for a single
pixel. In our label-only attack, the prediction labels P1S is
a matrix of size (n, h,w), where n means the number of
data augmentations of one image. Each value in the matrix
means the class ID in a single pixel.

4.2.2 Prediction-Label Concatenation

In this step, we leverage the prediction labels P1S and the
ground truth labels Y S to provide a better data represen-
tation to the next step. In order to differentiate member
samples from non-member samples, the attack model needs
input data to contain information from both the prediction
labels and the ground truth labels. The ground truth labels
Y S is a matrix of size (1, h, w). Here we adopt three dif-
ferent strategies to form the output of the prediction-label
concatenation P2S .
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• Simple concatenation. We simply perform a matrix
concatenation between P1S and Y S , leading to a
matrix of size (n+ 1, h, w) as the output P2S :

P2S = matrix concat(P1S , Y S), (1)

where maxtrix concat(·) means the matrix concate-
nation process.

• Mixup and one-hot concatenation. Unlike confi-
dence scores of the prediction output, the prediction
label of each augmented output has only one channel
instead of c channels. To mimic the matrix structure
of the confidence score output, we perform the one-
hot encoding to each channel of the prediction label
matrix and then perform Mixup [38]:

Mall =

n∑
i=1

λiMi,

n∑
i=1

λi = 1, (2)

where Mall is the matrix after Mixup, Mi is the ith
the prediction label matrix with the size (c, h, w),
and λi is the corresponding weight. In this way, we
receive the matrix Mall with the size (c, h, w). The
Mixup process reduces matrix dimensions from n×c
layers to c layers and still contains all the information
on each prediction label.
We then concatenate the matrix Mall to the one-
hot encoded ground truth label (a matrix of size
(c, h, w)), leading to a matrix of size (2c, h, w) as the
output P2S :

P2S = matrix concat(Mall, one hot(Y
S)), (3)

where one hot(·) means the one-hot encoding pro-
cess.

• Mixup and structured loss map (SLM). The Mixup
process is the same as Mixup and concatenation.
Then we calculate the structured loss map using the
Mixup output Mall and the one-hot encoded ground
truth label [15]:

P2S = −
c∑
i=1

one hot(Y S)ilog(M(all,i)). (4)

The structured loss map calculates cross-entropy loss
values across all locations, resulting in a matrix of
size (1, h, w) as the output P2S . This process signifi-
cantly reduces the dimension of the output P2S from
2c to 1.

Based on different strategies, we obtain different data
representations P2S with various sizes of the matrix.

4.2.3 Patch Cropping
Patch cropping is the final step of our data representation
procedure, which is a procedure to crop one image into
several patches based on a specific rule. The membership
indicator information in the data representation is still weak
and not good enough to support an effective attack [15].
Applying patch cropping methods to the data represen-
tation P2S can aggregate more information over patches
to launch a stronger attack. For each P2Si in P2S , we

make the cropping procedure to form k patches, denoted
as PAS . PASk has 4 variables (x idx, y idx, pa h, pa w),
where x idx and y idx are the coordinate of the upper-left
point of the patch, and pa h and pa w are the height and
width of the patch. In this paper, we crop patches of the
prediction-label concatenation output P2S by the following
rules.

• Random. We crop patches across the matrix P2S

randomly.
• Sliding windows. We crop patches with a fixed

step size from the upper-left to the bottom-right of
the matrix. This method can guarantee that all the
information in the matrix is included in the cropped
patches.

• Random rejection to preserve diversity in labels.
We reject some randomly cropped patches if the
patch has most pixels of one label. We set a rejection
degree η for determining when to reject the cropped
patches. For example, road areas are prevalent in
street scenes and may take a large portion in a single
image. Here, η is set to 80%, and we reject this type of
patch if road labels are observed for more than 80%
of the pixels.

After the patches are cropped, we obtain the final data
representation P3S , which forms the training dataset of the
attack model DA

train. P3S can be described as:

P3S = {PASk }k = crop(P2S). (5)

Then we construct a classification model A to differentiate
member and non-member samples in the original shadow
dataset S.

4.3 Testing of the Attack Model
In this subsection, we apply the testing sample (x, y) from
DV and V to construct P1V , P2V , and P3V , which finally
forms the testing dataset of the attack model DA

test. Then we
obtain the inference result of A to determine whether (x, y)
is a member sample or a non-member sample. Algorithm 2
presents the pseudo-code of the attack model testing. The
membership threshold κ required in the algorithm is usually
set to 0.5.

There is another difference between the training and
testing of the attack model. The inference result of the attack
model is the classification result of the patches, not the
whole image. The result of the patches in the same image
should be calculated together, and the result of a single
image should be as follows [15]:

Result =
1

N

N∑
i=1

A(XA
i , Yi), (6)

whereXA means the input of the attack model and (XA
i , Yi)

means the i-th patch in the same image with the correspond-
ing ground truth label.

5 DEFENSE MECHANISMS AGAINST LABEL-ONLY
ATTACK FRAMEWORK IN SEMANTIC SEGMENTA-
TION

This section presents possible defense mechanisms for label-
only membership inference attacks to protect private infor-
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mation in semantic segmentation models. Previous research
proposed several defense mechanisms in the training or
testing phase of the victim model to mitigate membership
leakage.

Defense mechanisms in model testing usually try to add
perturbations or make changes to the confidence scores of
model predictions. In this way, the defender does not need
to retrain the model to protect privacy. There are several
developed strategies in the existing work, such as restricting
the prediction scores to top k classes [4], coarsening preci-
sion of the prediction scores [4], MemGuard (a mechanism
to add noises to prediction scores) [10], and adding Gaussian
noises to prediction scores [15]. However, these defense
mechanisms are not suitable for our attack algorithm since
only the victim model’s prediction labels are available in our
scheme. The mentioned mechanisms were not meant for the
prediction labels.

Therefore, defense mechanisms in model training could
be a possible strategy to protect privacy from label-only
membership inference attacks. We discuss Dropout [39] and
DPSGD [34] in the following subsections.

5.1 Dropout

To reduce overfitting of deep learning models, Hinton et
al. [39] proposed dropout, a regularization method. The idea
is to randomly drop a few units and their connections from
deep neural networks during training. The dropout ratio is
a hyper-parameter for setting the probability of retaining a
unit in the network.

Salem et al. [6] demonstrated that dropout could also
be used to defend against membership inference attacks
because one of the requirements of successful attacks is the
overfitting feature of the victim model.

5.2 DPSGD

Differential privacy [40] provides a standard for privacy
guarantees of neighboring datasets. Differential privacy de-
fines privacy from a mathematical perspective. The defini-
tion of differential privacy is as follows:
Definition 1. ((ε, δ) - Differential Privacy). For any two

neighboring datasets D and D′ that differ in only a
single entry, a randomized mechanism A provides (ε,
δ) - Differential Privacy, if for ∀S ⊆ Range(A),

Pr[A(D) ∈ S] ≤ eεPr[A(D′) ∈ S] + δ, (7)

where ε measures the privacy loss between the neigh-
boring datasets and δ is related to the size of the dataset.

Adopting differential privacy in deep learning model
training can prevent the model from memorizing any in-
dividual data record. Abadi et al. [34] proposed a dif-
ferentially private stochastic gradient descent (DPSGD) to
provide strict privacy bound with similar utility compared
to models without defense mechanisms. Compared to a
standard SGD optimizer, DPSGD introduces the following
changes to guarantee privacy: adding Gaussian noises to
the gradient and clipping the gradient based on the gradient
norm. Therefore, two parameters (noise scale σ and gradient
norm bound C) should be calculated to ensure a better

TABLE 2
Dataset and Model Settings

Setting Dataset Model

Dependent Cityscapes, BDD100K,
Mapillary

PSPNet

Independent Cityscapes, BDD100K,
Mapillary

PSPNet, DANet,
UperNet, Deeplabv3+

privacy guarantee. In [34], they also proposed a moments
accountant (MA) method to calculate these parameters more
tightly.

6 PERFORMANCE EVALUATION

In this section, we first present our membership inference
attack’s experimental setup, then we demonstrate and ana-
lyze our experimental results.

6.1 Experimental Setup
6.1.1 Settings
As [6] has previously reported, the dataset and model set-
tings in the victim and shadow model can be dependent or
independent. The dependent attack means that the attacker
has a dataset from the same data distribution as the victim
model’s training data. The shadow model has the same
architecture as the victim model. The independent attack
is more realistic, meaning sometimes the attacker has no
knowledge of the victim model and its dataset. The attacker
only knows the functionality of the victim model, which is
semantic segmentation in our case. The attacker also knows
that the samples in the victim model’s training data are
street scene images, so the shadow model is trained by
some other similar datasets. The shadow model is not for
mimicking the victim model’s behavior but for capturing
the dataset’s membership status.

Table 2 shows the dataset and model settings in each
experiment. Setting Dependent is used in the dataset and
model-dependent attacks, while Setting Independent is
used in the dataset and model-independent attacks. The
dataset is usually split in a balanced setting (4 even subsets
as victim member, victim non-member, shadow member,
and shadow non-member) unless stated otherwise.

6.1.2 Datasets
We perform experiments using three well-known street
scene semantic segmentation datasets:

• Cityscapes [16], a diverse set of images of street
scenes from 50 different cities. As seen in Table 2,
we split the dataset into different numbers of subsets
based on different settings.

• BDD100K [41], a large-scale image dataset captured
from driving videos by Berkeley AI Research.

• Mapillary Vistas [42], a fine annotated segmenta-
tion dataset of images of street scenes with various
weather, season, camera, and viewpoint conditions.
This dataset has the largest number of images in our
experiments.

These three datasets have different image sizes. In order
to have a unified model input, we resize the images of the
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studied datasets to the same size. We also divide the images
into member samples and non-member samples.

These three datasets also have different numbers of
class labels. We transform the class labels in BDD100K and
Mapillary Vistas to be the same as those in Cityscapes.

6.1.3 Models
We evaluate our attacks using the following semantic seg-
mentation models (victim or shadow): PSPNet [21], Uper-
Net [24], DANet [25], and Deeplabv3+ [22]. We select
Resnet-50 [2] as our attack model.

6.1.4 Evaluation Metrics.
As there are only two classes (member and non-member
samples) in our attack model, we denote member samples
as positive samples and non-member samples as negative
samples. To evaluate the effectiveness of our attack model,
we count true positive (TP), false positive (FP), true negative
(TN), and false negative (FN), precision and recall of our
result.

To compare different attacks quantitatively, we used the
above experimental results to evaluate our attack model in
terms of three metrics:

• Attack accuracy: Attack accuracy means the rate of
the accurate class of the attack model;

• F1 score: F1 score measures the overall performance
of precision and recall;

• AUC score: AUC score quantifies the area size under
ROC curve, which measures the trade-off between
the true positive rate and the false positive rate [43].

In summary, the higher attack accuracy, F1 score and
AUC score we get, the more effective the attack model is.
We measure our attack methods in different settings using
the above three metrics.

The experimental setup for defense mechanisms is sim-
ilar to that for attack methods. As defense mechanisms are
adopted in the victim model training, we will compare
the attack model performance between models with and
without defense mechanisms. The privacy metrics are the
same, i.e., attack accuracy, F1 score, and AUC score. We
also evaluate the performance between utility and privacy.
The utility metrics in semantic segmentation models is mean
intersection over union (mIoU) [44]. It is a standard metric
for semantic segmentation, which computes a ratio between
the intersection and the union of two sets (the ground truth
and the prediction) on a per-class basis. It is then averaged
over the results, which can be calculated as follows:

mIoU =
1

k

k∑
i=1

ground truth
⋂
prediction

ground truth
⋃
prediction

(8)

6.2 Attack Experiment 1: Different Data Augmentation
Scales

In our first experiment, we evaluate the performance of
our membership inference attack under different scales of
translation and rotation augmentations (from scale 1 to
11). As this is a dependent attack, we use Cityscapes as
the victim and shadow dataset. We split the images in
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Fig. 3. Evaluation of the attack performance with translation and rotation
augmentations under different scales.
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Fig. 4. Evaluation of the attack performance under different prediction-
label concatenation strategies.

Cityscapes randomly into four subsets, as member/non-
member data of the victim/shadow model. PSPNet is used
as the victim/shadow model. We apply translation and
rotation augmentations to the input images. And we adopt
Resnet-50 as the attack model.

The attack performance is shown in Figure 3. For both
translation and rotation augmentations, we can see that
the performance decreases from around 0.9 to below 0.9
in terms of accuracy, F1, and AUC scores. The overall
performance of translation augmentation is better than that
of rotation augmentation, and the best performance is with
a translation and rotation scale of 1.

In [12], they evaluated the performance of these two
scales in image classification tasks, proving that too small or
too large augmentations may harm the attack performance.
We have obtained a similar result in semantic segmentation
tasks: if the original victim/shadow model input images are
largely augmented, the data augmentations cannot help to
enhance the data sample’s membership status. As a result,
large data augmentations cause poor attack performance.
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Fig. 5. Evaluation of the attack performance under different patch crop-
ping methods.

We also discover that translation augmentation has a bet-
ter attack performance than the rotation augmentation on
most scales. In later experiments, we adopt translation and
rotation augmentations with scale 1.

6.3 Attack Experiment 2: Different Prediction-Label
Concatenation Strategies
In our second experiment, the attack performance of three
different prediction-label concatenation strategies is eval-
uated. In this and later experiments, the attack perfor-
mance is compared among various data augmentations,
which include translation (tran), rotation (rota), brightness
(brig), contrast (cont), hue, saturation (satu), and random
(rand). We use the same dependent attack settings, with the
”sliding-windows” patch-cropping method. We evaluate
the performance of simple concatenation (Simple), Mixup
and one-hot concatenation (1Hot), Mixup and SLM (SLM).

Figure 4 shows the evaluation of the attack performance.
We discover that the Simple strategy performs the worst,
with attack accuracy, F1 and AUC scores of around 0.5. This
means the attack will not work when simply concatenating
the prediction labels with the ground truth labels. This
is expected because the output data in this strategy has
the values of class IDs, which does not give a reasonable
representation of the data.

1Hot and SLM strategies achieve over 0.8 in terms of
attack accuracy scores, F1 scores and AUC scores, and the
1Hot strategy has the best performance. This is different
from the conclusion in [15] that the SLM strategy performs
the best. This is because of the different experimental set-
tings between both papers. With limited label-only knowl-
edge in our attack, our prediction map in the SLM strategy
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Fig. 6. Evaluation of the attack performance under different patch num-
bers.

is different, which leads to different experimental results.
In our attack framework, compared to 1Hot strategy, SLM
strategy reduces the prediction matrix in the data repre-
sentation matrix from 2c dimensions to 1, which leads to
inevitable information loss. This eventually causes a lower
attack accuracy.

It should be noted that the attack performance of differ-
ent data augmentation types is very close. We can conclude
that all types of data augmentation presented in this paper
can improve attack performance. In later experiments, we
apply 1Hot strategy as the first choice when concatenating
prediction labels with ground truth labels in the data repre-
sentation step.

6.4 Attack Experiment 3: Different Patch Cropping
Methods
In our third experiment, we evaluate the attack performance
with different patch cropping methods. We compare the
attack performance in all seven data augmentations with
SLM concatenation strategy. First, we set patch number to
5 and evaluate sliding-windows (Slide), random-cropping
(Random), random-with-rejection (Reject) methods. The re-
sult in Figure 5 shows all three patch cropping methods can
achieve scores over 0.8 in terms of attack accuracy, F1, and
AUC scores. The Slide method has the best results (over
0.9), but all three approaches have comparable outstanding
scores overall.

Next, we evaluate the attack performance in different
patch numbers (from 1 to 15) with ”Random” patch crop-
ping method, as illustrated in Figure 6. The figures indicate
that more patch numbers lead to better attack performance,
with a peak attack accuracy of around 0.9. However, after
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TABLE 3
Dataset size setting for Attack Experiment 4

Dataset Split Setting 1 Dataset Split Setting 2

Type
Victim Shadow

Type
Victim Shadow

M NM M NM M NM M NM

LessM

10% 40% 10% 40%

LessV

10% 10% 40% 40%
15% 35% 15% 35% 15% 15% 35% 35%
20% 30% 20% 30% 20% 20% 30% 30%

Balanced 25% 25% 25% 25% Balanced 25% 25% 25% 25%

MoreM

30% 20% 30% 20%

MoreV

30% 30% 20% 20%
35% 15% 35% 15% 35% 35% 15% 15%
40% 10% 40% 10% 40% 40% 10% 10%

1 M: Percentage of member samples; NM: Percentage of non-member samples.
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Fig. 7. Evaluation of the attack performance in different dataset sizes.

the patch number increases to 5 or 7, the attack performance
does not change much, which even begins to drop slightly in
patch numbers of 9 and 11 in translation, hue or saturation.
The result indicates that cropped patches with 5 or 7 are
enough to represent membership information in one image,
which is similar to the conclusion in previous research.

6.5 Attack Experiment 4: Different Datasets for Depen-
dent Attacks
In this experiment, we evaluate the performance of the
proposed framework under various datasets as well as
their sizes for dependent attacks. The following tests utilize
PSPNet as the victim/shadow model, and Cityscapes as
the dataset. Translation augmentation, 1Hot, and Slide are
chosen as the data representation procedures to collect the
performance results.

First, we evenly divide the dataset into two subsets as
the victim and shadow datasets, and then we divide the
member and non-member subsets unevenly. Some subset
percentage cases have been tested:

• Several cases with fewer member samples denoted
as LessM;

• A case with balanced member samples and non-
member samples denoted as Balanced;

• Several cases with more member samples denoted as
MoreM.

Please refer to the dataset split setting 1 in Table 3 for more
details. Figure 7 (a) demonstrates the attack performance,
indicating that most of the tests can achieve high accuracy
and AUC scores over 0.9, and F1 scores increase from
around 0.75 to around 0.95. This means that the membership
percentage in the dataset has little impact on attack accuracy.
As the F1 score is calculated using precision and recall, it
is reasonable to observe a higher attack performance with
more positive data (member samples).
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Fig. 8. Evaluation of the attack performance in different datasets. C:
Cityscapes; B: BDD100K; M: Mapillary

Second, we evenly divide the dataset into two subsets
as the member and non-member datasets, and then we
split the victim and shadow subsets unevenly. Some subset
percentage cases have been tested:

• Several cases with fewer victim subsets denoted as
LessV;

• A case with balanced victim and shadow subsets
denoted as Balanced;

• Several cases with more victim subsets denoted as
MoreV.

Please refer to the dataset split setting 2 in Table 3 for
more details. Figure 7 (b) displays the attack performance,
showing that the balanced setting yields the best attack
performance with high accuracy scores around 0.95. The
accuracy scores drop below 0.9 when the attacks have more
victim or shadow subsets.

Next, we compare the dependent attack performance
using various datasets. The experiments are conducted
using Cityscapes, BDD100K, and Mapillary, and each of
these datasets is divided evenly into four subsets as vic-
tim member, victim non-member, shadow member, and
shadow non-member subsets. Other experiment settings are
1Hot and Slide strategies with translation and rotation data
augmentations, and PSPNet is used as victim and shadow
models. Figure 8 shows that the attack performance of these
datasets all have accuracy, F1 and AUC scores of around 0.9,
and the attacks with BDD100K and Mapillary can achieve
higher scores. Although these tests are under various subset
settings, they exhibit that the larger dataset the network
is trained upon, the better generalization ability the attack
model can get. The attacks with Cityscapes already achieves
a relatively high accuracy, but the attacks with BDD100K
and Mapillary can further increase the performance by
several percentages.

6.6 Attack Experiment 5: Dependent Attacks With or
Without Data Representation Procedures

In our fifth experiment, we provide an evaluation on the
dependent attacks with or without any one of the three
data representation procedures. The experiment is based
on PSPNet as the victim/shadow model and Cityscapes
as the dataset (divided evenly). In Figure 9, we show
the evaluation results of the attacks with or without data
augmentations, prediction-label concatenation, and patch
cropping strategies. The default strategies of the three data
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Fig. 9. Evaluation of the attack performance with/without data represen-
tation procedures.

representation procedures are translation, 1Hot and Slide,
respectively, when the procedures are not turned off.

In Figure 9 (a), we evaluate the attacks with or without
data augmentations. 1Hot prediction-label concatenation
and Slide patch cropping are chosen as the default strate-
gies. The attack with translation augmentations exhibits
the best performance. Surprisingly, the attack without aug-
mentations (noaug) does not have the worst performance.
This indicates that some data augmentations are not very
effective in the attack process. We would like to analyze this
phenomenon in our future research.

In Figure 9 (b), we test the attacks with or without
prediction-label concatenation. Translation augmentation
and Slide patch cropping are chosen as default. The attack
with 1Hot strategy achieves the highest accuracy, whereas
the attack without concatenation (nocon) only gets accuracy
scores of around 0.6. The results show that the attacks with
1Hot and SLM strategies significantly improve the attack
performance.

In Figure 9 (c), the attacks with or without patch crop-
ping are tested. Translation and 1Hot are the default strate-
gies. We discover that the attack with Slide strategy has the
best performance, while the attack without patch cropping
(nopa) demonstrates the worst performance. The Random
and Reject strategies can increase the attack performance
to several percentages, but the Slide strategy is extremely
effective in this label-only attacks.

We also provide the results of the attacks with or with-
out all three data representation procedures (Figure 9 (d)).
The attack with all three strategies (translation, 1Hot, and
Slide) increases the performance from around 0.55 to 0.95,
indicating that all these data representation procedures can
contribute to the final result and enable the attack frame-
work to successfully launching the label-only membership
inference attacks.
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Fig. 10. Evaluation of the attack performance in different shadow mod-
els.
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Fig. 11. Evaluation of the attack performance in independent attacks.

6.7 Attack Experiment 6: Different Attack Settings

In this experiment, we evaluate our framework with inde-
pendent attacks. Figure 10 provides an evaluation of the
attacks with various shadow models, including PSPNet,
DANet, and UperNet. We still use PSPNet as the victim
model, Cityscapes as the dataset, and ResNet-50 as the
attack model. We compare the attack performance with 1Hot
and Slide strategies with various data augmentations. The
attacks using PSPNet as the shadow model have the best
performance, all of which values are above 0.9 in terms of
attack accuracy, F1 and AUC scores. The reason is that the
more consistency between the shadow model and the attack
model, the easier it is to mimic the attack model, resulting
in a better performance.

Next, we provide an evaluation of our framework in
independent attacks using various datasets as well as with
different dataset sizes. Figure 11 shows statistics of the
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TABLE 4
Attack Performance Comparison

Methods

Dependent Independent
PSP - PSP Deep - PSP

F1 AUC F1 AUC

ML-leaks (learning-based) 0.772 0.672 0.924 0.635
ML-leaks (learning-free) 0.774 0.620 0.923 0.634
Segmentations-leak (SLM, Random) 0.848 0.846 0.957 0.908
Segmentations-leak (SLM, Reject) 0.867 0.871 0.959 0.911
Ours (Tran, SLM, Random) 0.869 0.887 0.959 0.907
Ours (Tran, 1Hot, Slide) 0.927 0.979 0.977 0.976

1 Attack performance with previous research of dependent and independent
attacks. The best is marked bold.

attack performance in three different datasets as the shadow
datasets: Cityscapes, BDD100K, and Mapillary. The size of
the shadow datasets varies from 1,000 to 20,000. The test
of Cityscapes is a dependent attack and the others are
independent attacks. The other experiment settings include
Cityscapes as the victim model, PSPNet as the victim model,
and Deeplabv3+ as the shadow model. We choose trans-
lation, 1Hot and Slide for data representation procedures.
Generally, we do not compare performance among different
datasets. Instead, we focus on the investigation on the effect
of dataset sizes on the independent attacks.

The results show the relationship between the dataset
size and the attack accuracy. As the dataset size increases,
the attack accuracy grows. The attacks using Mapillary out-
perform the others in most cases. When the whole Mapillary
dataset is used as the shadow dataset (20,000 samples), the
best attack performance can be achieved with an attack
accuracy of over 0.95.

6.8 Comparison with Previous Research

We evaluate our experimental results (F1 scores and AUC
scores) with ML-leaks [6] and Segmentations-leak [15] in Ta-
ble 4. In dependent attacks, the best attacking scheme is
our translation method with an F1 score of 0.869 and an
AUC score of 0.887. In independent attacks, we illustrate
our results in Mapillary Vistas. Our translation method and
Segmentations-leak method have the equally best F1 score
around 0.959. Our methods in the other settings also achieve
outstanding performance.

This comparison with previous research means that
our membership inference attack with limited knowledge
(label-only) can achieve similar performance compared with
the state-of-the-art results [15]. The major difference be-
tween [15] and our paper is that a stronger threat model
(the attacker has access to the model’s prediction scores)
is needed in [15], while the assumption in our frame-
work is relaxed to obtaining only the prediction labels. In
particular, with only prediction labels (hard values) pro-
vided to the adversary, the information of classification
likelihood/confidence is obscured, making it challenging
to differentiate the non-member samples and the member
samples used in training. In other words, it is common for
a member sample and a non-member one to have exactly
the same one-hot encoded vector as the neural network
output, which makes them indistinguishable. Our frame-
work can launch the attack successfully with the adoption of
three data representation procedures (data augmentations,
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Fig. 12. A histogram of cross entropy loss values of member and non-
member samples for the victim model.

prediction-label concatenation, and patch cropping). This
shows that the combination of the three data representa-
tion procedures is extremely helpful to extract membership
signals from data samples.

6.9 Discussion on Attack Methods

The reasons why general membership inference attacks
work are two-fold: the overfitting property of deep learn-
ing models and data distribution of the model prediction
results.

First, the overfitting issue of deep learning models caus-
ing membership inference attacks is widely discussed in
prior research [6], [7], [14]. A deep learning model usually
performs much better on the training dataset than on the
testing dataset. Yeom et al. [7] demonstrated that overfitting
was sufficient for an attacker to perform an attack. Salem
et al. [6] discovered that a more overfitted deep learning
model would be more vulnerable to membership inference
attacks. Chen et al. [14] discussed that overfitting also caused
membership inference attacks on generative adversarial net-
works.

Second, the model prediction results show different data
distributions. Figure 12 shows a histogram of cross entropy
loss values of member and non-member samples for the
decoder loss of the victim model PSPNet in our experiment.
We can see that member samples have small and concen-
trated loss values, while non-member samples have larger
and more widely-spread loss values. The deep learning
model is trained by member samples, leading to two differ-
ent data distributions of loss values. Membership inference
attacks can leverage this difference to extract membership
signals.

Our label-only attack framework in semantic segmenta-
tion models is a bit different. The weak membership signals
in a single pixel and the limited information from prediction
results make our attack framework harder than general
attacks. With three data representation procedures being
processed (data augmentation, prediction-label concatena-
tion, and patch cropping), our label-only attack framework
is effective in semantic segmentation. We have analyzed our
attack framework in the above experiments, which shows
our membership inference attacks can successfully extract
private information from the victim model.
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Fig. 13. Evaluation of the defense performance using dropout.

6.10 Defense Experiment 1: Dropout
In our first defense experiment, we evaluate the defense
performance using dropout. As our task is for semantic seg-
mentation models, we have a dropout layer before the final
classification layer in the victim model. We set a dropout
ratio (ranging from 0 and 1) for the dropout layer and
activate it during training. In our experiment, the dropout
ratio is set to 0.1 (default), 0.3, 0.5, 0.7, 0.9. The other settings
are similar to prior dependent attacks. We apply translation
data augmentation, SLM concatenation and Slide patch-
cropping strategies when preparing the dataset of the attack
model.

The experiment result is shown in Figure 13. We can see
that as the dropout ratio increases, the utility performance
only decreases a little (from 44.3% to 43.74%), and the
privacy performance also decreases a little (attack accuracy
from 0.81 to 0.78). And they do not decrease monotonously.
As a result, we can conclude that dropout is not an effective
defense mechanism against the proposed label-only mem-
bership inference attacks in semantic segmentation models.

6.11 Defense Experiment 2: DPSGD
In our second defense experiment, the defense performance
using DPSGD is evaluated. We apply DPSGD in the victim
model in dependent label-only attacks using PSPNet and
Cityscapes dataset. We adopt translation data augmenta-
tion, SLM concatenation and Slide patch-cropping strategies
when processing data representation. We set the gradient
norm bound C to 48.0 based on the gradient norm distribu-
tion and δ to 6×10−4 based on the size of the victim dataset.
We evaluate the utility and privacy performance under
different noise multipliers (the squared Gaussian noise scale
σ).
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Fig. 14. Evaluation of the defense performance using DPSGD.

From the experiment result in Figure 14, we can see that
as the noise multiplier increases, both the utility and privacy
performance decrease. When the noise multiplier ranges
from 0 to 0.004, the utility performance (mIoU) decreases by
over 15%, and the privacy performance (attack accuracy) de-
creases from above 0.8 to around 0.4. A relatively balanced
result is when the noise multiplier is 0.0008, the mIoU drops
3%, and the attack accuracy reaches 0.58. The differential
privacy budget ε in this experiment is tremendously large,
ranges from 109 to 1013. Theoretically, large ε values can
not provide meaningful differential privacy guarantees. This
means that when DPSGD is used in a large deep learning
model (Resnet is often selected as the backbone in semantic
segmentation models with large numbers of layers), a very
small noise added in the model gradients can cause the
membership inference attacks to fail. The work of [15],
[31] draw similar conclusions when DPSGD is adopted to
defend the membership inference attacks.

6.12 Discussion on Defense Mechanisms

We discuss and evaluate the defense performance against
the proposed label-only attacks using dropout and differ-
ential privacy. The dropout strategy has little effect on our
attacks, which fails to reduce the attack accuracy with any
dropout ratio. Although the DPSGD strategy is more effec-
tive than the dropout strategy on our attacks, it reduces both
mIoU and the attack accuracy. With the precise tuning of the
DPSGD hyper-parameters, we manage to find a balanced
result with the lowered attack accuracy and a reasonable
mIoU. The balanced result is not ideal, proving that the
defense mechanism against our proposed attack method can
only be achieved at the cost of learning degradation, which
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is the crucial reason of the success of our proposed attack
method.

Defense mechanisms can protect the victim model from
attacks, but they also jeopardize the model’s performance.
In this light, we should be aware of the privacy-utility trade-
off when training models with defense mechanisms.

7 CONCLUSION

In this paper, we have established a well-designed frame-
work for label-only membership inference attacks against
semantic segmentation models. We apply different data
augmentations to the original data and design the data
representation procedures to generate datasets for the attack
model. Our ablation analysis was conducted under various
experimental settings. We conclude that with seven vari-
ous data augmentations, several prediction-label concatena-
tions, and patch cropping strategies, the label-only mem-
bership inference attacks can achieve a competitive perfor-
mance compared to the previous work. We also demonstrate
that the label-only attacks can be extended to other popular
computer vision tasks such as semantic segmentation. Our
future work is to evaluate our attack methods with more
defense mechanisms and analyze more about the effect of
data augmentations on membership inference attacks.
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