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ABSTRACT Citation recommendation is a task that aims to automatically select suitable references for a
working manuscript. This task has become increasingly urgent as the typical pools of candidates continue
to grow, in the order of tens or hundreds of thousands or more. While several approaches to citation
recommendation have been proposed in the literature, they generally seem to lack principled mechanisms
to ensure diversity and other global properties among the recommended citations. For this reason, in this
paper we propose a novel citation recommendation approach that leverages a submodular scoring function
and a deep document representation to achieve an effective trade-off between relevance to the query and
diversity of the references. To optimally train the scoring function and the deep representation, we propose a
novel training objective based on a structural/multiclass hinge loss and incremental recommendations. The
experimental results over three popular citation datasets have showed that the proposed approach has led to
remarkable accuracy improvements, with an increase of up to 1.91 pp of MRR and 3.29 pp of F1@100 score
with respect to a state-of-the-art citation recommendation system.

INDEX TERMS Citation recommendation, deep neural networks, structural/multiclass hinge loss,
submodular inference, transformer models, BERT, sentence-BERT.

I. INTRODUCTION
Citation recommendation is a popular task of natural lan-
guage processing and information retrieval that aims to auto-
mate the selection of references for a working manuscript.
Citation recommendation promises to be especially useful
for investigators who are approaching a new topic or an
unfamiliar field, as well as for researchers in-training, and
it is becoming increasingly urgent as the size of the typical
candidate pools continues to grow (in the order of tens or
hundreds of thousands candidates or more). In a plausible
scenario of use, the authors of a manuscript - for instance,
a paper draft to be submitted to IEEEAccess - may be already
familiar with a few, key references, but would wish to turn to
an automated tool to provide an exhaustive or supplementary
list. The main goal of citation recommendation is to speed up
and facilitate this selection.
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A common approach to citation recommendation, called
local or context-aware citation recommendation, is to select
a short text of typically 1-3 sentences (approximately
50-100 words) as a query, and to identify the most suitable
citation(s) for it. This approach has been followed by many
works, including, among others, He et al. [1], Huang et al. [2],
Jeong et al. [3], and, more recently, Färber and Sampath [4].
Another line of work, known as global citation recommenda-
tion, aims to instead identify all the most suitable references
for a given manuscript as a single, overall recommendation.
Much-cited approaches in this category include Ren et al. [5]
and Dai et al. [6]. Since global citation recommendation does
not preclude the possibility to exploit local searches, it can
be regarded as a more general approach and we thus follow
it in this work. In all cases, the recommendation approaches
can take advantage of the citation network formed by the
candidate documents (i.e., the graph of their mutual citations)
and information such as their title, abstract and metadata,
inclusive of authors, venues, publication dates and so forth.
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In general, the key components of query-based citation
recommendation systems are the representations chosen for
the query and the documents, and the scoring functions used
to assess the similarity between the query and the candidates,
and between the candidates themselves.

Most existing citation recommendation systems rank the
candidate documents based on their relevance to the given
query, and recommend the top entries. While this approach
is generally effective, it inherently lacks the ability to score
inter-candidate properties such as, for instance, redundancy
of content or diversity of authors. In alternative to simple
relevance ranking, other approaches have therefore proposed
using submodular scoring functions to select the best
candidates based on trade-offs between relevance to the
query and inter-candidate properties. For instance, Kieu et al.
in [7] have proposed scoring the candidates based on a
combination of relevance, coverage and diversity, while
Yu et al. in [8] have proposed scoring the ‘‘information
flow’’ of a candidate within the citation network. In addition
to works that have addressed the limitations of the scoring
function, other works have addressed the limitations of the
document representation. For instance, Bhagavatula et al.
in [9] have proposed representing the documents using
compositional word embeddings, while Jeong et al. in [3]
have proposed using contemporary transformer models.
However, to the best of our knowledge no work has yet
addressed the integration between submodular inference and
trainable document representations. For this reason, in this
paper we aim to fill this gap by presenting a novel training
objective optimized for submodular selection. The main
contributions of our work can be summarized as follows:
• a novel approach, nicknamed NeuSub, for scoring sets
of candidate documents based on submodular inference
and a deep document representation (Sections IV-B-C);

• an original training objective based on a struc-
tural/multiclass hinge loss for optimally training the
deep document representation (Section IV-D);

• a comprehensive experimental comparison with com-
petitive approaches, including strong baselines and a
state-of-the-art model, on a number of probing citation
datasets (the ACL Anthology Network, DBLP and
PubMed). The experimental results give strong evidence
to the superior accuracy of the proposed approach
(Section V).

The rest of this paper is organized as follows: Section II
discusses the main related work, while Section III introduces
the problem formulation. Section IV presents the entire
methodology, inclusive of the submodular scoring function,
the document representation, and the submodularity-oriented
training objective. Section V describes the experiments
and the main results, and finally Section VI presents the
conclusions.

II. RELATED WORK
From the perspective of the underlying technology, citation
recommendation approaches can be divided into three
main groups: 1) content-based approaches, 2) collaborative

filtering approaches, 3) graph-based approaches, and
4) hybrid approaches. Content-based approaches first com-
pute a similarity score between the user’s query (for instance,
a paper’s draft, abstract, or topic) and the text from all the
candidate documents, and then recommend the top K scoring
documents as citations [9]. Collaborative filtering approaches
address the problem of citation recommendation from a
‘‘social’’ perspective, by recommending similar citations to
those of users with a similar profile. In a way, they shift
the focus from document similarity to user similarity [10].
However, their main acknowledged limitation is that user
similarity falls short of relevant recommendations for new
authors and authors exploring new topics. Graph-based
approaches leverage the structure of the citation network to
derive embeddings for the nodes (the papers) and recommend
citations as a task of edge, or link, prediction [11]–[18]. Due
to their nature, only a subset of these approaches can provide
predictions for new nodes. Finally, under hybrid approaches
we categorize all the approaches that mix content-based and
collaborative filtering techniques, exploiting the available
citation network in various ways [4], [19], [20]. Another
important distinction is between local approaches that only
use a small, local window of the draft as the query (i.e.,
‘‘find the most suitable citation for this citation context’’) and
approaches with the more ambitious goal of recommending
an overall citation list, globally optimal for the given draft [3],
[4]. In our paper, we focus on the latter, and on content-
based recommendation which seems to rely on the most
general assumptions. In the following, we briefly review the
existing approaches that are more immediately relevant to the
proposed approach.

A. NEURAL NETWORK APPROACHES
Neural network approaches, and in particular deep learning-
based, have established an impressive record of achievement
over a variety of tasks and data, including images, text,
and metadata. In more recent years, they have started to
supplant more conventional methods also in citation recom-
mendation [21]. In one of the earliest works, Huang et al.
in [2] have proposed using a multilayer neural network to
learn representations of words and documents, and compute
the probability of recommending a document for a given
citation context. Their results have showed an improvement
of more than 9 percentage points of recall compared with a
topic-based model. Gupta and Varma in [22] have addressed
citation recommendation by introducing a novel approach
that combines a document’s neural embedding with a graph
structure. Their results have showed that their approach has
been able to outperform two state-of-the-art models (one
based on TF-IDF representations and the other on latent
Dirichlet allocation, or LDA) by an impressive 21 and
39 percentage points of mean average precision (MAP),
respectively. Jeong et al. in [3] have used a combination of a
BERT transformer model and a graph convolutional network
to improve a local citation recommendation model. In this
way, they have been able to leverage the representational
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power of pre-trained languagemodels that have become a key
component in a wide range of natural language processing
tasks [23]. A recent deep learning-based approach from the
Allen Institute for AI (AI2),1 Citeomatic [9], has been able
to establish a new state of the art for the field by neatly
dividing the approach into two stages: in the first, the model
selects a vastly abundant number of citations (e.g., 1, 000)
for the given query document based on similarity of neural
embeddings; in the second, it uses a trained neural reranker
to rerank the selected documents and recommend the top K .
In general, it seems that approaches based on neural

networks and deep learning have been able to outperform
more traditional citation recommendation approaches, that
heavily relied on fixed document representations (i.e., TF-
IDF), topic descriptors (i.e., LDA, LSI etc), and clustering [5],
[6], [24]. In addition, some of the existing approaches require
access to the full text of the documents, which is often not
available due to paywalled content, while others are able
to operate solely on the abstracts and metadata, which are
instead usually publicly available. Both our approach and the
state-of-the-art Citeomatic [9] fall in this category, and we
therefore use Citeomatic as our main term of reference in the
experiments.

B. SUBMODULAR APPROACHES
Regardless of the nature of the approach, most previous
works address citation recommendation as a ranking task
based on relevance (or, even simply, similarity) to the query.
This means that each document in a pool of candidates
is individually scored based on the query, and the K top
scoring documents are chosen as the citation recommen-
dations. A more comprehensive line of attack makes use
of submodular scoring functions for the selection: rather
than simply selecting the top scoring documents, submodular
approaches choose each recommendation incrementally,
based not only on the candidates’ relevance scores, but
also on the set of citations already recommended. While
more expensive computationally, submodular approaches
can generate recommendation lists that are more jointly
optimal; i.e., which consist of complementary, less-redundant
citations that are selected in a manner more similar to that
in which human experts carry out manual selections. Given
the attractive properties of submodularity, a few submodular
citation recommendation approaches have been proposed in
the last few years [7], [8]. Yu et al. in [8] have used a
submodular approach to optimize the ‘‘information flow’’
in a citation network. Kieu et al. in [7] have proposed a
submodular approach based on combinations of relevance
to the query, coverage of the corpus and diversity of the
list. Their recommendation approach consists of two main
components: 1) a document similarity scoring function, and
2) a submodular selection procedure. The document similar-
ity function is used to compute a similarity score between any
pair of documents (either the query and a candidate, or any

1https://allenai.org/

two documents in the corpus). For submodular selection,
they have explored a number of submodular functions,
includingmonotone and non-monotone, andwith andwithout
meta-information. Differently from previous approaches, our
approach leverages a deep textual representation of the
documents, fine-tuned with a dedicated objective derived
from the citation graph, and uses it for submodular selection
of the recommended citations.

III. PROBLEM FORMULATION
A multi-label classification (MLC) task is a classification
task where the object to be classified can belong to multiple,
and possibly all, classes in a given class set. MLC tasks are
commonplace in many domains and include applications as
diverse as classification of proteins, categorization of music
pieces, semantic classification of scenes, and so forth [25].
Global citation recommendation can be seen as an instance
of multi-label classification, where the goal of the task is
to assign a query document to a set of citations out of a
typically large (> 10, 000) set of candidates. The selection
can leverage both the candidates’ content (title, abstract, text)
and metadata (authors, venue, publication year etc), where
available.

For a formal description of a multi-label classification task,
we denote the set of classes asD = {dj : j = 1 . . .N } and a set
of labelled instances as {(xi,Yi) : i = 1 . . .M}, where xi is the
available vector of measurements for the i-th instance, and Yi
is its subset of labels. The label subset can be simply stored
as a binary vector, Yi = {y1, . . . yN }, where every yj = 1
indicates the presence of label dj in the class set for xi. Using
this convention, the output space can be noted as Y = {0, 1}N .
The aim of an MLC task is to assign all and only the correct
labels to any new measurement, x. In the case of citation
recommendation, D is the set of candidate documents, xi is
themeasurement vector for the i-th query document (typically
designed as a vector of similarity measurements between
the query, q, and the candidates in D), and Yi is its ground-
truth reference list. In turn, citation recommendation can be
framed as the building of a scoring function that can score
any subset of the candidates and allows choosing the best
K as the recommended citations, where K is a ‘‘budget’’
typically chosen by the query’s authors. For a given query,
let us note a subset of the candidates as S, and the scoring
function as f (S). This function certainly depends on many
other parameters, including: 1) the query document itself, q;
2) the pool of candidates, D; 3) the model used to represent
the documents, with its own parameters; and 4) the function
chosen to measure the pairwise similarity of any two given
documents, with its own parameters. However, we leave
all such dependencies implicit in the following to keep the
notations concise. The problem of citation recommendation
can thus be formally expressed as:

S̄ = argmaxS f (S)

s.t. S ⊂ D, |S| = K (1)
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Selecting the optimal subset of size K , S̄, out of
N candidate documents is an NP-hard problem with a
prohibitive O((NK )) complexity. To understand the complexity
more clearly, let us consider the case at hand, where the
number of available of classes, N , is much larger than that
of the allowable selections, K . In this case, (NK ) ≈

NK

K ! from
Stirling’s approximation.2 In turn, N

K

K ! > NK

KK = (NK )
K . For

instance, for N = 20, 000 and K = 50, this translates
into a prohibitive ≈10130 evaluations to select the optimal
subset. However, several approximate selection strategies are
possible, starting from simply selecting the K documents that
are the best individual singletons. In the following section,
we discuss submodular approaches.

IV. METHODOLOGY
In our approach, we address the task of global citation
recommendation by combining a deep neural representation
of the query and candidate documents with a stage of
submodular selection of the recommended citations. In this
section, we describe the proposed approach, including
the submodular inference (Section IV-A), the document
representation and similarity measure (Section IV-B), and
the submodularity-oriented training objective (Section IV-C).
For convenience, in Table 1 we concisely present the main
notations used in this paper.

A. SUBMODULAR INFERENCE
A scoring function such as f (S) is said to be submodular if
the following property holds:

[f (A ∪ d)− f (A)]≥ [f (B ∪ d)− f (B)] ∀A ⊆ B ⊆ D (2)

In Eq. 2, A and B are two subsets of documents, with A
‘‘smaller’’ than or equal to B, and (A∪d) and (B∪d) represent
their respective union sets with an additional document, d .
This property, known as the ‘‘law of diminishing returns’’,
states that adding a new element, d , to a subset brings less
benefit to the score the larger such subset is. In addition,
if A ⊆ B → f (A) ≤ f (B), the scoring function is said to
be monotonic (i.e., adding a new element never decreases
the score). An important result due to Nemhauser et al. [26]
applies to monotonic submodular scoring functions: let us
assume that the recommended set of K citations is selected
with the following greedy algorithm: starting from an empty
set, S0, at iteration k = 1 . . .K , the algorithm adds document
d ∈ D \ Sk−1 that maximizes f (Sk−1 ∪ d):

Sk = Sk−1 ∪ argmaxd∈D\Sk−1 f (Sk−1 ∪ d), k = 1 . . .K

(3)

The final inferred set, SK , enjoys a lower bound on
performance that ensures that f (SK ) is at least (e − 1)/e
of f (S)’s absolute, unknown maximum [26]. This result
proves that the greedy inference algorithm is an efficient and
effective approximation in the case of monotonic submodular

2https://en.wikipedia.org/wiki/Stirling_approximation.

TABLE 1. Main notations used in this paper (approximately in order of
appearance).

functions. Note also that the K elements are chosen one at
a time, but not independently. This affords the possibility
to avoid redundancy, which would be impossible to enforce
by choosing the K elements independently. For this reason,
we have used submodular inference for both the selection
of the citations and the training of our model. As scoring
function, f (S), we have adopted the function proposed in [7]:

f (S) =
C∑
i=1

√ ∑
d∈(S∩Pi)

s(q, d) (4)

where Pi, i = 1 . . .C , represent the clusters of a partition
of the candidate documents, obtained by clustering the
documents by either authors or venues, and s(q, d) ≥ 0
is a pairwise similarity function between the query and a
document. It is straightforward to prove that this function is
monotonic (all terms are non-negative) and submodular (as
a cluster grows larger, the square root reduces the benefit
of adding a new document). In addition, the square root
favors selecting citations from different clusters, increasing
the diversity of the selection and mollifying the risk of
redundancy. Differently from [7], instead of measuring the
similarity with the fixed cosine similarity metric, we have
used a trained probability of similarity provided by a deep
learning module, described in the following subsection.

B. DOCUMENT REPRESENTATION AND SIMILARITY
An effective document representation is a key requirement
for accurate citation recommendations. In addition, since
citation recommendation inherently relies on comparisons
between the query and the candidates, the representation has
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to also support efficient comparisons. Traditional document
representations such as TF-IDF are efficient, but their
general nature may limit their effectiveness compared to
dedicated, learned representations. For this reason, in our
approach we represent each document with a dense vector
generated by a contemporary transformer model, BERT [23].
BERT is a powerful and flexible model that allows, among
other, comparing any two text sequences provided in input.
However, its comparison speed is rather limited, and for
this reason Reimers and Gurevych in [27] have proposed
Sentence-BERT, a BERT variant that makes text encoding
and comparison faster by orders of magnitude. In our
approach, we employ Sentence-BERT (or SBERT for short)
to encode the query and the individual candidate documents.
As underlying transformer, we have used DistilBERT/bert-
base-uncased that has approximately 66M parameters. For a
given document, we build the input by prepending a starting
[CLS] token, followed by the document’s title, a [SEP] (i.e.,
separator) token, and the document’s abstract. The title and
abstract are, in turn, encoded with WordPiece [28]. We then
process the input with SBERT and retain the final layer’s
encoding of the [CLS] token as the overall representation of
the document. In addition to the encoding, SBERT outputs
the probability of similarity of the two input documents, and
we use this probability as s(q, d) in Eq. 4.

C. SUBMODULARITY-ORIENTED TRAINING OBJECTIVE
The goal of our training approach is to optimally train scoring
function f (Sk−1 ∪ d) in Eq. 3. This entails training f to make
optimal, incremental decisions about the documents to add to
the partial citation lists. To this aim, we first build a training
set of (Yk , dg) pairs, where Yk is a subset of size k of the
query’s ground-truth list, Y , and dg is a document from the
query’s remaining ground-truth citations, Y \ Yk . To limit
the size of this training set, we bound the maximum number
of elements in Yk , but we generate all possible combinations
of subsets and ground-truth elements within the maximum
number.

However, training such an incremental function is very
challenging because of the large space of combinations of
possible subsets and additional ground-truth citations. For
this reason, we resort to a two-step training strategy:

• in the first step, we pre-train the model using a standard
Siamese network approach [29]. In this approach, only
two classes are considered: documents from the query’s
ground truth, and other documents. The training loss
is the conventional contrastive loss and the approach is
useful to ‘‘warm-start’’ the model;

• as the second step, we propose an original training
loss based on structural/multiclass SVM [30], using the
purposely-created incremental subsets. This step fine-
tunes the model to effectively support the incremental
decisions.

The loss proposed for the second step is based on
the structural/multiclass SVM framework [30] and can be

FIGURE 1. Overview of the proposed NeuSub training approach.

expressed as:

L = max[0, f (Sk ∪ d)− f (Sk ∪ dg)+ m], d ∈ D \ Y

(5)

where d is a document that does not belong to the query’s
ground truth (d ∈ D \ Y ), and m is a chosen constant. This
loss function is equal to zero only if the score assigned to
the ground-truth document, dg, is larger than that assigned
to the non-ground-truth document, d , by a margin of at least
m. In any other case, the loss is > 0, and training will
attempt to decrease it by the usual gradient descent and
backpropagation through the model’s parameters. However,
the number of non-ground-truth documents is typically very
large (i.e., tens or hundreds of thousands), and training
may not afford to minimize a corresponding number of loss
functions. Therefore, the approach only finds the largest
of such losses by searching for the ‘‘most violating’’ non-
ground-truth document:

d∗ = argmaxd∈D\Y L (6)

and including only its loss:

L∗ = max[0, f (Sk ∪ d∗)− f (Sk ∪ dg)+ m] (7)

in the minimization. The steps of the proposed training
algorithm can thus be recapped as:

1) For the given query, compute the score of the current
citation list plus the new ground-truth document, f (Sk∪
dg).

2) Find the most-violating non-ground-truth docu-
ment, d∗, using Eq. 6. This entails evaluating
f (Sk ∪ d) ∀d ∈ D \ Y .

3) Form the loss function according to Eq. 7.
4) Using automatic differentiation, compute the gradient

of the loss function and backpropagate it through the
model.

For convenience, Figure 1 shows a high-level overview of
the overall, proposed training approach, while Figure 2 shows
an analogous overview of the inference stage.

VOLUME 9, 2021 148463



B. T. Kieu et al.: NeuSub: Neural Submodular Approach for Citation Recommendation

FIGURE 2. Overview of the proposed NeuSub inference.

TABLE 2. Main statistics of the citation datasets.

V. EXPERIMENTS AND RESULTS
A. DATASETS
For the experiments, we have used three probing citation
datasets, namely the ACL Anthology Network corpus
(AAN), DBLP and PubMed. Their main statistics are shown
in Table 2.

The first dataset, AAN, is a dataset of papers published by
the Association for Computational Linguistics between 1965
and 2014 and is a de-facto benchmark for the field. For
the experiments, we have split it over the three sets: the
papers from 1965 to 2013 as training set, approximately
half randomly selected papers from 2014 as validation set,
and the rest as test set. Choosing the validation and test
sets from the same or similar years makes it more likely
that they have comparable distributions. After filtering out
the documents with fewer than 3 citations, the number of
documents in the validation and test sets have become 663
and 673, respectively.

The other two datasets, DBLP and PubMed, are also
popular datasets for citation recommendation evaluation. For
these two datasets, we have retained the training, validation
and test splits used by the state-of-the-art Citeomatic
system [9] for a more direct comparison. For both these
datasets, the documents with fewer than 10 citations have
been filtered out from the validation and test sets.

It is important to note that for a fair evaluation, all
the ground-truth references of each document need to be
citable documents. For this reason, we have restricted the
ground-truth reference lists of all the documents to only
the documents within the relevant training set. For some
documents, this restriction has led to empty ground-truth
reference lists; we have retained these documents in the
training sets, yet excluded them from the validation and
test sets. Table 3 shows the ranges and average numbers of
ground-truth references per document in the datasets and the
splits used for the experiments. The average values for AAN
and DBLP are roughly comparable, while those of PubMed
are much higher.

TABLE 3. Minimum, maximum and average number of citations per
document in the citation datasets.

B. EVALUATION METRICS
Several metrics have been in common use for evaluating the
performance of citation recommendation systems, including
the mean reciprocal rank (MRR), the mean average precision
(MAP), and the normalized discounted cumulative gain
(NDCG) [19]. To provide a detailed view of the performance,
a very informative and comprehensive metric is the F1
score at different levels of recommendation (the number of
recommended citations, or ‘‘budget’’, K ). In addition, the F1
score can be computed at either ‘‘micro’’ or ‘‘macro’’ level.
In the micro F1 score, the statistics of correct and incorrect
predictions are accumulated over the entire corpus first, and
then a single, final F1 score is computed. In the macro-
F1 score, instead, the statistics are accumulated over the
individual documents, and their F1 scores are then computed
and averaged. Since the ground-truth reference lists of the
individual documents are very different in length, weighing
all the documents equally with the macro averaging does not
seem appropriate for assessing this task. Therefore, we have
used the micro F1 score ‘‘at K ’’ to evaluate the effectiveness
of the compared models, with budgets of K = 10, 20, 50 and
100 elements. The micro F1 score with budget K = 20 was
also the main measure used for the evaluation of Citeomatic
in [9]. The micro F1 score for a K budget, F1@K , can be
simply expressed as:

F1@K = 2 ∗
prec@K ∗ rec@K
prec@K + rec@K

prec@K =
TP

TP+ FP

rec@K =
TP

TP+ FN
(8)

where TP is the total number of correctly recommended
citations over the entire set of documents, FP is the total
number of incorrectly recommended citations, and FN is the
total number of missed ground-truth citations, all from K
predicted citations per document; prec@K and rec@K are
the precision and recall at K .

Following [9], in addition to the F1@K scores we also
report the mean reciprocal rank (MRR) of the best correct
prediction of the various approaches. As applied by [9],
the MRR measures the average of the reciprocal of the
ranking position of the best correct prediction. By noting the
ranking position as n, its reciprocal can be noted as 1/n. For
accurate recommendations, it is desirable that the best correct
prediction be ranked high in prediction order (i.e., a small n)
and, as a consequence, its reciprocal will be a relatively large
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value. The MRR reports the average of the reciprocal rank
of the best correct predictions of all the test queries (range:
0 - worst, 1 - best).

C. COMPARED APPROACHES
We have compared the proposed approach with a strong
baseline, a state-of-the-art model, and two existing algorithms
that can be regarded as ablated versions of the proposed
approach. The compared algorithms are:
• Elasticsearch with the Okapi BM25 similarity score
function: Elasticsearch is a highly popular document
retrieval algorithm, with a market share of 82.75%
of the hosted-search market.3 Elasticsearch uses the
Okapi BM25 similarity score function which has proven
superior to TF-IDF-based similarity in a number of
benchmarks [31]. BM25 has two hyperparameters,
a bias, b, and a scale, k1 which have both been kept to
their default values (0.75 and 1.2, respectively) in the
experiments.

• Citeomatic: Citeomatic is a citation recommendation
system developed by the Allen Institute for AI (AI2)
that has established state-of-the-art results on all tested
datasets. Citeomatic is a two-step approach that uses a
neural embedding of the documents to provide an initial
selection of the most similar documents to the query
(e.g., 1, 000), followed by a reranking step that delivers
the final K recommendations. For the experiments,
we have used the code publicly released by the authors.4

• SubRef: SubRef is a citation recommendation algorithm
that uses a submodular selection function comparable
to that used in the proposed approach, and the BM25
similarity score to measure the pairwise document
similarity.

• SBERT: SBERT is a citation recommendation algo-
rithm that uses a submodular selection function com-
parable to that used in the proposed approach, and a
Sentence-BERT module to learn a deep representation
of the documents. However, the deep representation
is learned using only the Siamese configuration with
a heuristic selection of the negative ground-truth
documents.

In addition to the above algorithms, in Section V-E we also
provide a separate comparison with a state-of-the-art graph-
based citation recommendation approach, attri2vec [13],
in order to analyze and contrast the benefits and limitations
of these two styles of approaches.

For training the proposed approach, NeuSub, we have
first applied Siamese pre-training by following precisely
the procedure presented in [32], with ground-truth negative
samples chosen with the farthest heuristic and a citation
distance d = 2. After completing the pre-training, we have
trained the pre-trained model with our submodularity-
oriented training objective, setting the maximum number of

3https://www.slintel.com/tech/hosted-search/elasticsearch-market-share
4https://github.com/allenai/citeomatic

TABLE 4. Main hyperparameters used for training the proposed approach
(NeuSub).

TABLE 5. Results on the AAN test set.

elements in the Yk partial reference lists to 5. The model
has been trained for 10 epochs in the case of the AAN
dataset, while for the larger DBLP and PubMed it has been
trained for 5 and 3 epochs, respectively, for an approximate
parity of total training time. Table 4 reports all other main
hyperparameters used for training the proposed approach.
For validation, we have run an evaluation over the validation
set every 50, 000 batches. Out of all the evaluated models,
we have retained that with the highest F1@20 score, and used
it blindly on the test set.

D. RESULTS
Table 5 shows the results for all the compared models over
the AAN test set. For SBERT and NeuSub, we report both the
results without the submodular selection (base, i.e. only the
top-K most similar documents to the query) and with it
(base + submod). For Citeomatic, we report both the results
for the K most similar documents from the initial selection
(select), and after reranking (select + rerank). Table 5 shows
that Elasticsearch has achieved the least accurate results of
all the compared models. Conversely, the second-best results
have been obtained by Citeomatic (select + rerank) for
MRR, F1@10 and F1@20, and by SBERT (base + submod)
for F1@50 and F1@100. The proposed approach, NeuSub
(base+ submod), has obtained the best MRR and the best F1
scores at all levels of budget, with improvements of 1.21 pp
(percentage points) over Citeomatic in F1@10, and of 1.39 pp
in F1@20.

Table 6 shows the main results over the DBLP test
set. In this case, the MRR and the F1 scores are much
higher in absolute value, but the relative rankings across
the compared models remain similar. For this dataset, the
second-best results for all budgets have been achieved by
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TABLE 6. Results on the DBLP test set.

TABLE 7. Results on the PubMed test set.

Citeomatic, while the best results have all been achieved
by the proposed approach. The improvements of NeuSub vs
Citeomatic have ranged from 0.24 pp in F1@20 to 1.91 pp in
MRR. It is interesting to note that the submodular inference
of NeuSub has played a major role in its performance, with an
improvement of 2.62 F1@10 pp compared to the same model
without submodular selection.

Finally, Table 7 shows the main results on the PubMed
test set. In this case, NeuSub has been outperformed by
Citeomatic in MRR, F1@10 and F1@20, but has achieved
the best scores in F1@50 and F1@100. The improvement
in F1@100 has been particularly impressive, with an
increase of 3.29 pp with respect to Citeomatic. Once again,
NeuSub’s submodular inference has played a key role in its
performance, with improvements of up to 3.21 pp compared
to the same models without submodular selection.

In addition to the quantitative results, in Table 8 we show a
qualitative example from the AAN dataset. The query (paper
of ID P14-1074 in the dataset) is titled: ‘‘Linguistic Structured
Sparsity in Text Categorization’’ and has 13 ground-truth
references, whose titles and IDs are also listed in the table.
For conciseness, the table only reports the true positive
predictions at K = 100 from Citeomatic and from the
proposed approach, NeuSub. For this example, NeuSub has
been able to retrieve 5 correct citations, while Citeomatic has
retrieved only 3. In addition, NeuSub seems to have been able
to retrieve some ‘‘hard-to-find’’ citations such as: ‘‘Predicting
a Scientific Community’s Response to an Article’’ (ID D11-
1055) and: ‘‘Predicting Risk from Financial Reports with
Regression’’ (ID N09-1031), that do not have any obvious
similarity to the query’s title.

Overall, submodularity has given evidence to be a strong
property to leverage in citation selection. Its main advantage

over a generic scoring function is in its intrinsic ability to
foster diversity among the recommended citations, rather than
only relevance to the query. We speculate that this somehow
reflects how authors select citations for their own documents,
and for this reason submodular selection has been able to
better match human-generated citation lists. Another notable
advantage of submodular selection is that it can work in
tandem with human recommendations: a human expert can
first manually choose a few citations that they are confident
of, and submodular selection can then choose the remaining
citations automatically, taking into accounts the citations
already included by the expert. This significantly expands the
possible scenarios of utilization.

E. COMPARISON WITH GRAPH EMBEDDING
APPROACHES
Another vein of approaches for data that form graphs, such
as citation networks, are those based on graph embeddings
[11]–[16]. Graph embeddings simultaneously analyze the
topology of the graph (i.e., the edges between nodes) and
the attributes of each node and edge to infer embeddings
that can be used for tasks such as node classification
and edge prediction. In our case, we can leverage graph
embeddings and edge prediction to predict the references
outgoing from the given query nodes. Graph embeddings
come in two fundamentally different styles: transductive
and inductive. In the transductive style, all the nodes of the
graph are assumed to be provided at once, and they are used
during both the training and test stages of the predictive
tasks. Well-known examples of transductive graph embed-
dings include node2vec, TransE and GCN [11], [12], [15].
The inductive style is instead much more flexible as it
allows making predictions also for new nodes that were
not part of the initial graph (out-of-sample predictions).
A task of citation recommendation requires the inductive
settings, since its main stated goal is to recommend citations
for newly-written documents. For this reason, we have
conducted an experiment with a state-of-the-art inductive
graph embedding approach, attri2vec [13]. Attri2vec learns
a mapping of node attributes that is simultaneously informed
by the graph structure and able to embed new nodes. It has
been reported as outperforming graph embedding approaches
such as node2vec, GraphSAGE and GCN in a citation
recommendation task [33]. For the experiment, we have
used its StellarGraph implementation [33], setting the various
hyperparameters (number of walks, length of walks etc)
so as to limit the total training time to approximately one
day per dataset. For a fair comparison, we have used the
same node attributes used by the proposed approach, NeuSub
(i.e., the Sentence-BERT deep representations). We have
also attempted to use attri2vec’s default node attributes
(a simplified BoW representation), but results have been
generally worse. Table 9 shows the results for attri2vec
vis-à-vis those of the best NeuSub configuration over the
AAN, DBLP and PubMed test sets. The differences are
remarkable and require contextualization: graph embedding

148466 VOLUME 9, 2021



B. T. Kieu et al.: NeuSub: Neural Submodular Approach for Citation Recommendation

TABLE 8. An example from the AAN dataset: top: query (paper ID and title); two leftmost columns: ground-truth reference list of the query (paper ID and
title); two rightmost columns: Citeomatic’s and NeuSub’s true predictions.

TABLE 9. Comparison of attri2vec and NeuSub on the AAN, DBLP and
PubMed test sets.

approaches are typically evaluated in a transductive scenario,
where the negative edges used for testing are simply a
sample of the negative edges that have been excluded from
the training stage. Instead, in the inductive settings, the
query is an altogether new node, none of its negative edges
have been seen during training, and it is tested against
all of them. For this reason, the inductive evaluation is
intrinsically much more probing. On the other hand, graph
embedding approaches have complementary advantages over
pure citation recommendation approaches, in that they can
embed and predict multiple, heterogeneous types of edges
(not only ‘‘x cites y’’). It could be argued that dedicated
citation recommendation approaches such as the proposed
approach or Citeomatic [9] are more accurate on the specific
task, while graph embedding approaches are more flexible
and versatile by design.

VI. CONCLUSION
In this work, we have proposed NeuSub, a novel approach
for citation recommendation based on a deep representation
of the documents and a submodular inference function.
The main novelty of the proposed approach is the train-
ing procedure of the deep representation that is based
on an incremental scoring function aimed to mirror the
submodular inference. The experimental results over three
probing citation datasets (AAN, DBLP and PubMed) have
showed that the proposed approach has been able to outper-
form all compared approaches, including a state-of-the-art,

content-based model, Citeomatic, by a significant margin of
F1 score for all budgets for the first two datasets, and in
F1@50 and F1@100 for the third. In addition, submodularity
has proved to be a key component of the approach, with
improvements in F1@100 score of up to 3.21 percentage
points. In the near future, we aim to expand the training of
the incremental scoring function to larger partial lists. Yet,
we will have to explore ways to mitigate the corresponding
computational complexity. Another possible extension is the
integration of the proposed global citation recommendation
approach with localized citations in the text, to fully automate
both reference selection and citation insertion.
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