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ABSTRACT The rapid increase of distributed energy resources (DERs) installation at residential and
commercial levels can pose significant technical issues on the voltage levels and capacity of the network
assets in distribution networks. Most of these issues occur in low-voltage distribution networks (LVDNs)
or near customer premises. A lack of understanding of the networks and advanced planning approaches by
distribution network service providers (DNSPs) has led to rough estimations for maximumDERs penetration
levels that LVDNs can accommodate. These issues might under- or over-estimate the actual hosting capacity
of the LVDNs. Limited available data on LVDNs’ capacity to host DERs makes planning, installing, and
connecting new DERs problematic and complex. In addition, the lack of transparency in LVDNs’ data
and information leads to model simplifications, such as ignoring the phase imbalance. This can lead to
grossly inaccurate results. The main aim of this paper is to enable the understanding of the true extent
of local voltage excursions to allow more targeted investment, improve the network’s reliability, enhance
solar performance distribution, and increase photovoltaic (PV) penetration levels in LVDNs. Therefore, this
paper reviews the state-of-the-art best practices in modeling unbalanced LVDNs as accurately as possible to
avoid under- or over-estimation of the network’s hosting capacity. In addition, several PV system modeling
variations are reviewed, showing their limitations and merits as a trade-off between accuracy, computational
burden, and data availability. Moreover, the unbalanced power flow representations, solving algorithms, and
available tools are explained extensively by providing a comparative study between these tools and the ones
most commonly used in Australia. This paper also presents an overview of unbalanced optimal power flow
representations with their related objectives, solving algorithms, and tools.

INDEX TERMS Power distribution networks, phase unbalanced, power flow, mathematical optimization,
inverter control, smart grid.

I. INTRODUCTION
The increased installation of low-carbon technologies,
(e.g., solar photovoltaic (PV) systems, electric vehicles
(EVs), storage batteries, and heat pumps), affects power sys-
tems’ development and operations. These technologies are
mostly integrated into the distribution networks, and they
can be flexible and controlled remotely. Besides, the cus-
tomers’ behaviour is more visible with the increased use of
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smart meters, which provide more granular data. Usually,
the distribution networks are managed by the distribution
network service providers (DNSPs) using a passive ’fit-and-
forget’ approach. Because of the increased use of low-carbon
technologies and data available from smart meters, DNSPs
realize that they can take more active approaches to effec-
tively manage and operate the distribution networks. These
active approaches require support tools for decision making
which facilitate the coordination between all the connected
devices in the distribution networks, such as inverters, battery
systems, and on-load tap changers, among others.
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Advanced distribution management systems (ADMSs) are
a promising platform for developing decision support tools.
ADMSs can deploy the gathered data from the DNSPs’ sub-
systems and use them for coordinating the operation of the
connected devices in the distribution networks [1]. DNSPs
will enhance the power quality and availability of the energy
sources and manage the costs by deploying ADMSs. State
estimation can also be one of the key tools in reliable and
safe transmission systems [2].

Accordingly, accurate models for the low-voltage distribu-
tion networks’ (LVDNs’) models are required for (i) assist-
ing in estimating the hosting capacity of the existing assets,
in future planning and upgrading the infrastructure to accom-
modate the new loads, and in the integration of the distributed
energy resources (DERs); (ii) modeling the impact of low-
carbon technologies; and (iii) mitigating the growth scenarios
of integrating these low-carbon technologies. The investment
in upgrading the existing infrastructure in the LVDNs is very
high; therefore, precise models are targeted to inform plan-
ning the infrastructure development. Until recently, modeling
the LVDNs was compromised as the data available to char-
acterize the load data were limited, even without connecting
the DERs. Comprehensive measurement of the data was con-
strained as there are many loads connected to the LVDNs, and
the voltage monitoring equipment has few locations at which
to be connected. A lack of computer capability also restricted
the quality of power flow (PF) simulations to process big data.
Nowadays, some of the limitations in accurate modeling of
LVDNs have been resolved [3]. The computers’ capability is
much better in terms of processing power, and more monitor-
ing equipment, such as smart meters, is installed to track the
behaviour of the loads. The availability of data with accurate
models of the LVDNs can, for example, allow optimization of
the voltage level in the substation, which increases its capac-
ity, with the voltages at the loads’ side still operating within
limits [4], [5].

A further difficulty in modeling the LVDNs is that the
assumptions utilized in modeling the transmission systems
are not applicable. In transmission systems, the load is
assumed to vary smoothly with time and is thus highly
aggregated. This load can be forecasted from the daily load
profile. It is also assumed that the imbalance between the
three phases is minimal, which is not applicable in modeling
LVDNs as the loads are arbitrarily connected between phases,
creating highly unbalanced cases. Moreover, the harmonics
distortion is assumed to be relatively low even in LVDNs,
but with the increased use of power electronics converters,
this is no longer the case. Finally, the PV systems’ plan-
ning was assumed to be carried out for the worst-case sce-
nario, in which there existed the highest possible generation
from PV systems and the lowest expected demand. However,
in reality, the probability of these two extreme scenarios
occurring at the same time is rare; therefore, the planning
of the PV systems may be oversized, creating further power
quality issues in the feeder [3].

Transparency in the data and models will lead to accurate
development of the tools and technologies for decarboniza-
tion [5]. Therefore, the tools and knowledge that have been
utilized for planning should be subject to scrutiny. Open
access to the tools, models, and data will reduce research
effort and development duplication, increasing the quality
of research outputs, and their legitimacy and credibility
[5], [6]. Accordingly, several developers offered their dis-
tribution network simulation tools and models as open
accessible for all researchers and engineers, such as the
Open Distribution System Simulator (OpenDSS) [7] and
Gridlab-D. However, distribution-focused generalizations
about optimal power flow (OPF) are still currently evolving,
and their development faces some significant challenges.

According to the literature review, it is concluded that
(i) LVDNs require new techniques, technologies, and tools to
facilitate the rapid development of the network; (ii) the new
technologies can play a crucial role in saving expenses, but
they may drive the system nearer to its limits; (iii) DNSPs’
target is to reach a level of quality and reliability of supply or
exceed it; and (iv) DNSPs are looking for solutions to enable
high PV penetration levels without breaching the network
limits and without any extra investments. Here, to achieve
the points mentioned above, efficient decision-making tools
aimed to take into account the technical and physical limits
of the LVDNs are required. In this paper, the mathemati-
cal models are reviewed of the components for represent-
ing and optimizing the LVDNs which require automating
decision-making. Several review and survey research works
are published in this field, including [1], [8]–[10]. In addi-
tion, the impacts of PV systems on the LVDNs along with
the traditional and non-traditional solutions to reduce these
impacts and increase the PV penetration levels in LVDNs are
reviewed. Several review and survey research works are also
published in this field, including [11]–[13].

This paper focuses on (i) the mathematical modeling of
LVDNs including their main components, such as lines,
transformers, generators, loads, PV systems, and inverters;
(ii) distributed optimization and control of the PV sys-
tems using smart inverter techniques; (iii) the translation
of the mathematical models of LVDNs’ components into a
well-defined mathematical optimization problem; (iv) unbal-
anced PF representations based on the π -equivalent line
model with several solving algorithms and tools; (v) sev-
eral objectives related to the OPF problems with several
solving algorithms and tools; (vi) the impacts of high PV
penetration levels on LVDNs, the limitations of enabling
high PV penetration levels, and the traditional and non-
traditional solutions; and (vii) the research gaps and research
directions that are addressed in this paper to enable high
PV penetration levels together with solving the common
DNSPs’ concerns. Some research topics are not considered
in this paper, such as distributed controllers with potential
improvements in communication coordination systems, their
computational requirements, and cybersecurity. Moreover,
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meta-heuristic-based optimization methods to solve the
(O)PF by proposing alternative solutions instead of tradi-
tional optimization algorithms are not considered in this
paper.

The rest of this paper is organized as follows: Section II
covers the best practices to model the components in LVDNs,
including notation and preliminaries in Subsection II-A,
the foundations of modeling LVDNs in Subsection II-B,
scalars and matrix variables in modeling LVDNs in Subsec-
tion II-C, variable bounds in Subsection II-D and the models
of the components in Subsection II-E. Here, the models of
the components discussed in this paper include the busmodel,
line model, transformers and ideal tap changer models, loads,
generators, PV systems (i.e., inverters, smart inverter con-
trols, and PV modules), and shunts. In addition, the delta-
and wye-connection configurations of loads, generators, and
PV systems, as well as Kirchhoff’s current law (KCL), are
described in this section. Moreover, the accuracy of the
aforementioned models and the importance of unbalanced
modeling to represent the LVDNs as accurately as possible
are outlined in Subsection II-G.

In addition, Section III comprises a description of the
unbalanced PF equation models, algorithms used to solve
the PF equations, and the available tools (e.g., software and
packages) to represent and solve the distribution unbalanced
PF equations. In this, Subsection III-A is a discussion of the
branch flow model and the bus injection model for several
coordinate LVDNs. Subsection III-B consists of an expla-
nation of the meta and concert algorithms used for solving
PF equations, including Newton-based methods, the fixed-
point iteration method as meta algorithms, and the backward-
forward sweep algorithm, continuation (predictor-corrector
Euler homotopy) algorithm, current injection algorithm, and
holomorphic embedding algorithm as concert algorithms.
Subsection III-C covers the software and packages available
to represent and solve unbalanced PF equations. This includes
DIgSILENT PowerFactory, PSS/Sincal, CYMDIST, Open
Distribution System Simulator (OpenDSS), GridLAB-D, and
Open Platform for Energy Networks (OPEN). In addition,
the subsection concludes with a summary and comparisons
of the reviewed PF tools.

The unbalanced OPF in LVDNs is described in Section IV,
which includes the most common objectives, algorithms,
relaxation and approximation, and tools that are utilized to
solve OPF problems. Here, Subsection IV-A lists the com-
monly used objectives for solving OPF equations, including
network losses, generation cost, cost of consumption, and
others. In addition, Subsection IV-B covers the common
algorithms that are used to solve OPF problems, including
interior point algorithms and sequential quadratic program-
ming algorithms. The relaxation and approximation to solve
non-convex OPF problems are discussed in Subsection IV-C.
Also, Subsection IV-D consists of a summary of the most
commonly used tools for handling optimization problems in
unbalanced distribution networks, such as Open-DSOPF and
PowerModelsDistribution, and a summary and comparisons

of the reviewed OPF tools. Finally, the main findings,
research gaps, and the research opportunities covered in this
paper are summarized in Section V.

II. MODELING LVDNs
The distribution network is a part of the power system; it is
located between the large-scale transmission system and the
residential, commercial, and industrial end-users. The distri-
bution network contains two voltage levels, in the medium-
voltage (MV) and low-voltage (LV) networks. The general
structure and main components of an electric power system
can be illustrated in Figure 1. Traditionally, the components
of the distribution system are modeled in an inelegant way.
Previously, modeling the generation and transmission sys-
tem components has met many challenges for designing and
operating purposes. Nowadays, power plants are becoming
more prominent in the system, and transmission takes place
through large interconnected networks. Therefore, these size-
able interconnected networks’ operation and design have
attracted researchers to develop more advanced models and
tools for analyzing and operating such systems. However,
the distribution systems still deliver power to the ultimate
user’s meter with limited analysis of the actual amount pro-
vided, or none [14].

Accordingly, LVDNs are typically designed to be over-
sized. The integration of several renewable energy resources
rapidly increases the alert for operating LVDNs at their max-
imum capacity. This alert is the critical drive to accurately
model the LVDNs to calculate the exact maximum capacity
and efficiently operate the LVDNs within operating limits.
In general, the LVDNs start from the step-down distribution
substation from MV level to LV level, while it may be fed
directly from the sub-transmission lines. However, a high-
voltage (HV) transmission line can feed the LVDNs directly
without a sub-transmission system. The structure of LVDNs
varies based on the DNSPs. Each step-down distribution sub-
station will deliver the power to one or more primary feeders.
Radial feeding is the most common type used in LVDNs [15].

The LVDN feeder is inherently imbalanced because of
the loading of several unequal single-phase loads or DERs
connected arbitrarily on the feeder. The non-equilateral spac-
ing between the three-phase overhead and underground line
conductors also introduces an additional imbalance into the
network. Several PF tools, which are used to analyze and
study transmission systems’ behaviour, are not adequate for
the LVDNs because these tools assume that the LVDN is
perfectly balanced, which is modeled by its components
being in a single-phase equivalent system. Therefore, these
tools show poor convergence for application to radial LVDNs.
To ensure accurate PF analysis, the accurate characterizing
of the LVDNs is needed, which can be done by modeling
the three-phase models of the components as accurately as
possible. Importantly, accurate PF analysis of the LVDNs
determines the system’s existing operating conditions and
simplifies future development by applying ‘‘what if’’ sce-
narios [14]. Accordingly, the key concepts in modeling the
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FIGURE 1. A one-line diagram of a distribution network as part of the power system.

components in LVDNs are reviewed in this paper. These are
expanded in a discussion of optimization models. However,
the accuracy of modeling the LVDNs is investigated and
reviewed in-depth in [3].

In this context, this paper focused in reviewing the simple
and accurate models for the components of LVDNs as well as
have the ability to be generalized. The simplicity here means
easy to get the model’s parameters from the datasheet and
has the compatibility to work with (O)PF model. Complex
models such as machine learning models are required huge
historical data for training and they are geographical depen-
dent. Therefore, the machine learning- and meta-heuristic-
based modeling methods are not considered in this paper.

A. NOTATION AND PRELIMINARIES
The core variables to represent the unbalanced LVDNs are
current, impedance and voltage. These variables are defined
as a range of matrix, vector and scalar parameters related to
grid buses and lines. In general, the network is multi-phase
and radial. In addition, a substation bus exists in the network,
and is assumed to have a fixed voltage. Accordingly, the one-
line diagram of a generic LVDN can be represented as shown
in Figure 2.

Based on Figure 2, Table 1 lists the typography and math-
ematical notation used; Table 2 defines sets and indices;
Table 3 defines parameters; and Table 4 defines typical engi-
neering variables.

Here, we used6 and> for vectors and matrices to indicate
element-wise inequality, while we used� for matrix positive
semi-definiteness.

B. FOUNDATIONS OF LVDNs MODELING
An accurate line model is an essential requirement for model-
ing the LVDNs as precisely as possible. If the neutral wire is
unconnected to the ground, the ground path can be excluded
from the model. This is possible in the case of a sheath
conductor which is included in the cable bundle [16]. If a
fault exists, and the eddy currents are neglected, then no
current will flow inside the sheath. This leads to excluding
it from the impedance matrix. The cable is normally buried;
therefore, the assumption can be made that no additional
impedance contributions exist due to eddy currents induced
in the ground. By considering the above assumptions, the line
impedance matrix can be reduced from a 4 × 4 form to a
3× 3 form—the impedance terms corresponding to the three
phases. Thus, the 3× 3 impedance matrix is considered as a
phase impedance matrix [3].

On the other hand, if the neutral wire connects to the
ground, the ground path is to be included in the impedance
matrix. Thus, the current in each phase is established by
the line to neutral voltage in the loads. Here, for calculat-
ing the neutral and ground current, further assumptions are
required. The Kron reduction resolves this issue by assuming
a perfect short-circuit between the neutral wire and ground
wire. By applying this assumption to the circuit impedance
matrix, a 3× 3 phase impedance matrix will result. The self-
impedances and mutual impedances as sub-matrix can be
calculated from the 3 × 3 impedance matrix between phase
conductor circuits and the neutral wire [17]. Here, Carson’s
equations can be applied to obtain the values of the mutual-
and self-impedance for a set of wires, using the wire geometry
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TABLE 1. Typography and mathematical notation.

TABLE 2. Sets and indices.

TABLE 3. Parameters.

and electrical properties of the ground and wires [18], [19].
This can also be extended for multiple neutral models.

Therefore, in modeling the LVDNs, the line impedance
matrix is commonly simplified to a 3 × 3 form using some
assumptions to describe the connection between the neutral
and ground wires. In this, the line has a multi-grounded neu-
tral setpoints [14]. In particular, the Kron reduction assumes
that the voltages between the neutrals and ground are zero at

both ends of a line model because the neutral is grounded.
The voltage drops in the line are calculated accurately via
the 3 × 3 phase impedance matrix once the currents have
been determined. Here, as no assumptions are considered,
such as the transposition in terms of the spacing between
conductors, the impact of mutual coupling between phases
is considered precisely. As a result, this representation ren-
ders the most exact line segment modelling [14]. In general,
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FIGURE 2. A one-line diagram of a generic LVDN.

TABLE 4. Optimization variables.

the length of lines in the LVDNs are so short; therefore,
the shunt admittance is so small as to be negligible and thus
ignored. However, there are some cases where the lines could
be longer than the usual lightly loaded overhead lines. Here,
the shunt admittance should be considered into the analysis.
Also, the shunt admittance is much higher in underground
lines than overhead lines, which should be also considered for
an accurate analysis. As the analysis is carried out using the
computer, it is more accurate to model the shunt admittance
in all the cases for overhead lines and underground lines.
Therefore, this takes care of the assumption that the shunt
admittance is not necessary [14]. Accordingly, a fundamental
unbalanced 3×3π -model line is illustrated in Figure 3, which
summarizes the variables and parameters. Here, all voltages
for circuit elements are defined w.r.t. and the ground voltages
at both ends (Vi,g and Vj,g) are set to zero.

C. SCALAR AND MATRIX VARIABLES
The series impedance matrix for line l between the buses i
and j (zsl ) can be defined by a full matrix based on the work
in [20], as:

zsl = rsl + jx
s
l =

z
s
l,aa zsl,ab zsl,ac
zsl,ba zsl,bb zsl,bc
zsl,ca zsl,cb zsl,ac

 , (1)

where each element consists of a series of resistive and reac-
tive impedance. In physical systems, rsl � 0 and xsl � 0. The
series admittance representation of impedance zsl in line l (y

s
l )

can be represented in matrix notation as:

ysl =
(
zsl
)−1
= gsl + jb

s
l . (2)

where
(
zsl
)−1 stands for the matrix inverse of zsl . Here, if one

conductor or more are missing (e.g., single, or two-conductor
connections), then it is valid to use theMoore-Penrose inverse
instead.

In addition, the shunt admittance at the beginning and end
of line l between buses i and j, respectively, (yshlij and y

sh
lji) can

be defined as:

yshlij = gshlij + jb
sh
lij =

y
sh
lij,aa yshlij,ab yshlij,ac
yshlij,ba yshlij,bb yshlij,bc
yshlij,ca yshlij,cb yshlij,cc

 , (3)

yshlji = gshlji + jb
sh
lji =

y
sh
lji,aa yshlji,ab yshlji,ac
yshlji,ba yshlji,bb yshlji,bc
yshlji,ca yshlji,cb yshlji,cc

 . (4)

The shunt admittances can be considered as two different
and full matrices, although they are diagonal and have equal
values of both sides for typical distribution lines and cables.
Furthermore, this allows for re-use of the representation for
other elements, such as distribution transformers [20].

The bus voltage at bus i (Vi) can be represented as a vector
variable that contains a set of the complex variables for each
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FIGURE 3. Unbalanced 3× 3 π-model line.

wire based on the work in [21], as:

Vi =

Vi,aVi,b
Vi,c

 =
V

mag
i,a
6 θi,a

Vmag
i,b
6 θi,b

Vmag
i,c
6 θi,c

 . (5)

In addition, the flowing current from bus i to bus j (Ilij) can
be defined as a vector variable for each wire:

Ilij =

Ilij,aIlij,b
Ilij,c

 =
I

sh
lij,a

I shlij,b
I shlij,c

+
I

s
lij,a

I slij,b
I slij,c

 = Islij + jI
sh
lij, (6)

where Islij defines the current flow in the series elements in
the π-model in l from bus i to bus j, therefore, this definition
implies Islij + Islji = 0 [21], and Ishlij stands for the current flow
in the shunt elements at the beginning of l from the bus i side.
Accordingly, the complex PF through line l from bus i to

bus j defined as the relationship between the voltage at bus i
(Vi) and the conjugate transpose of the current flow in line l
from bus i to bus j (Ilij):

Slij = Plij + jQlij = Vi
(
Ilij
)H

=

Slij,aa Slij,ab Slij,ac
Slij,ba Slij,bb Slij,bc
Slij,ca Slij,cb Slij,cc

 . (7)

D. VARIABLE BOUNDS
The voltage magnitudes are limited by minimum and max-
imum operational limits at each wire [20]. These lim-
its can be represented for the three-phase unbalanced

voltages at bus i as:

Vmin
i =

V
min
i,a

Vmin
i,b

Vmin
i,c

 6

| Vi,a || Vi,b |

| Vi,c |

 6

V
max
i,a

Vmax
i,b

Vmax
i,c

 = Vmax
i . (8)

While the apparent power bounds for Slij can be repre-
sented based on the work in [20], as:

0 6

| Slij,aa || Slij,bb |

| Slij,cc |

 6

S
rated
lij,a

Sratedlij,b

Sratedlij,c

 = Sratedlij , (9)

which can be expressed as:

0 6

| Slij,aa |
2

| Slij,bb |2

| Slij,cc |2

 6


(
Sratedlij,a

)2(
Sratedlij,b

)2(
Sratedlij,c

)2
 . (10)

In addition, the magnitudes of current flow in each wire
from bus i to bus j should stay within the rated values [20].
The current magnitudes in each wire can be limited as:

0 6

| Ilij,a || Ilij,b |

| Ilij,c |

 6

I
rated
lij,a

I ratedlij,b

I ratedlij,c

 = Iratedlij . (11)

Accordingly, the power bounds for all elements of
Slij = Plij + jQlij are:

−Vmax
i

(
Iratedlij

)T
6 Plij,Qlij 6 Vmax

i

(
Iratedlij

)T
. (12)
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Here, the voltage angles for the voltage drop (angle differ-
ence) between bus i and bus j are also limited based on the
work in [20], as:−π/2−π/2

−π/2

 6

θ
min
ij,aa

θmin
ij,bb

θmin
ij,cc


︸ ︷︷ ︸
2min
ij

6

θi,a − θj,aθi,b − θj,b

θi,c − θj,c



6

θ
max
ij,aa

θmax
ij,bb

θmax
ij,cc


︸ ︷︷ ︸
2max
ij

6

π/2

π/2

π/2

 . (13)

For a relatively balanced voltage phasor, we expected that
θi,a − θi,b ≈ θi,b − θi,c ≈ θi,c − θi,a ≈ 2π/3 [20]. The
voltage angle differences among phases at bus i can be lim-
ited to enforce the angle balance relative to the expected
120 degrees as:θ

min
i,aa

θmin
i,bb

θmin
i,cc


︸ ︷︷ ︸
2min
i

6

θi,a − θi,a − 2π/3

θi,b − θi,b − 2π/3

θi,c − θi,c − 2π/3

 6

θ
max
i,aa

θmax
i,bb

θmax
i,cc


︸ ︷︷ ︸
2max
i

. (14)

The magnitudes of the load, generator and PV system
currents, | Id |, | Igen | and | Ipv |, respectively, are also
limited by the rated current of each unit in the wire that it is
connected to as:| Id,a || Id,b |

| Id,c |

 6

I
rated
d,a

I ratedd,b

I ratedd,c

 = Iratedd , (15)

| Igen,a || Igen,a |

| Igen,a |

 6

I
rated
gen,a

I ratedgen,b

I ratedgen,c

 = Iratedgen , (16)

| Ipv,a || Ipv,b |

| Ipv,c |

 6

I
rated
pv,a

I ratedpv,b

I ratedpv,c

 = Iratedpv . (17)

The active and reactive powers of generator g (Pgen and
Qgen) can be changed according to the amount of real and
reactive powers injected or consumed by the DERs [20].
Therefore, the amount of Pgen, Qgen and Sgen are limited as:

Pmin
gen 6 | Pgen |6 Pmax

gen , (18)

Qmin
gen 6 | Qgen |6 Qmax

gen , (19)

| Sgen | 6 Smax
gen . (20)

In addition, the PF from a PV system is subject to an
apparent PF limit of the inverter [22], which is limited by the
nominal inverter’s apparent power rating (Sratedpv ) as:

| Spv |2=
(
Ppv
)2
+
(
Qpv

)2
≤

(
Sratedpv

)2
. (21)

Finally, the magnitudes of the shunt currents (| Ih |) are
also limited by the rated current of each shunt in the wire that
its connected to, as described in [20]:| Ih,a || Ih,b |

| Ih,c |

 6

I
rated
h,a

I ratedh,b

I ratedh,c

 = Iratedh . (22)

E. COMPONENT MODELS
Electrical networks can be subdivided into a set of finite
components for modeling their behaviour. These compo-
nents can be modeled as single- or three-phase units. Three-
phase components can be joined in ‘wye’ configuration
(i.e., linked between each phase and the neutral) or ‘delta’
configuration (i.e., connected between two phases). These
components are connected to a set of terminals (3 ter-
minals (i.e., 3-phase and 3 wires system) or 4 terminals
(i.e., 3-phase and 4wires system)) through ‘‘lines’’, which are
grouped in a ‘bus’. The modeling of the components aims to
describe how the variables of current and voltage are related.
Therefore, the components are modeled with an associated
voltage level, where they either input or withdraw current.
Accordingly, this subsection provides the best practices

for modeling the main components in LVDNs with logical
assumptions. The main components covered in this sub-
section are the bus model, line mode, transformer models,
loads, generators, PV systems (including the PV inverter,
inverter smart controller, and PV modules), and shunts.
Finally, the connection configurations of the components
mentioned above are also mathematically represented along
with the current summation from all these components at bus i
using KCL.

1) BUS MODEL
The reference bus (Nref) can be indexed by 0 and the other
buses by 1, 2, . . . , n (e.g., i and j). Let N = {0, 1, . . . , n},
which stands for a set of buses and can be defined as N+ =
N\{0} [23]. Therefore, the voltage phasor at reference buses
0 ∈ Nref ⊂ N is fixed as:

V0 =

V
mag
0,a
6 θ0,a

Vmag
0,b
6 θ0,b

Vmag
0,c
6 θ0,c

 . (23)

2) LINE MODEL
A line connects the terminals of two buses, which contains a
set of wires. The π model is one of the most used models
to characterize the mathematical representation of the cur-
rents in a specific wire and induce a voltage in the remain-
ing wires. The π model constructs from a matrix of series
impedance and two matrices for the shunt admittance at the
beginning and end of the line [14]. Each line l joins a pair
of buses i and j. Let L = {0, 1, . . . , l}, which represents a
set of lines. Therefore, (i, j)∈ L, and i → j interchangeably.
If i → j or j → i, then i ∼ j. The main idea of the line
model is to express the relationships between the complex
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voltage phasors (e.g., Vi and Vj) and the injected complex
branch power in line l from bus i to bus j (Slij).
The total amount of the current flows in line l from bus i

to bus j are formulated in [20], as:

Ilij = yshlijVi + Islij, (24)

and from bus j to i as:

Ilji = yshljiVj + Islji, (25)

where Islij equals to −I
s
lji.

In addition, the voltage at the bus j can be obtained by
applying Ohm’s law in line lij ∈ T → [20], which is repre-
sented in a matrix notation as:

Vj = Vi − zsl I
s
lij. (26)

Here, the current flows from bus i to bus j (Ilij) or vice
versa (Ilji) is split up into series and shunt current in the
π -section [20]. The Ilij and Ilji can be split up using KCL
as:

Ilij = Islij + Ishlij, (27)

Ilji = Islji + Ishlji . (28)

Therefore,

Ilij + Ilji = 0. (29)

The voltage angles difference between bus i and bus j can
be represented by2ij. The value of2ij can be limited by2min

ij
and 2max

ij . Thus, the vectors of the element-wise application
of the tangent function to 2min

ij is defined based on the work
in [21], as:

tan ◦(2min
ij ) =

tan (θ
min
ij,a )

tan (θmin
ij,b )

tan (θmin
ij,c )

 , (30)

and analogous for tan ◦(2max
ij ).

3) TRANSFORMER MODELS
Transformers aim to step up or step down the voltage level
based on a number of turns ratio, orientation, and inter-
connection of the winding magnetic core. Transformers are
different than voltage regulators because of their galvanic
isolation. In general, the LV transformers are serving a group
of customers [24]. In both American and European distri-
bution networks, the LV transformers are connected to MV
lines. In the American one, more single-phase MV/LV trans-
formers are used with lower power and supplying fewer
users, while in Europe, more three-phase transformers are
employed with greater power and supplying more users.
Several types of transformer and connection configurations
can be used based on the application. More details can be
found in [14]. Transformers vary based on their configura-
tions. Three-phase transformers are often used as a wye-wye
connection [25]–[27], delta-wye connection [28], or zigzag
winding connection. The wye connection side is usually

assumed as solidly grounded. Other configurations are also
used, such as open-delta windings [29]. Besides, the generic
ABCD transformer model can be applied to a broad range
of these configurations [25]. The transformers’ connection
configuration introduces a multiple of 30◦ phase angle offset
between the primary and secondary voltages on top of the
normal phase angles between the three-phases (i.e., vector
group). Therefore, the neutral point can be grounded.
In European networks, the LV side of the distribution

transformer is connected as a wye configuration, and its
neutral point is linked to the ground. The neutral is connected
to the ground by separated earth electrodes, in the case of
overhead cables, or to ground at the substation, in the case
of underground cables. An example of such a configuration
is explained in [30]. Here, the neutral connection in the
transformer side is linked to the ground because the neutrals
are given with the connection to every household. Therefore,
the delta-wye transformers are the most used configuration
for step-down transformers in LVDNs [31]. The delta con-
nection represents the primary side and it is connected to the
high voltage level, while the wye connection stands for the
secondary side and it is connected to the lower voltage side
and assumed to be solidly grounded.
Modeling the LVDNs is typically done based on a refer-

ence node where the source voltage is defined [14]. If the
LVDNs model contains multiple distribution transformers
and their effects on the MV feeder are to be analyzed, it can
be assumed that a perfect voltage source represents the sec-
ondary side of the primary substation transformer. Therefore,
it is assumed that the targeted MV feeder’s voltage source
is independent of current flowing in the rest of the MV
feeders [32]. Other models apply the same assumption by
considering the LVDNs as a standalone model; therefore,
the LV distribution transformer is modeled as an unregulated
voltage source. In [33], a daily profile is employed to define
the voltage at the LV distribution transformer’s secondary
side. Thus, the voltage is assumed to depend on currents
in other LV mains linked to the same HV feeder instead
of depending on currents in the LV feeder that is modeled.
Therefore, the distribution transformer in the LVDNs, when
the MV feeder is attached to the LVDN, can be assumed as a
constant voltage source, thus neglecting impacts on the load
current [14]. Otherwise, the modeling of a physical three-
phase delta-wye transformer can be characterized based on
two virtual parts by modeling the transformations of the pow-
ers and the voltages (i.e., lossless transformer) or bymodeling
the losses and thermal limits per each winding (i.e., three-
phase line segments).
The modelling of a transformer should consider Ampere’s

law, representing the current flows in the coil to generate
the magnetic field, and Faraday’s law of induction, rep-
resenting the relationship between the magnetic flux and
voltage [34]. Therefore, there are two main transformer mod-
els: the linear transformer model and the ideal transformer
model. The linear transformer model is primarily used for
communications applications. It uses both sides’ impedances
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(i.e., coils and reflected impedances) and the impedances for
mutual induction. Therefore, the linear transformer model
is a fairly complicated model which used phasor analysis
and mutual inductance to carry out the analysis. The ideal
transformer model is primarily used for power transfer appli-
cations. It uses voltages and the number of coil turns, which
requires a few different assumptions to be made that are
never wholly accurate, but they give a general idea about how
the transformer will operate. These assumptions are (i) the
coefficient of coupling is assumed to equal 1, coefficient of
coupling varies between 0 and 1, 0 means that there is no
mutual inductance between the two coils and they are com-
pletely independent from each other, and 1means that the two
coils are very tightly coupled; (ii) branches are three-wire;
(iii) there is one tap setting for each transformer instead of for
each phase winding; (iv) the coils impedances are assumed to
go to infinity (i.e., very huge values); and (v) losses from coil
resistances are negligible (no active power consumed in the
windings or the core can be considered) [35], [36].

In power system analysis, especially in ’unbalanced
(O)PF’, the analysis is carried out based on phaser form
instead of waveform and this ignores harmonics at any mul-
tiples of the fundamental frequency. The idealized trans-
former model can be very close to the transformers’ operation
in transmission networks, as the transmission transformers’
efficiency is very close to 100%, which is not the case in
distribution transformers. Therefore, the transformer model’s
prominent accurately represents the voltage drop across and
PF within the distribution transformer, including losses. The
mentioned idealized transformer assumptions and approx-
imations are hard to justify in distribution systems; thus,
a detailed mathematical model is needed. A comprehensive
modeling approach of the transformers is detailed in [37],
in which an n-windings transformer can be disintegrated into
an n of simple idealized two-winding transformers and lossy
branches. However, Dugan and McDermott [7] proposed an
extended lossy n-winding transformers model, which is com-
patible with OpenDSS software. The proposed loss model
is a good trade-off between the model details and collecting
its parameters. An explicit model, which is a mathematical
translation of the assumptions in [37], is shown in [36]. Here,
a lossy and multi-winding transformer model is proposed,
combining multi-conductor π-sections, shunts, and an ide-
alized two-winding transformer. The proposed decomposi-
tion transformer model simplifies the examination of lossy,
n-winding transformers to the examination of ideal two-
winding transformers. The proposed transformer model is
represented by both current-voltage (I-V) and power-voltage
(P-V) variables, while Dugan [37] represented the trans-
former based on I-V variables. The proposed model in [36] is
used by PowerModelsDistribution [23] to conduct the ’unbal-
anced OPF’.

The transformers can be categorized into two main types
based on their operation: no-load tap changers (NLTCs) and
on-load tap changers (OLTCs). The OLTCs can alter the
voltage level by changing the number of turns ratio while

the transformers are energized in discrete steps. The oper-
ation of the OTLC can be gang-operated or not, based on
the way the taps are controlled. Either the tap ratio across
phases has the same set-point [26], [28] or they are controlled
individually [25], [27], [29], [38]. The tap changer is mostly
connected to the LV distribution transformer’s primary side.
Its operation relies on the currents in all the connected MV
feeders. It can be either operated jointly (as gang operation),
or for each phase separately. It can be assumed that the tap
changers are equally valid for each feeder by considering
the ratio between each feeder’s demands to be approximately
constant. However, such an assumption might not be valid
for the PV systems connected to one feeder as they may have
a variation on the output based on different solar irradiation
than those linked to other feeders in the same primary sub-
station. Accordingly, the OLTC aims to maintain the voltage
within a specific range, defined as a specified bandwidth.
Here, when that bandwidth is surpassed, the voltage is altered
by tap steps [39]. The tap’s position is calculated using a
control circuit. Standard step regulators include a reversing
switch allowing a ±10% control range [14].

Two idealized transformer models are described in this
subsubsection. The first model shows the per-phase scaling
and rotation of the voltage phasor, which permits tap setting
optimization. The second model summarizes the configura-
tion transformation from a three-wire to four-wire grid via a
delta-wye transformer.
• Idealized tap changing
The idealized tap changing ismodeled based on thework
in [21]. The tap variable for each wire can be defined in
a polar form with transformation matrix (Tt ) as:

Tt =

Tt,aTt,b
Tt,c

 =

Tmag
t,a T 6t,a

Tmag
t,b T 6t,b
Tmag
t,c T 6t,c

 . (31)

Accordingly, the limits for the magnitude and angle for
each tap in each wire can be limited as:T

min
t,a

Tmin
t,b

Tmin
t,c


︸ ︷︷ ︸

Tmin
t

6

T
mag
t,a

Tmag
t,b

Tmag
t,c


︸ ︷︷ ︸

Tmag
t,a

6

T
max
t,a

Tmax
t,b

Tmax
t,c


︸ ︷︷ ︸

Tmax
t

, (32)

−π/2−π/2

−π/2

 6


T 6 mint,a

T
6 min
t,b

T 6 mint,c


︸ ︷︷ ︸

T
6 min
t

6


T 6t,a

T 6t,b
T 6t,c


︸ ︷︷ ︸

T
6
t,a

6


T 6 maxt,a

T
6 max
t,b

T 6 maxt,c


︸ ︷︷ ︸

T
6 max
t

6

π/2

π/2

π/2

 . (33)
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A simple idealized transformer, t , can be modeled with
Tt [23]. The voltage transformation at bus i can be
represented with respect to the voltage at bus j as:

Vi = TtVj. (34)

While the corresponding current transformation can be
given as:

(Tt)H Ilij + Ilji = 0. (35)

• Idealized configuration transformers
The idealized configuration transformers are also mod-
eled based on the work in [21]. Accordingly, the number
of wires can be changed across a transformer. Here,
the length of the voltages’ vector at bus i and bus j
(Vi and Vj) as well as the length of the current flows’
vector from bus i to bus j and vice versa (Ilij and Ilji) can
be defined as:

Vi ∈ Cn×1, Ilij ∈ Cn×1, (36)

Vj ∈ Cm×1, Ilji ∈ Cm×1. (37)

Here, a matrix transformation (Ct ) can be defined to
link the voltage and the current. Accordingly, there is no
reason to assume the structure of Ct ∈ Cn×m as it need
not to be square, diagonal, or full rank (i.e., generally it
is not invertible). Therefore,

Vi = CtVj, (38)

and

(Ct)
H Ilij + Ilji = 0. (39)

WhenCt is not fully ranked, theVi is linearly dependant
on Vj, but not the other way around. Similarly, Ilji is
also linearly dependant on Ilij and not the other way
around. The relationship between Ilji and Ilij can be
expressed as:

Ilji = − (Ct)
H Ilij. (40)

According to voltage and current linearity dependence,
the PF variables at either end of the line l between bus i
and bus j are linearly dependant on Vj

(
Ilij
)H, which can

be expressed as:

Slij = Vi
(
Ilij
)H
= CtVj

(
Ilij
)H
, (41)

Slji = Vj
(
Ilji
)H
= −Vj

(
Ilij
)H Ct . (42)

Using the properties as tr(A + B) = tr(A) + tr(B) and
tr(AB) = tr(BA), the following formula can be obtained:

tr(Slij)+ tr(Slji) = tr(CtVj
(
Ilij
)H)

− tr(Vj
(
Ilij
)H Ct ) = 0, (43)

where tr (·) stands for the trace operator.
The above formulas prove that the model is a lossless
transformer. Therefore, Ct can be used to define any
transformer. A delta-wye transformer can be described
by Ct = T1 [21].

4) LOADS
A load is a component consuming active power and consum-
ing or injecting reactive power, which is an accumulation
of several devices’ behaviour at a household level. Loads in
LVDNs vary with time. Therefore, a ‘‘steady-state’’ load does
not exist. An accurate load model should look to the demand
for an individual customer instead of a group of customers.
The loads on LVDNs can be specified by a complex power
and power factor, active power and power factor, or active
and reactive powers [14]. The loads’ voltage is always the
voltage at the LVDNs feeder’s LV terminals. The accuracy of
modeling the voltages and losses in LVDNs strongly depends
on determining the currents that the system must provide to
the customers. The current at the customer side is usually
characterized using the load models. The accuracy of these
models depends on the precision of the demand data used,
which is calibrated in some way from measured data. These
data can be derived from direct measurements or from scaled
synthesized data. The load model allows for the change in
the demand over time in respect to the supplied voltage [3].
The variety of demand over time can be modeled according
to standard load profiles, e.g., from the smart city, smart
grid in [40]. This data give the half-hourly demand within
the day for customers from the Newcastle region of New
South Wales (NSW), Australia. Load profiles like these can
be implemented directly to characterize the demand.
Another approach can be utilized using the Centre for

Renewable Energy Systems Technology (CREST) demand
model, in which a single customer’s demand is statisti-
cally formed from the known active building occupancy
and data representing typical appliances [41]. In this model,
the demand per appliance is calculated to be consistent
with a load profile, reflecting regional variations. Therefore,
the ‘bottom-up’ method can be considered a very flexible one
that allows the characteristics to be modified; thus, any addi-
tional appliances or future DERs connection in the household
can be incorporated [42]. The daily behaviour of each cus-
tomer is different from one customer to another. Therefore,
the load model can be characterized by considering the same
appliance behaviour for a customer from day to day, but the
occupancy patterns are either completely independent, or are
the same for each day [43]. Accordingly, the assumption
aiming to specify a different correlation between the load
profiles for each customer to characterize their behaviour on
different days does not make sense. In addition, the assump-
tion that aims to average the load profiles ignores the fact that
some buildings may have different occupancy rates. Thus,
this assumption also is not accurate as it may under-estimate
the worst-case range since low or high demand behaviours
are randomised among customers.
The model of loads varies based on the representation of

the voltage magnitude, such as a constant real and reactive
power, a constant current, a constant impedance, or any com-
bination of the previous representations [14]. Accordingly,
the ZIP load representation is a linear combination of these
three variations.While exponential models allow higher order
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exponents. ZIP and exponential load models can describe
the voltage-dependent behaviour. More explanation about the
various device classes’ sensitivity for voltage changes can be
found in the overview in [44]. The loads can be connected
to the buses in single-phase, two-phase or three-phase con-
nections. In addition, loads can be modeled in LVDNs as
delta-connected or wye-connected configurations. In general,
the loads can be assumed to be a single-phase connections as
this is the most common type of load connections in LVDNs
in Australia and most countries worldwide. Each load d ∈ D
at bus n ∈ N in the LVDNs can be represented by one or
a combination of the above-mentioned load representations
based on the work in [14], as:
• Constant real and reactive power load model
The line currents (Id ) for constant real and reactive
power loads (PdQd loads) can be represented as:

Id =
(
Sd
Vi

)∗
, (44)

where Sd = Pd + jQd , and Id can be represented in a
full matrix form as:

Id =



(
Sd,a
Vi,a

)∗
(
Sd,b
Vi,b

)∗
(
Sd,c
Vi,c

)∗

 =
Id,aId,b
Id,c

 . (45)

• Constant impedance load model
The constant load impedance (zd ) can be calculated
directly based on the specified complex power (Sd ) and
assumed line-to-neutral voltages (Vi) as:

zd =



| Vi,a |(
Sd,a

)∗
| Vi,b |(
Sd,b

)∗
| Vi,c |(
Sd,c

)∗


=

zd,azd,b
zd,c

 . (46)

Therefore, the load currents (Id ) can be estimated as a
function of the constant load impedances as:

Id =



Vi,a
zd,a

Vi,b
zd,b

Vi,c
zd,c


=

Id,aId,b
Id,c

 . (47)

• Constant current load model
The load currents (Id ) in this model are obtained based
on (45). Here, the magnitudes of the load currents
are held constant, while the angle of the voltage (2i)
changes. Therefore, the angle of the current will be

changed, which leads to a constant power factor of the
load [14].

• Combination loads model
A combination loadsmodel can bemodeled by assigning
a percentage of the total load to every one of the three
loadmodels above. The total line current of the combina-
tion loads model (Id ) is the sum of the three components,
given as:

Id = Id︸︷︷︸
constant PdQd

+ Id︸︷︷︸
constant zd

+ Id︸︷︷︸
constant Id

. (48)

5) GENERATORS
Generators are devices that aim to generate and inject active
and reactive powers into the network. The amount of the
power injected is subject to the load consumption, losses
occurred by the components, and the injected power from
other devices (e.g., PV systems). Besides, the amount of
injected power can be dealt with as a part of an optimization
problem based on the network constraints. The generators can
contain single-phase, two-phase, or three-phase units. The
generators can be operated in PV mode or PQ mode. Each
generator g ∈ G is located at bus n ∈ N and connected to
phase φg ∈ 8. Similarly to the load model, it is assumed that
the nodal voltage has a nominal magnitude and its phase angle
is zero for all phases8. The operationmodes for the generator
g ∈ G can be listed based on the work in [14], as follows:
• Generator operating as a PQ mode
In this mode, the values of the injected currents (Igen) are
known, while the voltages are estimated. The injected
currents are obtained based on the nodal voltages, which
have a nominal magnitude as:

Igen =
(
Sgen
Vi

)∗
, (49)

where Sgen = Pgen + jQgen; where Sgen stands for the
generated complex power by generator g, Pgen andQgen
represent the generated active and reactive powers by
generator g, respectively; and Igen can be represented in
a full matrix form as:

Igen =



(
Sgen,a
Vi,a

)∗
(
Sgen,b
Vi,b

)∗
(
Sgen,c
Vi,c

)∗


=

Igen,aIgen,a

Igen,a

 . (50)

• Generator operating as a PV mode
In this mode, the values of the injected active power and
the voltage at bus n are known. Therefore, the injected
reactive power is estimated to regulate the voltage. Here,
the value of the injected currents (Igen) by generator g are
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found, based on the active power and voltages as:

Igen =



Pgen,a
Vi,a
Pgen,b
Vi,b
Pgen,c
Vi,c

 . (51)

6) PHOTOVOLTAIC SYSTEMS
PV systems are a special type of generators. The PV systems
contain an inverter which aims to provide an alternating-
current (AC) power to the network and PV modules which
are considered as the direct-current (DC) source. The output
of a PV system is not fixed as the output of the PV modules
is a function of solar radiation and ambient temperature.
PV systems can be used to mitigate the voltages in LVDNs
by using the functionality of the inverters with the concept of
‘‘smart inverter control’’, which allows the inverters to curtail
the active power and consume or inject the reactive power as
a function of the system voltage within the thermal limits of
the inverter and the network constraints.
• Inverters
Inverters are mainly used to convert a DC power
produced by DC sources, such as PV modules or
storage batteries, to an AC power. In general, a PV
system is considered as an active power generator if
the power factor is considered as unity. Otherwise,
it can also generate or consume reactive power through
the inverters. The operation of the inverters is limited
based on several boundaries. Therefore, the per-phase
power is limited by an upper bound of the thermal
power for the inverter (the apparent power magnitude)
[27], [38], [45], lower and upper bounds of active and/or
reactive power(s) [45], [46], upper and/or lower or con-
stant power factor bound(s) [45], [47], or by limiting the
active and reactive powers to an affine [48] or convex
set [49]. The total active power can be fixed to the
amount of the DC power produced by the PV mod-
ule(s), or variable by curtailing the DC power from the
source [27], such as by using a maximum power point
tracking (MPPT) for PV modules.
Some research works have modeled the inverter as a
balanced model with a once-power set-point for all the
phases [47]. Two important extensions are mentioned
here. First, current balancing exists for three-wire invert-
ers, this cannot inject zero-sequence current because
there is no neutral wire [50]. Second, harmonic compen-
sation capabilities can be obtained by applying opera-
tional limits to the sum of the fundamental and harmonic
components [51]. Therefore, the inverter can bemodeled
based on the common approach, in which it is considered
as a controllable injection source of power at each phase.
In general, the model of the inverter can be given by:

Spv = Ppv + jQpv, (52)

where Ppv is the AC PV output active power.

Here, the relationship between power, current and volt-
age is calculated as:

Spv = Vi
(
Ipv
)H
, (53)

where, this relation can be represented for the magni-
tudes in full matrix form based on the work in [52], as:

| Spv,a |2

| Spv,b |2

| Spv,c |2

 =

| Vi,a |2

| Vi,b |2

| Vi,c |2

 ◦

| Ipv,a |2

| Ipv,b |2

| Ipv,c |2

 . (54)

The basic inverter without any smart controller is pro-
vided just active power at unity power factor. In this case,
Spv = Ppv. The value of the Ppv can be calculated using
two assumptions. The first is by finding the inverter
efficiency at each value of the PPV,mpp (ηinverter ) from
the inverter’s datasheet and multiplying it with the value
of PPV,mpp as:

Ppv =
∑
φ∈8

Ppv,φ = PPV · ηinverter , (55)

where PPV is the PV DC output power, which is mostly
a function of the PPV,mpp, solar radiation and ambient
temperature (e.g., PPV in OpenDSS can modeled as
in (89)), and ηinverter is the efficiency of the inverter.
The above assumption is applied in modeling the PV
system by OpenDSS software. The issue with this
assumption is that it is hard to list all the efficiency val-
ues at all the possiblePPV,mpp based on the inverter’s effi-
ciency curve. In OpenDSS, the inverter efficiency curve
can be defined by points which are not limited; how-
ever, its objects are interpolated linearly between defined
points to determine the actual value [53]. In addition,
OpenDSS does not consider the standby losses of the
inverter in the calculation. The standby losses’ value is
not included in the inverter’s efficiency curve, as it is
very close to zero; therefore, it is not defined at low
power.
Other inverter models calculate the losses of the inverter
and find the value of Ppv accordingly. These losses
include the internal and standby losses (Pinternalpv and

Pstandbypv ). Accordingly, Ppv can be obtained by,

Ppv =
∑
φ∈8

Ppv,φ = PPV − Pinternalpv − Pstandbypv . (56)

The value of Pstandbypv can be obtained from the inverter’s
datasheet, while the value of the Pinternalpv can be
calculated as:

Pinternalpv =

∑
φ∈8

(
rpv,φ · | I ratedpv,φ |

2
)
, (57)

where rpv,φ stands for the copper loss in the inverter at
phase φ.
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By substituting (57) in (56), (56) can be rewritten as:

Ppv =
∑
φ∈8

Ppv,φ

= PPV −
∑
φ∈8

(
rpv,φ · | I ratedpv,φ |

2
)
− Pstandbypv . (58)

The inverter loss model in (56-58) can be considered to
the extent that it works very well in practice. It includes
an additional step to the model in (55) by getting the
efficiency curve and then fitting this to the model to
increase its accuracy. However, using the actual values of
the parameters instead of curve fitting will lead to more
accurate results.
The inverters can support the voltage in the LVDNs
by consuming or injecting reactive power. To do so,
smart inverter control techniques can be applied. These
techniques are described below.

• Inverter smart control
Inverters can support the voltage profiles in the LVDNs.
Three main kinds of controllers can be used for this
purpose. These controllers are either centralized, dis-
tributed or decentralized (or local) [54]. A centralized
controller has a communication channel with each con-
trollable device (e.g., inverter) to perform computations
based on normal operation of the network or a set of
settings and sends new commands back. A distributed
controller is an algorithm that aims to link each con-
trollable device into communication with its neighbors,
but without a centralized controller. It does not need a
huge investment. A decentralized controller is a purely
local algorithm and does not communicate with the other
controllable devices. In general, centralized controllers
perform better than decentralized controllers. A compre-
hensive review has been published in [55] on different
control approaches for voltage mitigation in distribution
networks.
Centralized controller algorithms aim to balance the
voltages for all three-phase nodes simultaneously. This
can be carried out by coordinating the injection or
absorption of the reactive power by all online inverters
at the same time to balance the voltage levels at the
critical node approximately. This controller needs exten-
sive data from the distribution system at each node to
determine an optimum response. Therefore, it requires
communication channels and sensors to monitor the data
in the distribution system. The high investment cost,
especially for the communication infrastructure, is the
main drawback of this controller. Also, communication
malfunction may lead to a degraded response of the
controllers and upset the imbalance further. Preliminary
investigation into strategies to decrease the impact of
delays in controllers’ response was conducted in [56],
but more work is needed. The balancing still cannot
be secured perfectly as alterations in reactive power
injections can be noted at the critical bus, which will not

precisely match the difference value of the reactive
power because of the reactive power losses on the
lines between the critical node and the PV systems.
Here, improving the operation of the centralized con-
trollers within a feedback loopmay resolve this problem.
Accordingly, Oshiro et al. [57] considered centralized
information of the distribution system to coordinate the
behaviour of the PV inverters and to manage the trans-
former tap changers.
Distributed controller algorithms have some advantages
over centralized controller algorithms. The informa-
tion that should be shared is limited with a subset of
neighboring points and controllable devices. The lim-
ited sharing of data is aimed to improve cybersecu-
rity and reduces the extra expenses in improving the
communication infrastructure. Also, the privacy level
of data, cost functions, measurements, and constraints
are higher. Furthermore, there is robustness concerning
the failure of individual points or controllable devices
to respond. Finally, they are computationally superior
compared with the centralized controller algorithms,
as they can perform parallel computations in terms of
their solution speed and maximum problem size [54].
Here, Jashfar and Esmaeili [58] proposed a distributed
controller approach to enhance the voltage profile and
reduce the network’s losses by coordinating the reactive
power from PV inverters, capacitor banks, and trans-
former tap changers at a subset of neighboring nodes.
Besides, Molzahn et al. [54] surveyed the application of
control algorithms and distributed optimization in power
systems.
The decentralized controller algorithms aim to balance
the voltages simultaneously for all three-phase nodes by
balancing the voltages at a specific bus. The perfect bal-
ancing cannot be achieved as the inverter’s injected reac-
tive power is limited by the PV phase connections. This
approach does not need communications support as it is
implemented based on local data from the bus that the
PV inverter is connected to. A decentralized controller
may cause an over injection if two nodes nearby need a
similar amount of reactive power to approximately bal-
ance both. Simultaneously, both nodes’ responses may
lead to overcompensation of the voltage unbalance fac-
tor (VUF) and direct oscillations in the process of feed-
back. A decentralized voltage control approach based on
sensitivity analysis was proposed in [59]. In addition,
Bajo et al. [60] suggested a decentralized controller to
mitigate the voltage imbalance using the voltage magni-
tude measurements. Recently, decentralized control was
implemented in [61] to enhance the voltage profile.
Here, OpenDSS software uses the distributed controller
algorithm [7], even so, the decentralized controller algo-
rithm is very important as a backup controller algo-
rithm. Here, it is worth mentioning that power system
networks were run and controlled, some of them until
now, based on the decentralized controller algorithms.
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Therefore, distributed and decentralized controller algo-
rithms should be used at the same time. Nevertheless,
centralized controller algorithms show better results
in terms of balancing the voltages, to the extent that
this is technically possible, by coordinating proper
control techniques between the controllable devices
(e.g., inverter). In the case of any failure, then distribu-
tion or decentralized controller algorithms can be used
as a backup controller algorithm.
The commercially available PV inverter is usually oper-
ated based on an active power property (i.e., watt
priority) if not specified otherwise. The PV inverter
is installed based on the customers’ primary goals,
aiming to maximize the exported potential energy to
the network. The PV inverter has two main priorities:
active power priority and reactive power priority. It is
worth mentioning that the current Australian standard
(AS/NZS 4777.2:2015) [62] does not explicitly spec-
ify the PV system installation’s power priority mode.
In active power priority, the inverter always priori-
tizes active power injection. Here, the inverter’s injected
active power is limited by its capability and the thermal
limits of the utilization of the network’s assets. If the
voltage at the connection point of the inverter exceeds
the synchronization voltage limits, the inverter may shut
down the PV system as it cannot absorb or inject any
reactive power at periods when reactive absorption is
most required to reduce voltages. In reactive power
priority, the inverter always prioritizes absorbing any
reactive power by decreasing the active power injection,
mostly during peak generation periods (i.e., midday).
Here, the active power injection is lowered to raise the
absorption of reactive power to maintain the voltages
within their limits, which allows the PV system to keep
operating but with fewer benefits for the customer. This
priority is better for the customer as the system does
not shut down once the voltages exceed the limits, but
it reduces the active power injection by decreasing it
or injecting reactive power to keep the voltages within
limits [63].
Therefore, the PV inverter can mitigate the voltage in the
LVDNs using three main control techniques: constant
power factor, volt-var and volt-watt techniques. In addi-
tion, volt-var and volt-watt techniques can be combined
as a fourth technique. The relationship between active
power, reactive power and power factor is illustrated
in Figure 4.
– Constant power factor technique

The constant power factor (pf) technique aims to
ensure that the pf is constant at all the timesteps.
Therefore, the active power injection to the network
is proportional to the reactive power to secure that
as:

pf =
Ppv
| Spv |

=
Ppv

| Ppv + jQpv |
= C, (59)

FIGURE 4. Power triangle and the circle of constant apparent power,
where C1 and C2 are constants.

where 0 6 C 6 1 is a constant, which should be
defined as leading or lagging.
In other words, the PF can be represented as a
relationship between real and reactive powers as:

tan
(
cos−1 (pf)

)
=

Qpv

Ppv
, (60)

where 0 6 (pf = C) 6 1, leading or lagging.
When the reference pf is negative, the inverter
absorbs reactive power (inductive characteristic)
and, when it is positive, the inverter injects reac-
tive power (capacitive characteristic); Accordingly,
if the active power production from the PVmodules
is low because of the low solar radiation, then the
reactive power will also be low [64]. Accordingly,
the inverter behaviour in the constant pf technique
is shown in Figure 5.
Based on the Figure 5, the absorbed reactive power
amount is as low as the active power genera-
tion at the low solar radiation period. In contrast,
the inverter injects or absorbs the maximum possi-
ble reactive power during the 100% active power
generation operation to secure a constant pf.

– Volt-var technique
The volt-var technique is an inverter setting, which
aims to maintain the voltage for each PV system
at a PV system terminal within predefined voltage
limits. The volt-var technique can be set according
to (i) the voltage at the point of the PV connec-
tion; (ii) the available reactive power capability
of the inverter, and (ii) predefined volt-var set-
points, which are set either by the DNSP or the
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FIGURE 5. Constant power factor inverter control technique.

owner. In this technique, the inverter aims to absorb
the reactive power to bring the voltage down if it
exceeds the predetermined upper voltage level and
injects reactive power to boost the voltage up to the
normal predetermined voltage level [63]. Therefore,
the volt-var technique aims to ensure that the bus
voltage is within its limit by injecting or absorbing
reactive power to or from the network. In the decen-
tralized controller, this technique uses local voltage
information provided as a consequence of power
generation and consumption. Therefore, this tech-
nique is a voltage-dependent reactive power tech-
nique. The compensated reactive power depending
on the monitored voltages according to a volt-var
curve [65]. The volt-var curve shows the relation-
ship between reactive power and voltage using a
piecewise linear curve as illustrated in Figure 6.

FIGURE 6. Volt-var inverter control technique.

The standards (e.g., AS/NZS 4777.2:2015) define
the maximum and minimum voltage bounders
and the dead zone. If the bus voltage exceeds the
predefined limits, the inverter injects or absorbs the
rated reactive power [66]. Accordingly, the inverter
reactive power behaviour at phase φ (Qpv,φ(v))

based on the parameters used in Figure 6 can be
determined using the following algorithm:

Qpv,φ(v)

=



Qmax
pv,φ if Vi,φ < v1
Vi,φ − v1
v1 − v2

Qmax
pv,φ if v1 < Vi,φ < v2

0 if v2 < Vi,φ < v3

−
Vi,φ − v3
v4 − v3

Qmax
pv,φ if v3 < Vi,φ < v4

−Qmax
pv,φ if Vi,φ > v4,

(61)

where Qmax
pv,φ =

√(
Smax
pv,φ

)2
−
(
PPV

)2.
This technique works well in normal operating con-
ditions because the inverter’s active power gener-
ation is normally less than its rating. Therefore,
the inverter can inject reactive power by increasing
its losses [67].

– Volt-watt technique
The volt-watt technique is an inverter setting that
aims to manage the PV system’s AC output active
power subject to predefined voltage limits. These
limits can affect each PV system’s active power
capability, which can be limited according to (i) the
voltage at the point of the PV connection; and
(ii) based on volt-watt set-points predefined either
by the DNSP or the owner [63]. Accordingly,
the volt-watt technique curtails the amount of the
active power injected by the inverter to the con-
nected point based on voltage-rise conditions. This
method is also known as the active power curtail-
ment strategy. This technique can operate under
three main conditions. The first condition is that the
bus voltage is within the voltage limits; therefore,
the inverter aims to inject all the generated active
power from the PV system to the bus. The second
is that the bus voltage is located between a reference
voltage and the maximum voltage limit. In this
case, the active power is curtailed using the MPPT
by the power curtailment ratio. The third is that
the bus voltage exceeds its maximum limit. In this
case, the injected active power is zero [68]. These
conditions can be defined as a relationship between
active power and voltage using a piecewise linear
curve, which is known as a volt-watt curve as shown
in Figure 7.
Based on Figure 7, the inverter active power and the
power curtailment ratio can be expressed based on
the following algorithm:

Ppv,φ(v) =


PPV if Vi,φ < v1
Vi,φ − v1
v1 − v2

· PPV if v1<Vi,φ<v2

0 if Vi,φ 6 v2.
(62)
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FIGURE 7. Volt-watt inverter control technique.

In general, this technique is effective if the PV
output is high and demand is low (i.e., midday),
which aims to bring the voltages within the statu-
tory limits. Also, it helps manage thermal limits
simultaneously occurring by the over-voltages and
overload. It is also helpful if the existing control
algorithms (e.g., voltage control through OLTC
transformer) are failed to handle these issues [63].
The PV systems at the end of the feeder have
more active power loss than the other PV systems;
thus, the amount of the active power curtailment
will be more, which is unfair [69]. Several studies
have been conducted to ensure the same value of
active power curtailment for all the PV systems
in the LVDNs, which causes less energy yield in
the whole feeder, such as the study in [70]. The
volt-watt technique can operate effectively using
only local measurements without communication
coordination between the PV systems and a central
controller [71], [72].

In general, the volt-var technique improves the volt-
age profile and the PF, but it has inherent drawbacks.
First, it increases the thermal utilization of assets, espe-
cially in low-capacity LV transformers, as they became
overloaded even when the PV penetration levels are
relatively low. This can be resolved by network aug-
mentation. Second, the volt-var technique significantly
increases the reactive power exported by the head of
the MV feeder, which may let the power factor at
the transmission-distribution network beach permissible
limits. This issue can be dealt with by installing power
factor correction units to compensate the power factor.
Therefore, avoiding the volt-var disadvantages needs
extra investment [63]. To ensure the customers’ greatest
benefits by allowing the inverter to inject the maximum
generated energy into the network with the reactive
power priority, the inverter can be selected as oversized
(e.g., 120% of the PV module capacity). Therefore,
the inverter can inject or absorb reactive power in peak
generation periods without the sacrifice of active power
to meet the inverter’s thermal capability. This solution
needs extra investment and might be a cost-effective
solution. However, to confirm this claim a cost/benefit
analysis is needed. Such an analysis is not part of this
paper, and can be constructed in future research work.

On the other hand, the volt-watt technique is more
effective than the volt-var technique for suppressing the
voltage violation, but it reduces the financial benefits
for the end-users [73]. Therefore, the combination of
volt-var and volt-watt techniques can be considered a
highly effective solution to mitigate the voltage issues
regardless of the type of feeder, PV penetration, and/or
solution adopted (i.e., off-load taps transformer, OLTC
transformer, and/or augmentation). The combination of
both techniques can keep the voltages in the network
within the voltage limits due to reactive power being sig-
nificantly absorbed from multiple PV systems. There-
fore, enabling both techniques gives the customers and
the DNSPs satisfaction by reducing the curtailment and
solving the voltage rise issues. On the other hand, dis-
abling the volt-var technique has significant effects on
the customer by increasing the active power curtail-
ment, which reduces the customers’ financial benefits.
However, enabling the volt-var and volt-watt techniques
without considering other solutions (i.e., off-load taps
transformer, OLTC transformer, and/or augmentation)
increases asset congestion risk (i.e., transformers and
lines) and may cause a poor power factor issue as
PV penetration levels continue to rise. In this paper,
the effectiveness of other solutions (i.e., off-load taps
transformer, OLTC transformer, and/or augmentation)
with the volt-var and volt-watt techniques is not consid-
ered [63]. This can also be considered in future work.
Here, it is worth mentioning that the PV inverter’s active
and reactive power control influences both voltage and
frequency [74]. Accordingly, the frequency has a direct
influence on the voltage angle. This influence’s amount
and direction are different based on the line impedance
ratio as shown in Figure 8.
If the R/X ratio is 0, the active power affects the fre-
quency only, while the reactive power affects the volt-
age only, as shown in Figure 8.a. This assumption is
considered in transmission networks. However, some
researchers consider that the R/X ratio in the distribution
networks is ∞. Therefore, it is clear that changing the
active power influences the voltage level only, while
changing the reactive power influences the frequency
only, as illustrated in Figure 8.b. This assumption is not
true in distribution networks. While the more realistic
approach is that the R/X ratio is 1 or approximately 1 in
the distribution networks. Accordingly, changing either
the active or reactive powers, or both, influences both the
voltage level and the frequency, as shown in Figure 8.c.

• PV modules
PVmodules are considered theDC source of PV systems
by generating DC power. This DC power is generated by
converting solar radiation based on the semiconductor
properties, including the temperature effects. The PV
modules are connected to inverters in order to achieve
AC power. Therefore, the PV system (i.e., PV modules
and inverter) can be modeled directly as an injection
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FIGURE 8. Influence of active and reactive power on voltage and frequency for different line impedance ratios: (a) R/X=0,
(b) R/X=1, and (c) R/X=∞.

of active power with a unity power factor [75], or a
source of active and reactive powers source with an
explicit inverter model [27]. Accordingly, the PV sys-
tem’s output power can be a fixed value or curtailable to
some lower bound [27]. For example, the PV system’s
output power can be reduced when net demand sur-
passes some controllable proportion of the installed PV
system’s capacity [75]. The fairness of these strategies
concerning individual PV installations is examined and
listed in [70].
For PV hosting capacity in LVDNs studies, it is mostly
assumed that the solar radiation is the same across the
covered area [76]. This assumption is required in case of
leakage of themeteorological data for different locations
within the coordinates of the LVDNs. Here, the short-
term solar radiation data may vary across the coordinates
of the LVDNs, where all the components are subject
to the same voltage set point. Therefore, the PV model
should allow for the uncertainty of the meteorological
data, such as the solar radiation and ambient tempera-
ture, to ensure an accurate reflection of the PV system’s
performance. To do so, the short-term meteorological
data should be considered, including the solar radiation
and temperature effects on the PV model. Based on
the literature, several models are proposed to model the
characteristics of the PV modules. These models are
based on the PV output power, PV output current and
Chenlo’s PV model. Here, these models are reviewed in
three main variations as below.

– Variation I
The first variation aims to characterize the perfor-
mance of PV modules based on the output power.
Several models are used in the literature for mod-
eling the PV output power. Here, some authors
applied the same models for PV output energy,
as the energy for a timestep equals the power at
the same timestep. Therefore, two approaches are
included in the first variation. In the first approach,
the PV output power is obtained based on two
main aspects. The first uses the PV power density

function, while the second uses a linear regression
model (i.e., single or multiple) in terms of the PV
power output at the maximum power point (MPP).
In the second approach, PV output power is mod-
eled based on the area of the PV module(s).
According to the first aspect, the average PV out-
put power (PPV,avg) can be characterized based on
the PV power density function (f

(
PPV

)
), which is

applied in [77], as:

PPV,avgt =

∫ PPV,max

PPV,min
PPVt · f

(
PPV

)
· dPPV. (63)

The main drawback for the model in (63) is that it
neglects the temperature effects and the efficiency
of the PV module. Therefore, Lee et al. [78] used
a single linear regression model to characterize the
PV output power as a relationship between the PV
power output at the maximum power point (MPP)
(PPV,mpp) and solar radiation (Gt ) as:

PPVt = PPV,mpp
·

(
Gt
1000

)
. (64)

The main drawback for the model in (64) is that
the temperature effect is neglected. Accordingly,
a multiple linear regression model was discussed
in [79], which includes the temperature effects to
characterize the PV output power as:

PPVt = PPV,mpp
·

(
Gt
1000

)
·

(
1+

(
γ PV

100

)
·
[
T c
t − 25

])
, (65)

where (Gt/1000) can also be labeled as PSH, γ PV

stands for the temperature coefficient of PPV,mpp

(%/C◦), and T c
t stands for the PV cell temperature,

which can be obtained as:

T c
t = T a

t +

(
NOCT− 20

800

)
Gt , (66)
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where T a
t represents the ambient temperature, and

NOCT stands for the nominal operating cell temper-
ature of a PV module, which can be obtained from
the datasheet.
In second approach, a multiple linear regression
model is formulated to estimate the PV output
power based on the area of the PV module (APV)
and its efficiency (ηPV) as in (67). The efficiency of
the PV module (ηPVt ) is estimated at each timestep
as a function of the PV cell temperature and its
effects on the power at MPP. This model is used in
[80]–[82], which can be represented as:

PPVt = APV · Gt · ηPVt , (67)

where ηPVt can be calculated as:

ηPVt = η
PV,man

·

(
1− γ PV

·
[
T c
t − 25

])
, (68)

where ηPV,man stands for the nominal PV efficiency,
which is given by the manufacturer.
The main drawbacks of this variation are that
the density function model cannot be consid-
ered quantitatively accurate across significant
ranges of segregation strength and density fields
as all models present nonphysical characteristics
under in-commensurate circumstances. In addition,
the linear regression models have several disad-
vantages, such as proneness to under-fitting and
sensitivity to outliers. Accordingly, this variation
cannot model the uncertainty accurately. As well,
the exact values of the PV current and voltage can-
not be estimated directly and accurately. Therefore,
the results from these models can be used for rough
calculations, such as the rough size of the capacity
of the PV systems.

– Variation II
The second variationmodels the performance of PV
modules based on the PV output current. In this
variation, the PV output current can be obtained
based on two main aspects. The first uses a linear
regression model (i.e., single or multiple) as a rela-
tion between the PV current atMPP or the PV short-
circuit current, and solar radiation and ambient
temperature. The second is based on the physical
parameters of the PV cell itself. Here, the PV output
voltage is assumed to be known, which is not true
in all the cases.
In general, regression models are used to model the
PV output current based on the PV short-circuit
current or the PV current at MPP. For example,
the model presented in [83] used a single linear
regression model as a relationship between PV
short-circuit current and solar radiation. This model
can be mathematically formulated as:

IPVt = IPV,sc ·
(

Gt
1000

)
, (69)

where IPV,sc is the PV short-circuit current.

The model in (69) does not include the temperature
effects. Therefore, Dufo-Lopez et al. [83] used a
multiple linear regression model by including the
temperature effects as:

IPVt = IPV,sc ·
(

Gt
1000

)
·

(
1+

(
αPV

100

)
·
[
T c
t − 25

])
, (70)

where αPV represents the temperature coefficient of
short-circuit current (%/C◦).
Another regression model was developed using a
multiple linear regression model based on the rela-
tionship between the PV current at MPP (IPV,mpp

t )
and the PSH with respect to the temperature fac-
tor (f PVtemp) and a dirty factor (f PVdirt ) as well as the
efficiency of the PV module. This model was used
in [84], as:

IPVt = IPV,mpp
t · PSH · f PVtemp · f

PV
dirt · η

PV, (71)

where f PVtemp is a function of temperature and can be
calculated as:

f PVtemp = 1+
(
αPV

100

)
·
(
T a
t − 25

)
. (72)

A similar model was used based on the IPV,mpp
t and

including the temperature effects but without using
the efficiency of the PV module. This model was
used in [85], as:

IPVt = NPV
pc · I

PV,mpp
t ·

(
Gt
1000

)
+

(
1+ αPV ·

[
T c
t − 25

])
, (73)

where NPV
pc is the number of PV cells connected in

parallel per a PV module.
Amore accurate model was used to characterize the
PV output current in [86]. This model is close to the
single-diode PV cell model but developed based on
the IPV,sc. This model can be represented as:

IPVt = IPV,sc

·

[
1−exp

(
V PV
t −V

PV,oc
+RPV,s · IPVt(

NPV
sc · a

PV
· b · T c

t
)
/q

)]
,

(74)

where V PV
t stands for the PV output voltage, NPV

sc
is the number of PV cells connected in series per a
PVmodule, aPV is the diode ideality factor, b stands
for the Boltzmann’s constant, and q represents the
charge of the electron.
The main drawbacks for the above mentioned mod-
els are that the PV voltage is unknown,whichmeans
it should be initialized or assumed, in order to find
the value of the PV current. In addition, these mod-
els are carried out based on regression formulas,
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which cannot handle high uncertainty in the data,
such as solar radiation. Finally, they neglect the
physical components inside the PV cell.
To overcome the above mentioned limitations, sev-
eral models have been developed to characterize
the PV output current based on the physical com-
ponents of the PV cells in the PV modules. These
models are known as single-diode PV cell, double-
diode PV cell and triple-diode PV cell models.
These models are used widely in the literature as
they can model the performance of PV modules
based on actual measured data.
Accordingly, a single-diode PV cell model is used
to describe the non-linear behaviour of the PVmod-
ule, due to its simplicity and sufficient accuracy.
The non-linear behaviour of the single-diode PV
cell model can be represented based on the work
in [87], as:

IPVt = IPV,ph

− IPV,0 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t
t

)
− 1

]

−
V PV
t + I

PV
t · R

PV,s

RPV,sh
, (75)

where IPV,ph is the generated photocurrent, IPV,0

stands for the diode reverse saturation current, RPV,s

and RPV,sh are the series and shunt resistances,
which represent the losses in a PV cell, and V PV,t

t
stands for the thermal voltage, which can be esti-
mated as:

V PV,t
t =

aPV · b · T c
t

q
. (76)

The value of IPVt is recursive by the inclusion of a
series resistance in the PV cell model, which makes
the solution complex. Thus, the Newton-Raphson
method is used for a solution with fast conver-
gence [88]. The Newton-Raphson method can be
represented as:

xm+1 = xm −
f (xm)
f ′(xm)

, (77)

where f ′(xm) stands for the derivative of f (xm),
f (x) = 0, xm represents the present value of the
estimated quantity at the current iteration and xm+1
is the value of the estimated quantity at the next iter-
ation. Here, IPV ,ek is estimated iteratively. Usually,
the IPV ,ek converges within three or no more than
four iterations.
The single-diode PV cell model results in accept-
able under normal operating conditions but fre-
quently demonstrates degraded behaviour under
low solar radiation. Therefore, an additional diode
is considered to include the effect of charge
carrier recombination losses on the depletion

region. Accordingly, the non-linear behaviour of
the double-diode PV cell model can be represented
based on the work in [89], as:

IPVt = IPV,ph

− IPV,01 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t1
t

)
− 1

]

− IPV,02 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t2
t

)
− 1

]

−
V PV
t + I

PV
t · R

PV,s

RPV,sh
, (78)

where IPV,01 and IPV,02 stand for the first and sec-
ond diode reverse saturation currents, respectively,
where IPV,01 equals IPV,0 in (75), and V PV,t1

t and
V PV,t2
t are the thermal voltages in the first and sec-

ond diode, respectively. Here, V PV,t1
t equals V PV,t

t
in (75) and can be obtained by (76). While V PV,t2

t
can be obtained as:

V PV,t2
t =

aPV,2 · b · T c
t

q
, (79)

where aPV,2 represents the ideality factor of the sec-
ond diode.
The Newton-Raphson method in (77) can also be
used to estimate the value of IPVt in (79). The triple-
diode PV cell model is considered more accurate
than the ideal, single and double-diode PV cell
models by dealing with the PV cell’s fairly complex
non-linear behaviour, but it is more complicated
than previously mentioned PV cell models. The
triple-diode PV cell model can be considered useful
for describing small PV cells’ behaviour, which
suits some applications where a non-negligible
leakage current occurs through peripheries. The
non-linear behaviour of the triple-diode PV cell
model can be represented based on the work
in [90], as:

IPVt = IPV,ph

− IPV,01 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t1
t

)
− 1

]

− IPV,02 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t2
t

)
− 1

]

− IPV,03 ·

[
exp

(
V PV
t + I

PV
t · R

PV,s

V PV,t3
t

)
− 1

]

−
V PV
t + I

PV
t · R

PV,s

RPV,sh
, (80)

where IPV,03 stands for the third diode reverse sat-
uration current, and V PV,t3

t is the thermal voltage in
the third diode, which can be calculated as:

V PV,t3
t =

aPV,3 · b · T c
t

q
, (81)
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where aPV,3 represents the ideality factor of the third
diode.
As in single- and double-diode PV cell models,
the value of IPVt in (81) can be estimated using
Newton-Raphson method in (77) can be used.
The main drawback of this variation is that the PV
output voltage is required to find the PV output
current. In some of the models it is considered
that the PV output voltage is available, while oth-
ers need initial assumed values for the PV output
voltage, which could impact the results’ accuracy.
However, the single-, double- and triple-diode PV
cell models are considered more precise than the
linear regression models, but they need actual data
to estimate their parameters. The estimation of the
parameters need extraction methods, which is more
complicated than the regression models. In addi-
tion, the values of the PV output voltage should be
previously known to calculate the PV output cur-
rent. Even so, the Newton-Raphson method should
be applied to find the PV output current. Therefore,
the accuracy of such models strongly depends on
the accuracy of the measurements as well as the
capability of the extraction method. Here, these
models are mostly specified on a certain PVmodule
brand; therefore, in most cases, they could not be
generalized for all PV modules.

– Variation III
The third variation aims to model the PV output
current and voltage based on the I-V curve of
a PV module. This variation can be carried out
based on the information from the PV module’s
datasheet. Selecting the proper PVmodel involves a
trade-off between simplicity and accuracy. Chenlo’s
model [91], which is presented in [92] has an accu-
racy of 97.8% as reported by Ibrahim et al. [87].
It extrapolates the I-V pairs for any PV module at
any solar radiation (Gt ) and ambient temperature
(T a
t ) based on measured I-V pairs or taken from

the datasheet at STC. The principle of work for this
model can be summarized as illustrated in Figure 9.
The model starts by obtaining the reference PV
module short-circuit current (IPV,sc,ref) and the ref-
erence PV module open-circuit voltage (V PV,oc,ref)
at the STC or measured values of Gref and T ref as:

IPV,sct (Gt ,T a
t ) = IPV,sc,ref(Gref,T ref) ·

Gt
Gref

+αPV · (T a
t − T

ref), (82)

V PV,oc
t (Gt ,T a

t ) = V PV,oc,ref(Gref,T ref)

+V PV,t
t · ln

(
Gt
Gref

)
+βPV · (T a

t − T
ref), (83)

where Gref and T ref are the reference solar radia-
tion and ambient temperature at a reference point,

respectively; Gt and T a
t are solar radiation and

ambient temperature at time t for the new point,
respectively; IPV,sct is the unknown short-circuit cur-
rent; IPV,sc,ref is the short-circuit current for the ref-
erence I-V curve; αPV is the temperature coefficient
of IPV,sc at STC; V PV,oc

t represents the unknown
open-circuit voltage; V PV,oc,ref is the open-circuit
voltage for the reference I-V curve; and βPV is the
temperature coefficient of V PV,oc.
Therefore, the unknown I-V pairs at MPP (IPV,mpp

t ,
V PV,mpp
t ) at Gt and T a

t can be calculated based on
the known I-V pairs at the reference I-V curve
(IPV,ref, V PV,ref) at Gref and T ref as follows:

IPV,mpp
t (Gt ,T a

t ) = IPV,mpp,ref(Gref,T ref)

+1IPV,sct , (84)

V PV,mpp
t (Gt ,T a

t ) = V PV,mpp,ref(Gref,T ref)

+1V PV,oc
t , (85)

where,

1IPV,sct = IPV,sct (Gt ,T a
t )

− IPV,sc,ref(Gref,T ref), (86)

1V PV,oc
t = V PV,oc

t (Gt ,T a
t )

−V PV,oc,ref(Gref,T ref). (87)

Accordingly, the PV output DC power (PPV) is
equal to the PV output power at MPP (PPV,mpp) at
time t . Here, PPV,mpp is calculated as a multipli-
cation of current at MPP (IPV,mpp) and voltage at
MPP (V PV,mpp) considering the solar radiation and
ambient temperature effects as:

PPVt = PPV,mpp
t (Gt ,T a

t )

= IPV,mpp
t (Gt ,T a

t ) · V
PV,mpp
t (Gt ,T a

t ). (88)

In OpenDSS software, the PV module is character-
ized using a regression model, which is close to Vari-
ation II [53]. The PV output DC power (PPV) is function
of (PPV,mpp) and a per unit variation of the PPV,mpp and
temperature factor at G = 1 kW/m2 (Factor(T c

t )) as:

PPVt = PPV,mpp
· Gt · Factor(T a

t ). (89)

The disadvantages of the above model are (i) it does not
provide enough information to calculate the Factor(T a

t ),
which is the temperature coefficient of the power atMPP
with respect to the T a; and (ii) to simplify the model,
it considers the relation between the changes in solar
radiation and the power output from the PV as linear,
where in reality this is not constant for the entire range of
solar radiation values. Therefore, it is necessary tomodel
the relation between the power and the solar radiation
at each timestep to express the real behaviour of the
PV module. Accordingly, this model does not reflect
uncertainty accurately.
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FIGURE 9. The Chenlo’s model to obtain the PV I-V pairs at any Gt and T a
t .

To sum up, the PV module should be selected, bear-
ing in mind the trade-off between simplicity and accu-
racy. In addition, the PV module should be able to be
generalized, so that it can be used to characterize the
performance for any PV module based on the available
information. Here, the available information represents
the characteristics in the datasheet provided by the man-
ufacturers. Therefore, Variation III can be implemented
to generalize the modeling of the PV modules using
the information from the datasheet directly within an
acceptable range of accuracy. This is because the other
variations need more information or have limitations in
characterizing the uncertainty of the meteorological data
accurately.

7) SHUNTS
A bus shunt, which is indexed by h, has an admittance of yh =
gh+ jbh. Tuples of shunts and their connected bus are defined
as hi ∈ T shunt. The current relates to the voltage of a shunt h
at bus i, with hi ∈ T shunt can be represented based on Ohm’s
law according to the work in [20], as:

Ih = yhVi. (90)

Here, the current flows from the bus to the shunts can be
defined in full matrix form as:

Ih =

Ih,aIh,b
Ih,c

 . (91)

Accordingly, the shunt complex power matrix (Sh) can be
defined as:

Sh = Ph + jQh = Vi (Ih)H . (92)

The shunt power can also be represented as a function of
shunt admittance based on the nodal voltage only by substi-
tuting (91) in (92) according to the work in [20], as:

Sh = Vi (Vi)
H (yh)H . (93)

8) CONNECTION CONFIGURATIONS OF LOADS,
GENERATORS, AND PV SYSTEMS
The loads, generators and PV systems can be connected to
the network either in wye connection or in delta connection
as below:
• Wye connection
The wye loads, generators and PV systems are
connected between a phase and ground. Therefore,
the phase-to-ground voltage differences for wye units
are defined as Vi. Here, the loads, generators and PV
systems models, which are described above, are mod-
eled based on phase-to-ground voltages. Therefore, they
are considered as wye-connected models.

• Delta connection
The delta loads, generators and PV systems are
connected between two phases. Therefore, the phase-
to-phase voltage differences for delta loads, gen-
erators and PV systems (V1i ) can be defined in
terms of phase-to-ground voltages (Vi) based on

VOLUME 9, 2021 143047



I. A. Ibrahim, M. J. Hossain: LVDNs Modeling and Unbalanced (Optimal) Power Flow: A Comprehensive Review

the work in [93], as:

V1i =

V
1
i,ab

V1i,bc
V1i,ca

 =
 1 −1 0

0 1 −1

−1 0 1


︸ ︷︷ ︸

T1

Vi,aVi,b
Vi,c


︸ ︷︷ ︸

Vi

=

Vi,a − Vi,bVi,b − Vi,c
Vi,c − Vi,a

 , (94)

where T1 represents a linear transformation.
Here, Claeys et al. [93] defined the load phase current
(Id ) as a relation between I1d and

(
T1
)T, as:

Id =

Id,aId,b
Id,c

 =
 1 0 −1

−1 1 0

0 −1 1


︸ ︷︷ ︸

(T1)
T

I
1
d,ab

I1d,bc
I1d,ca


︸ ︷︷ ︸

I1d

. (95)

Similarly,
(
T1
)T can be used to define the generator

phase current (Igen) and the PV system phase current
(Ipv), respectively, as:

Igen =

Igen,aIgen,a
Igen,a


=

 1 0 −1

−1 1 0

0 −1 1


︸ ︷︷ ︸

(T1)
T

I
1
gen,ab

I1gen,bc
I1gen,ca


︸ ︷︷ ︸

I1gen

, (96)

and

Ipv =

Ipv,aIpv,b
Ipv,c

 =
 1 0 −1

−1 1 0

0 −1 1


︸ ︷︷ ︸

(T1)
T

I
1
pv,ab

I1pv,bc
I1pv,ca


︸ ︷︷ ︸

I1pv

. (97)

Accordingly, the complex power consumed in a delta-
connected load (S1d ), a delta-connected generator (S

1
gen)

and a delta-connected PV system (S1pv) can be formu-
lated, respectively, as:

S1d = V1i ◦
(
I1d
)∗
= T1Vi ◦

(
I1d
)∗
, (98)

S1gen = V1i ◦
(
I1gen

)∗
= T1Vi ◦

(
I1gen

)∗
, (99)

and

S1pv = V1i ◦
(
I1pv
)∗
= T1Vi ◦

(
I1pv
)∗
. (100)

F. KIRCHHOFF’S CURRENT LAW
The current summation at bus i can be obtained based
on Kirchhoff’s current law (KCL) in rectangular current
coordinates as:∑
lij∈T

Ilij +
∑

di∈T loads

Id +
∑

gi∈T generators

Igen

+

∑
pvi∈T photovoltaics

Ipv +
∑

shi∈T shunt

Ih = 0. (101)

Here, the currents of line shunts, bus shunts, loads, gener-
ators and PV systems with a fixed set point can be directly
substituted into the equation given above.

In addition, KCL can be represented in complex power
variables based on the work in [20] by taking the conjugate
transpose of (101) and element-wise multiplying withVi 6= 0
on the left side of (101) as:∑
lij∈T

diag(Slij)+
∑

di∈T loads

diag(Sd )

+

∑
gi∈T generators

diag(Sgen)+
∑

pvi∈T photovoltaics

diag(Spv)

+

∑
shi∈T shunt

diag(Sh) = 0, (102)

which means the diagonal element of the apparent power
matrices of the connected branch flows, loads, generators,
PV systems and shunts need to sum to zero for each bus.

Similarly, the KCL can be represented in real and reactive
power equivalent forms as:∑
lij∈T

diag(Plij)+
∑

di∈T loads

diag(Pd )

+

∑
gi∈T generators

diag(Pgen)+
∑

pvi∈T photovoltaics

diag(Ppv)

+

∑
shi∈T shunt

diag(Ph) = 0, (103)

∑
lij∈T

diag(Qlij)+
∑

di∈T loads

diag(Qd )

+

∑
gi∈T generators

diag(Qgen)+
∑

pvi∈T photovoltaics

diag(Qpv)

+

∑
shi∈T shunt

diag(Qh) = 0. (104)

G. DISCUSSION OF ACCURACY
The network can be balanced if the voltages’ magnitudes
and the currents’ magnitudes are equivalent through all the
phases, but the angles between the phases are 120◦, in which
phase ‘‘a’’ leads phase ‘‘b’’ and phase ‘‘b’’ leads phase ‘‘c’’.
In this case, the network can be modeled as a single-
phase equivalent model. The representation of a single-phase
equivalent model can be a positive sequence or balanced
model, which removes redundant equations under this sym-
metry. This assumption can be used in the transmission
networks [14].
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On the other hand, using the balanced model in mod-
eling the distribution networks is not recommended as it
is insufficient for modeling and analysing the distribution
networks [14]. The entire distribution networks are affected
by the phase unbalance. Therefore, modeling the phase
unbalance effects can significantly increase the analysis’s
accuracy and complexity, which requires the derivation of
unbalanced multi-phase component models. Accordingly,
modeling the distribution networks is more challenging and
complex than modeling the transmission networks [94]. For
example, the balanced models’ impedance model can be rep-
resented with a single complex scalar, while its representation
in the entire unbalanced model is a complex 3 × 3 matrix
for the same component. Moreover, a neutral conductor may
be required to model the LV networks next to the phase
conductors, resulting in a 4× 4 impedance matrix. Obtaining
precise parameters for thesemodels can be a challenge. As the
analysis is carried out using the computer, it is more accurate
to model the phase unbalance effects to avoid any under- or
over-estimation of the network behaviour.

In multi-period problems, the forecasting of the future
demand and renewable generation must be considered. Fore-
casting the uncertainty is essential in a rolling horizon
approach [95]. Uncertainty forecasting can be considered
using the probability-based approaches [47], or merely solv-
ing the problem by updating the forecasts. These multi-period
optimization models are able to be implemented in real appli-
cations, such as in modeling predictive controls.

III. POWER FLOW
The power flow (PF) equations aim to represent the relation-
ship between the voltage phasors and the power injected to a
node by units and shunts in an electrical power system. The
PF equations can be considered the fundamental equations to
conduct the analysis and express an electrical power system’s
operation. They are considered as the key constraints of many
optimization and control problems in an electrical power
system. Some surveys and tutorials are published to explain a
specific problem and/or a solution algorithm in PF [96], [97],
different OPF representations [98]–[111], distributed opti-
mization and control techniques [54], [112]–[114], volt-
age stability analysis [115]–[118], unit commitment (UC)
[119]–[122], state estimation [123]–[126], transient-stability
constraints [127], [128], security constraints [129]–[132],
cascading failure [133], transmission switching [134], com-
plex theory [135], and more general power stability con-
cepts [136]. Besides, a recent survey in [8] has covered some
of the PF relevant topics. The reference implementations for
several of the PF equations in this section are provided in
software packages, such as MATPOWER [137], PowerMod-
els.jl [138] and PowerModelsDistribution [23].

The power equations are non-linear. Therefore, some of
the PF equations that are related to some optimization prob-
lems (i.e., OPF) are NP-Hard [139], even for radial typolo-
gies [140], and may have multiple local solutions [141].

Several non-linear programming techniques can be used to
solve power system optimization problems. Most of these
techniques typically seek local optima for power system opti-
mization problems. Starting from specified initializations,
these are achievable points with objective conditions superior
to all nearby points; however, they are potentially inferior
to the global optimum. A summary of traditional non-linear
programming techniques for solving the PF is presented in
Subsection III-B. For more details, the reader can refer to
the reviews in [101]–[106] about the traditional local solution
techniques.

The development of novel representations of PF equa-
tions is an active research topic. Some recent research works
included a variety of new PF representations. An elliptical PF
representation to compute multiple PF solutions is proposed
in [142]. Besides, Wu et al. [143] also used an elliptical PF
representation to compute multiple local solutions for OPF
problems. The work in [144] and its extension in [145] used
the power divider formulation to transfer the bus power injec-
tions to the PFs on each line to investigate network alloca-
tion, loss allocation, and active PF satisfaction problems. The
authors in [146] and [147] identified the Lagrange multipli-
ers’ patterns of power system optimization problems using a
PF formulation based on Laplacian structural characteristics.
Accordingly, Subsection III-A provides a variety of repre-
sentations of the unbalanced PF equations. This includes the
branch flowmodel (BFM) and the bus injection model (BIM)
for several coordinate networks.

A. MODELS
Two main models are used to represent the unbalanced PF
equations. These two models are BFM and BIM. Here, BFM
keeps the current variables through the series impedance,
which is represented in impedance form [14]. Thus, the edge
case of zero impedance remains representable. However,
the BIM excludes all current variables, which leads to reactive
and active PFs being represented merely as a function of
the voltage differences between connected buses. The series
impedance is consequently used in admittance form, which
makes it improbable to represent zero-impedance branches.
The BFM and BIM equations are extracted from the works
in [20] and [14].

Figure 10 shows the harmonized matrix variables repre-
sentation of a single-wire equivalent unbalanced π -model
branch in both natural variable spaces to express the basic
relationships. However, Figure 3 can be used for actual imple-
mentation in modeling software as it illustrates the scalar
representation of all variables and parameters.

1) BRANCH FLOW MODEL
Branch flow model (BFM) is focused on the electrical quan-
tities flowing on the lines, which is also referred to as
the ‘‘DistFlow’’ equations [148], [149]. The derivation of
unbalanced BFM is explained in this subsubsection. Here,
a variable complex PF in the series element in π-section
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FIGURE 10. Power flow and losses matrix variables representation for an
unbalanced π-model branch.

model (Sslij) is defined as:

Sslij = Ps
lij + jQ

s
lij = Vi

(
Islij
)H
, (105)

where Ps
lij and Q

s
lij represent the active and reactive PF in the

series element in π-section model.
The power losses in the electrical circuits are caused

by passive components. Therefore, these losses should be
modeled to conduct the PF accurately. In the π-section
model, the losses happen due to the series impedance (Sloss,sl ),
the shunt admittances at the beginning of the branch (Sloss,shlij ),

and the shunt admittances at the end of the branch (Sloss,shlji ).
The series impedance losses depend on the voltage drop over
the series impedance, and the series current flows in it [20].
Accordingly, Sloss,sl can be represented as:

Sloss,sl =
(
Vi − Vj

) (
Islij
)H
. (106)

The voltage drop over the series impedance from bus i to
bus j can be represented as a relationship between zsl , and I

s
lij

as: (
Vi − Vj

)
= zsl I

s
lij. (107)

Therefore, substituting (107) in (106), (106) can be written
as:

Sloss,sl = zsl I
s
lij

(
Islij
)H
= zsl I

s
lji

(
Islji
)H
, (108)

which is symmetrical for the series current flows from either
end due to (29). However, the Sloss,shlij is a function of the Ishlij
and the Vi as:

Sloss,shlij = Vi

(
Ishlij
)H
. (109)

Similarly, the Sloss,shlji can be represented as:

Sloss,shlji = Vj

(
Ishlji
)H
. (110)

Here, Ishlij and Ishlji can be represented through Ohm’s law
over the shunt admittance at the beginning and end of the line,
respectively, as:

Ishlij = yshlijVi, (111)

Ishlji = yshljiVj. (112)

Accordingly, substituting (111) in (109), (109) can be
written as:

Sloss,shlij = Vi (Vi)
H
(
yshlij
)H
. (113)

Similarly, substituting (112) in (110), (110) can be written
as:

Sloss,shlji = Vj
(
Vj
)H (yshlji)H . (114)

The sum of the PFs in the π -section branch model from
both ends should equal the branch losses; therefore, the power
balancemodel for the branch losses based on the work in [20],
using different loss components (108), (113) and (114), can
be represented as:

Slij + Slji = Sloss,shlij + Sloss,sl + Sloss,shlji

= Vi (Vi)
H
(
yshlij
)H
+ zsl I

s
lij

(
Islij
)H

+Vj
(
Vj
)H (yshlji)H . (115)

2) BUS INJECTION MODEL
Bus injectionmodel (BIM) represents the electrical quantities
at each and every bus. The bus injection model can be repre-
sented by I–V formulations and voltage-based formulations.
I-V PF formulation relates the voltages, current injections,
and power injection variables [20]. Voltage-based formula-
tion relates to the voltage phasors and complex power injec-
tions [14]. The derivation of unbalanced BIM in terms of I–V
formulations and voltage-based formulations is expressed in
this subsubsection.
• The I–V formulation
The I–V formulation is structured according to twomain
fundamental characteristics of AC power systems. First,
the linear relationship between the voltage phasors and
current injection phasors between two buses; second,
the definition of complex power [14]. The mathematical
representation of the above two characteristics yields the
I–V PF formulation below. Here, the current flows from
bus i to bus j (Ilij) can be represented as:

Ilij = Islij + Ishlij, (116)

where Ishlij is defined in (111), and Islij can be defined as:

Islij = ysl
(
Vi − Vj

)
, (117)

therefore, (116) can be rewritten as:

Ilij = ysl
(
Vi − Vj

)
+
(
Vi − Vj

)H (ysl )H . (118)

Similarly, the current flows from bus j to bus i (Ilji) can
be given as:

Ilji = Islji + Ishlji, (119)

where Ishlji is defined in (112), and Islji can be defined as:

Islji = ysl
(
Vj − Vi

)
, (120)
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as a result, (119) can be given as:

Ilij = ysl
(
Vi − Vj

)
+
(
Vi − Vj

)H (ysl )H . (121)

Accordingly, the complex power between bus i and bus j
(Slij) and vice versa (Slji) can be represented as:

Slij = Plij + jQlij = Vi
(
Ilij
)H
, (122)

Slji = Plji + jQlji = Vj
(
Ilji
)H
. (123)

The characteristics of the I–V formulation of the PF
equations provide some advantages in various con-
texts [14]. For example, the I–V formulation’s non-
linearities are isolated from the bilinear outcomes
in (122 and (123. Here, each bilinear term has sin-
gularly quantities correlated with a single bus, which
is contrasted with other PF representations that have
non-linearities that couple variables associated with dif-
ferent buses. Besides, the I–V formulation simplifies
the straightforward representations for the components
whose current flows cannot be represented individually
as functions of their terminal voltages, like ideal trans-
formers and ideal circuit breakers [150]. Such compo-
nents are more complex for explicit modeling in other
PF representations. In contrast, the representation of
voltage and current variables might have more variables
than other PF representations, leading to computational
implications. Here, several researchers employed the
I–V formulation characteristics, such as [150]–[157].

• Voltage-based formulations
The voltage-based formulations can be represented by
substituting the current injection equation (118) into the
power injection equation (122), which yields a system
of polynomial equations in terms of the complex voltage
phasors and their conjugates as:

Slij = Vi (Vi)
H
(
yshlij
)H
+ Vi

(
Vi − Vj

)H (ysl )H . (124)

Similarly for Slij, substituting (121) in (123), (123) can
be written as:

Slji = Vj
(
Vj
)H (yshlji)H + Vj

(
Vj − Vi

)H (ysl )H . (125)

Here, (124) and (125) are non-linear complex matri-
ces form of the BIM for Slij and Slji, respectively.
The complex variables format of the PF equations has
some benefits for several analysis forms, such as holo-
morphic embedding methods [158] and in computing
the bounds on the number of PF solutions [159]. The
real values for quantities can be obtained by convert-
ing (124) and/or (125) using different representations of
the complex-valued admittance matrix, voltage phasors,
and power injections. Accordingly, these quantities can
result in a variety of PF formulations.

Note that using the rectangular coordinates for both the
voltage phasors and the admittance matrix results in a system
of quadratic polynomials [14]. However, using polar coordi-
nates for the voltage phasors leads to a system of coupled

trigonometric functions. The properties of the quadratic equa-
tions and their power system applications are derived in [160].
Also, note that more general line models can be represented
using both PF models (i.e., BFM and BIM). An example of
this linemode is utilized inMATPOWER [137], which allows
for shunt susceptances, non-unity transformer voltage ratios,
and non-zero transformer phase shifts. More details about the
BFM representation of this line model can be found in [161].

B. ALGORITHMS
The unbalanced PF representation can be considered as the
basis of distribution network analysis. The main idea of solv-
ing the unbalanced PF equations is to determine the values
of the three-phase voltages at the buses and the connection
points, and the three-phase currents and PFs through all the
conducting components, which results in a non-linear system
of equations. The solution of the non-linear unbalanced PF
equations should be obtained by considering the topology and
components of the network and the set points of connected
loads and generators. As shown previously, the variables used
to represent the unbalanced PF equations can be either in
the voltage phasors form, as in BIM or the squared voltage
magnitudes at the buses and the active power, reactive power,
and squaredmagnitudes of the current flows on the lines, as in
BFM.

Mostly, the systems of non-linear equations may have
multiple PF solutions. These solutions can be ‘‘HV/small-
angle-difference’’ or ‘‘LV/ large-angle-difference’’. Typi-
cally, the first solution corresponds to a desired operating
point; therefore, it is of interest to achieve this solution.
However, the other solution is of interest for some applica-
tions (i.e., stability analysis). The system’s size affects the
number of PF solutions [159], [162], [163]. The upper bounds
of the number of solutions are obtainable asymptotically
with expanding network size as shown in [164]. In contrast,
the number of PF solutions for normal operating conditions
is significantly smaller than these bounds [142], [165]–[167].

The buses’ types can be classified based on PQ, PV,
or slack buses. Therefore, selecting the right bus type reflects
the typical equipment behaviour. PQ buses are mainly used
for representing the buses connected to the loads, which treat
the active and reactive powers as specific quantities. This will
enforce the active and reactive power equations. PV buses
are typically used for representing the buses connected to the
generators. This will enforce the active power and squared
voltage magnitude equations with particular and specific val-
ues for the active power and the voltage magnitude. Finally,
a single slack bus is chosen with a specified voltage mag-
nitude and angle. The active and reactive powers at the slack
bus are obtained from the active and reactive power equations,
respectively; this thus satisfies network-wide conservation of
complex power [9].

A couple or more of the constant parameter values can
be defined per bus and phase to solve the unbalance PF
equations. These parameter values can be specified based
on the type of the bus. Commonly, the values of the active
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and reactive power injections should be specified at the PQ
bus, while the active power injections and voltage magni-
tudes should be defined at the PV buses. Finally, the volt-
age angle and magnitude should be set at a slack bus.
Therefore, specifying the constant parameter values based
on the bus type will result in a square system of equalities.
Accordingly, solving the PF equations aims to obtain the
values for the associated variables consistent with the param-
eter values mentioned above, without considering inequal-
ity limits (i.e., constraints on voltage magnitudes and line
flows, etc.). Several non-linear PF solution algorithms have
been proposed in [96] and recently in [97]. Accordingly,
Balamurugan and Srinivasan [168] explained the two dif-
ferent frames (i.e., phase frame and sequence frame) that
can be considered to perform the unbalanced three-phase PF
analysis. Several methods can be incorporated in the con-
text of the phase frame, namely (Kirchhoff) compensation,
forward/backward sweep, modifiedNewton/Newton-like and
implicit Zbus Gauss methods. Such methods consider the
unbalanced quantities directly. However, decoupled negative,
positive, and zero sequence networks represent and solve the
unbalanced three-phase system in the context of the sequence
frame. Accordingly, this subsection summarizes some of the
most used algorithms to solve the PF equations, such as
meta algorithms (i.e., Newton-based and fixed-point iteration
methods) and concrete algorithms (backward/forward sweep,
continuation (predictor-corrector Euler homotopy), current
injection and holomorphic embedding algorithms). These
algorithms have been widely used in several applications in
power systems analyses.

1) META ALGORITHMS
The meta algorithms can be categorized based on their
variants into two main methods. These are Newton-based
methods and fixed-point iteration method. Newton-iteration
variants are more reliably convergent in situations with
non-linear network components. However, the fixed-point
iteration implementation variants need no derivative informa-
tion and are quick as they are represented by linear algebra
equations [169].
• Newton-based methods
Newton-based iterative methods solve the PF equations
by leveraging some linear approximations developed
around a specified operating point. Historically, in the
late 1950s, Newton-based methods were deployed
to solve the PF equations for modest-size power
systems [170]. Later, they were refined for solv-
ing linear systems of equations based on sparsity-
exploiting numerical techniques for more significant
problems [171], [172].
Newton-based methods for PF applications can be
implemented to solve a linear system of equations
by alternating between calculating the power/current
injection mismatches and updating the voltage pha-
sors’ values. The mismatches stand for the difference
between the power/current injections obtained based

on the voltage phasors’ values at the current iteration
and the specified power injections. Ideally, the obtained
voltage phasors should drive the mismatches toward
zero. Thus, the linear system is solved to compute the
updated voltage phasors by computing the power/current
injection mismatches at each iteration. Here, the
Newton-based methods will keep repeating the proce-
dure mentioned above until all of the power/current
injection mismatches are under a particular tolerance,
which indicates that the obtained solution has accept-
able accuracy. Newton-based methods could converge
quadratically to a PF solution if the solution’s initializa-
tion were sufficiently close. The regions of sufficiently
close initialization, which will converge to a PF solu-
tion, are fractal. In contrast, if the initialization is not
near a PF solution, Newton-based methods exemplify
the complicated behaviour exhibited [173]–[175]. Also,
note that step-size control via ‘‘optimal multipliers’’ pre-
cludes Newton-based methods’ divergence [176]. The
algorithms based on Newton-Raphson method show
several difficulties at distribution levels, which are well
documented in [177].
Some of the variables are fixed to their corresponding
values. These variables vary based on the type of bus.
The voltage magnitudes are fixed at PV buses, while the
angle and voltage magnitude values are fixed at the slack
bus. However, some of the quantities, which do not have
specified values, can be eliminated from the calculation
procedure at the beginning, such as the reactive power
injections at PV buses, and the active and reactive power
injections at the slack bus. The values for these quantities
can be explicitly calculated after solving for the angles
and voltage magnitudes.
The Newton-based methods can be implemented using
any of the Taylor expansion linearizations. The compu-
tational characteristics are different from PF lineariza-
tion to another [178]. For example, the computational
speed can significantly improve for many PF problems
using the fast-decoupled PF linearization [179]. Here,
detailed analytical and empirical analyses of the fast-
decoupled PF’s convergence behaviour are provided
in [180] and [181]. Some of the power system software
packages, such as MATPOWER [137], apply Newton
methods based on various PF representations.

• Fixed-point iteration method
The fixed-point iterationmethod can solve non-linear PF
equations [7]. The method starts by representing all of
the circuit elements in the primitive admittance matri-
ces in a system nodal admittance matrix format for the
principal solution. Every element in a primitive admit-
tance matrix sums directly into one particular location
in the system admittance matrix. Accordingly, it is very
straightforward to build the system admittance matrix.
The current vector can be formed as through the decom-
position of currents from the power conversion elements
(e.g., loads, generators, etc.). Thus, the decomposition
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of current can be formed as the difference between
the current drawn by the linear portion of the element
embedded in the system admittance matrix and the non-
linear power conversion element.
The fixed-point iteration method is fast. Therefore,
it is suitable for sequential time solutions. Neverthe-
less, it can be slightly sensitive in some circuit models.
To ensure a good convergence in distribution systems,
two main aspects should be considered: (i) the volt-
ages’ initial values must be near to the final solution;
and (ii) the power delivery elements’ series impedance
needs to be less than the load devices’ equivalent shunt
impedance [7].
The first consideration (i.e., (i) above) can be achieved
easily, even for rather complex multi-phase circuits.
The initial solution can be found based on a non-
iterative direct solution of the system admittance matrix.
Here, the admittance matrix is performed without the
decomposition of currents apart from current and volt-
age sources. This initial solution is used to find the
sequential-time PF solutions, which is fairly close to the
new voltage solution. There is no guarantee that the sec-
ond consideration (i.e., (ii) above) can be achieved.
Therefore, the convergence failures should be avoided,
especially in the middle of a long yearly simulation.
This can be avoided by making the power conversion
models revert to a linear one if the voltage deviates from
within a prescribed band (i.e., ±5% or ±10% of rated
voltage) [7].

2) CONCRETE ALGORITHMS
Concrete algorithms are developed to solve the PF equations.
The most well-known and used algorithms are summarized
here. The summarized algorithms are backward/forward
sweep algorithm, continuation (predictor-corrector Euler
homotopy) algorithm, current injection algorithm and
holomorphic embedding algorithm. These algorithms are
implemented based on meta algorithms (i.e., Newton-based
methods and/or fixed-point iteration method), except holo-
morphic embedding algorithm. Accordingly, backward/
forward sweep algorithm is implemented based on the
fixed-point iteration method [14]. In comparison, predictor-
corrector Euler homotopy algorithm implies only a stan-
dard Newton-based method to solve its 2n + 1 equations
in 2n + 1 unknowns [9]. While a current injection algo-
rithm can be implemented based on either Newton-based
methods or fixed-point iteration methods, which are also
called ‘‘Newton variants of a current injection method’’ or
‘‘fixed-point iteration variants of a current injection method,’’
respectively [7]. However, a holomorphic embedding algo-
rithm is implemented based on a method for embedding
the original algebraic equations in a holomorphic functional
extension of the original equations and a direct (non-iterative)
method to calculate the holomorphic functions’ power series.
The solution based on the direct method does not depend
on the variables from the previous iteration, which aims to

avoid convergence to a non-desired solution where multiple
solutions exist and indicating voltage collapse when there is
no solution [182].
• Backward-forward sweep algorithm
Newton’s method can solve the PF equations. However,
these equations’ recursive structure advances itself to a
more intuitive backward/forward sweep algorithm [14],
[183]–[185]. To do so, number the source bus (e.g., sub-
station) as bus 0. Here, the voltage at bus 0 can be repre-
sented as the set-point voltage. For simplification, it can
be assumed that there are no other voltage-regulated
buses in the network. The algorithm can be expressed
in several steps as follows:
– Step I: Initialize the squared voltage magnitude at

the end buses of the feeder by setting its value to be
1.0 p.u.

– Step II: The complex power is defined as 0 at the
end buses, and the squared voltage magnitude at the
end buses is given, either by Step I or Step V.

– Step III: Go backward from the ends of the feeder
to the source bus to compute the active power, reac-
tive power, current flows, and the squared voltage
magnitude at each bus (i.e., previous bus in the path
from the end bus to the source bus).

– Step IV: Calculate the voltage mismatch at the
source bus, where the reference value for the
squared voltage magnitude at the source bus is com-
puted in Step III.

– Step V: Set the squared voltage magnitude at the
source bus to be equal to the squared set-point
voltage magnitude. Here, using the values which
are computed in Step III (e.g., active power and
reactive power), go forwards from the source bus to
calculate the summation of active power and reac-
tive power in the network together with the current
flows and the squared voltage magnitude at each
bus (i.e., next bus in the path from the source bus to
the end bus), using the values of the active power,
reactive power, current flows and the squared volt-
age magnitude for the previous bus. In the case
where multiple lines are emanating from a bus,
then distribute these new values for the summation
of active power and reactive power to the lines in
proportion to the flows computed at Step III.

– Step VI: Calculate the power mismatches at all of
the end buses.

– Step VII: Check the convergence criteria, which
satisfy the condition of the power mismatch being
less or equal to the tolerance parameters for power
for all of the end buses, and the voltage mismatch
being less or equal to the tolerance parameters for
voltage mismatch. If these criteria are satisfied, stop
the algorithm and print out the results. Otherwise,
go back to Step II.

The backward/forward sweep algorithm can be
extended to solve the radial unbalanced three-phase
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networks [14]. Here, González-Morán et al. [186]
improved the backward/forward sweep algorithm,
which applies the matrix formulation in an orthogonal-
stationary reference frame to solve unbalanced PF
equations. The orthogonal-stationary reference frame
can generalize the arbitrary connections and device
locations and the definition of radially distribution
systems. In addition, Mahmoud and Yorino [187]
proposed a robust quadratic-based backward/forward
sweep (QBBFS) method to solve multi-phase PF prob-
lems in distribution systems. The QBBFS method
can accommodate different load types, capacitors,
distribution transformers, and distributed generation.
The QBBFS provides accurate PF results, and it
can converge with lower iteration numbers than the
existing PF-based backward/forward sweep algorithm
methods. Also, it has robust convergence charac-
teristics, especially at heavy loading and high R/X
ratios. Furthermore, Hameed et al. [188] modified the
backward/forward sweep algorithm for islanded radial
microgrids. Moreover, Fortenbacher et al. [189] pro-
posed a related forward-backward sweep technique for
solving optimization problems. The technique proposed
in [189] includes several applications, such as solv-
ing multi-period OPF problems and optimizing energy
storage devices’ placement. The formulations of the
backward/forward sweep algorithm applied to radial
distribution systems with distributed generation are well
simplified in [190].

• Continuation (predictor-corrector Euler homotopy)
algorithm
The numerical continuation is often referred to as the
process that aims to find a new solution corresponding
to different parameter values moving from a known fea-
sible point [191]. Typically, this process can be suitable
to find a new solution of the PF that corresponds to
different parameter values (e.g., a much higher loading
level) than that used in the current solution. Continuation
problems have been extensively investigated in power
systems in [192]–[195]. Several algorithms have been
exploited to solve the PF equations. The ablest continu-
ation algorithm is a predictor-corrector Euler homotopy
algorithm [191], [192].
The continuation PF problem can be solved using
predictor-corrector Euler homotopy algorithm as sum-
marized in [9] in the following steps:
– Step I: Define the 1-manifold (or curve) based on

the general PF equations as a function of the voltage
variables (e.g., angles and magnitudes) for each
bus and the parameters. This curve stands for the
path between a PF solution and different parameter
values. The general PF equations and the equation
representing the path solutions corresponding to the
parameter values are mentioned in [9].

– Step II: Predict the next point on the curve. This is
done by finding the vector tangent to the curve at a

point (assume that this point satisfies the predictor-
corrector algorithm and is known) and moves along
that vector for a predefined distance. This distance
is a (scalar) control parameter that effectively estab-
lishes the distance between successive points on the
curve. The next point on the curve can be predicted
as the summation of the known point with the mul-
tiplication of the distance and tangent to the curve
at the known point.

– Step III: This step is to correct to a reference point,
which is defined as a vector of the voltage variables
(i.e., angles and magnitudes at every bus) and the
curve’s parameter values. This is done by solving
the intersection of the curve and a hyperplane which
both pass through the next point predicted in the
previous phase and the orthogonal to the curve’s
tangent at the known point.

– Step IV: By fixing the values of the first point,
the tangent to the curve at the first point, and the
distance between successive points along the curve,
the reference point is considered to be the only
unknown. Here, the resultant equations, which are
discussed in detail in [9], are able to be solved with
a standard Newton-based method.

– Step V: After the second point on the curve has
been established, an approximate tangent vector
can usually be adopted to obtain successive points.
The approximate tangent vector at the k-th point is
taken to calculate the (k + 1)-th point.

– Step VI: Check the iteration number. If the iteration
number equals or exceeds the maximum number of
iterations, then terminate the algorithm and print out
the results. Otherwise, go to Step II.

The exact tangent vector needs more computation
than the approximate tangent vector. Nevertheless,
the approximation vector, which is incorporated into
the procedure above, may decrease the accuracy of the
results in regions of high curvature.

• Current injection algorithm
Current injections with state variables are presented
in [196] to solve the PF formulations. This represen-
tation is expressed in a combination of rectangular and
polar coordinates. In this work, a PQ bus is represented
by two equations consisting of the imaginary and real
components of the current injection mismatches, which
are expressed by means of the rectangular voltage coor-
dinates. However, a PV bus is represented by a single
active power mismatch equation associated with angle
deviation. While Tinney [197] described the current
injection algorithm in terms of a constant nodal admit-
tance matrix. This researcher concluded that this algo-
rithm cannot be generalized for all the PF applications
as the satisfactory modeling of PV nodes is still unde-
veloped. Accordingly, da Costa et al. [198] developed
a generalized current injection algorithm, which used
2n current injection equations in rectangular coordinates
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for both PV and PQ buses for balanced distribution net-
works. However, Garcia et al. [169] extended the work
in [198] to solve the PF equations for unbalanced three-
phase networks.
Current injection formulation has an interesting prop-
erty, in which the structure of the Jacobian matrix is
the same as the bus admittance matrix; therefore, it has
sparsity properties. Also, the number of elements that
need to be recalculated in the iteration process is mini-
mal. Accordingly, the Jacobian matrix will be constant
in strictly radial distribution systems with no cogener-
ation plants. Therefore, the current injection algorithm
is robust and converges in fewer iterations than the
backward/forward sweep algorithm, especially for heav-
ily loaded systems [169].
The implementation of the algorithm to solve the unbal-
anced PF equations can be summarized in several steps
based on the work in [169], as follows:
– Step I: Assemble the nodal admittance matrix, set

voltages to initial values and begin the iteration
count.

– Step II: Determine the three-phase current injec-
tions for all of the buses. Then, obtain the power
mismatches at all of the end buses. The power mis-
match can be obtained by subtracting the obtained
active and reactive power injections in this step
from specified active and reactive powers at a given
bus, respectively. Here, the specified active and
reactive powers at a given bus can be computed by
subtracting the active and reactive powers of loads
from the active and reactive powers of generators
for the given bus, respectively.

– Step III: Test for convergence by ensuring that the
active and reactive power mismatches are less or
equal the tolerance parameters. If the convergence
criteria is satisfied, go to Step VIII. Otherwise, go to
the next step.

– Step IV: Compute the Jacobian matrix, which
contains identical partitions to the bus admittance
matrix.

– Step V: Solve for the voltage increments at each
iteration. The voltage increments can be solved by
using the sparse matrix techniques, which applies
the well-known Tinney-2 ordering scheme to solve
the linear system of equations that resulted from
applying Newton’s method to the real and imagi-
nary parts of the three-phase current mismatches for
all of the buses.

– Step VI: Update the voltages in the final sparse
matrix of the system, then go to Step II.

– Step VII: Check the iteration number. If the itera-
tion number equals or is more than the maximum
number of iterations, then go to Step VIII. Other-
wise, go to Step II.

– Step VIII: Terminate the algorithm and print out
the results.

In this context, Sunderland et al. [199] presented an
improved current injection method for a PF analysis of
unbalanced multiple-grounded 4-wire distribution net-
works. Here, all the network elements are represented
using suitable admittances to ensure that they result in
a system’s admittance matrix considering all network
phases. The same approach is implemented in OpenDSS
software [7], which utilizes a phase frame of reference
to solve the PF problem in generic n-phase networks.

• Holomorphic embedding algorithm
The holomorphic embedding algorithm was introduced
in [182], in 2012. Trias [182] utilized a holomor-
phic power balanced equation in order to transform
the complex node voltage to a function of the node
voltage power series with analytic continuation tech-
niques [200], [201]. Later, Subramanian et al. [202]
extended the holomorphic power balanced equation for
PV nodes with active power constraints. Here, the exten-
sion equation can be represented as the summation of
two conjugate complex power and voltage magnitude
constraints determined by two conjugate complex volt-
age multiplications.
The holomorphic embedding algorithm can converge a
PF solution under heavy power transmission. It consid-
ers non-divergence, which assures its robustness under
heavy load scenarios [182], and it is not sensitive to the
initial points like the Newton–Raphson method [203].
Systematic description of a holomorphic embedding
algorithm and comparisons with the Newton-Raphson
algorithm are covered in [204]. Besides, compared to the
homotopic continuation PF algorithm [205], the holo-
morphic embedding algorithm can fully use complex
analyticity and analytic continuation, and it is consid-
ered a global method [206]. In contrast, the homotopic
continuation PF algorithm only utilizes single differ-
entiability and continuity, and it is considered a local
method [207].
Embedding the ZIP load model in an ACPF with a
more accurate feature description is derived in [208]
and [209]. DC PF and non-linear DC circuits [206], flex-
ible AC transmission system, and transformer taps [210]
can also be modeled using holomorphic power bal-
anced equations. Accordingly, Sun et al. [203] improved
the holomorphic embedding algorithm to handle the
three-phase active distribution networks, delta connec-
tion load, ZIP load, and distributed generators (DGs)
by introducing three-phase network constraints of the
complex node voltage power series. Here, phase-
to-phase complex voltage variables and additional lin-
ear constraints are added to the algorithm. Besides,
conventional non-linear zero-power injection-network
constraints are converted to a linear zero-current injec-
tion network to improve the algorithm’s efficiency.
Later, Keihan Asl et al. [211] developed linear and non-
iterative characteristics of the holomorphic embedding
algorithm to solve the unbalanced PF problems in radial
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distribution networks. The developments include using
a suitable and straightforward approach in calculating
the admittance matrix, which converts the admittance
matrix of an unbalanced network to a symmetric matrix
(i.e., like a balanced network). All the network elements
(e.g., lines, loads, DG units, shunt admittance, capac-
itors and transformers) can be modeled in the admit-
tance matrix (or transformed into the equivalent current
vector).
The steps for implementing the holomorphic embedding
algorithm to solve the unbalanced PF equations based on
research in [211] are as follows:
– Step I: Import the lines and loads data consider-

ing the mutual relationship between sections. Also,
import the PV elements data and define their loca-
tions in the unbalanced distribution network.

– Step II: Calculate the admittance matrix as a rela-
tionship between the bus current injection vector
and the bus voltage vector. The admittance matrix
can be represented as the interface of bus voltages
and line parameters, containing shunt elements,
series elements and mutual coupling impedances.

– Step III: Model the tap-changer, doubly-fed induc-
tion generator, and DG units. Accordingly, modify
the current vector or admittance matrix.

– Step IV: Formulate equations for each bus type as
shown in [211].

– Step V: Compute the germ solution of bus voltages
by taking into account the 120◦ phase between
them, and set the parameter n at a suitable value,
where n should satisfy the convergence.

– Step VI: Solve a linear system of equations and
evaluate the power series coefficients for all buses’
voltage and reactive power for the PV buses.

– Step VII: Check the reactive power of PV buses
within the permissible range. If not within, the bus
type should be altered to a PQ bus and return to
Step IV. Otherwise, go to Step VIII.

– Step VIII: Terminate the algorithm and print out
the results.

The holomorphic embedding algorithm has been applied
in voltage stability analysis [212], [213] and non-
linear network reduction [214]. Compared with the
Newton–Raphson method, the holomorphic embedding
algorithm can calculate the PF solution under different
load scales concurrently [215], [216], rather than by a
step-by-step process, which speeds up voltage stabil-
ity. Moreover, the holomorphic embedding algorithm is
applicable to large-scale transmission networks [207].
Other interesting work is proposed in [217], who modi-
fied the holomorphic embedding algorithm to solve the
hybrid AC-DC microgrid PF problems.

C. TOOLS
The electrical networks’ PFs are simulated using PF solvers
(i.e., implementation of an algorithm), which are considered

the essential technology for the simulation. Several tools
(i.e., software and packages) are in use for this purpose. These
tools can be categorized based on the access to commer-
cial and open access. Some of the most used commercial
tools are Digsilent PowerFactory, Siemens’ Power System
Simulator (PSS)/Sincal, and CYMDIST. At the same time,
themost used open-access tools for unbalanced PF simulation
are Open Distribution System Simulator (OpenDSS) [218],
GridLab-D [219], [220], and Open Platform for Energy Net-
works (OPEN) [221]. In contrast, pandapower [222], and
PowerWorld Simulator are transmission level tools operated
with the assumption that the system is a balanced three-phase
system. Besides, PowerWorld Simulator was developed to
simulate high voltage systems, and is mostly utilized for
transmission planning, management of power markets, and
studying large-scale renewable energy generators. However,
other open-access tools are used in power distribution mod-
eling, but they do not support the unbalanced PF. Exam-
ples are Hybrid Optimization of Multiple Energy Resources
(HOMER), Calliope, Open Source energy MOdelling SYS-
tem (OSeMOSYS), PLEXOS, TIMES, and Power Grid and
Market Analysis (PowerGAMA). These tools use active-
power only/power balance approaches. The reader can refer
to [221], [223], [224] for a detailed comparison of tools with
distribution modeling support.

In Australia, the available commercial tools that are
in use by most of the DNSPs are Digsilent PowerFac-
tory and PSS/Sincal. In comparison, open-access tools,
such as OpenDSS, are used in some industrial projects
(e.g., Advanced Planning of PV-Rich Distribution Net-
works [225]. Simultaneously, pandapower [222] is the most
used tool in the energy market (e.g., Ausnet). Even so, pan-
dapower does not support distribution network contexts in
its current version. Digsilent PowerFactory supports both
balanced and unbalanced PF, PSS/Sincal supports balanced
power and unbalanced PF (3-wire and 3-phase), OpenDSS
supports balanced and unbalanced PF and pandapower sup-
ports only balanced PF.

1) DISTRIBUTION UNBALANCED PF TOOLS
Each tool has been developed with different objec-
tives and resource levels. In this subsubsection, the aim
is to review the commercial (e.g., Digsilent Power-
Factory, PSS/Sincal, CYMDIST, etc.), and open-access
(e.g., OpenDSS, GridLAB-D, OPEN, etc.) tools that are
designed for unbalanced distribution system analysis.
• DIgSILENT PowerFactory
DIgSILENT PowerFactory is considered to be a lead-
ing commercial power system analysis software and
was developed by DIgSILENT GmbH [226]. The soft-
ware offers several applications for analyzing genera-
tion, transmission, distribution, and industrial systems.
It has features for advanced applications, including dis-
tributed generation, wind power, real-time simulation
and performance monitoring for system supervision and
testing [227]. It is considered user-friendly with its
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flexibility for interfacing and scripting. It suits integrated
and highly automated solutions and has reliable, flexible
system modeling capabilities, powerful algorithms and
its own database concept.
The DIgSILENT PowerFactory is compatible withWin-
dows. The software can import and convert network
model data from several other modeling applications.
Besides, bi-direction data exchange is possible using
a DGS interface tool that supports various data for-
mats. It deals with ‘‘.ascii’’, ‘‘.xml’’, ‘‘.csv’’, and
‘‘.odbc’’ files. It supports supervisory control and data
acquisition (SCADA) and geographic information sys-
tem (GIS) interfacing. Also, the software can import
the data from several platforms, such as PSS/E, PSS/U,
PSS/Sincal, UCTE, common information model (CIM)
data exchange tools (e.g., ENTSO-E Profiles 2009,
CGMES 2.4.15 certified and CGMES 3.0), Neplan,
Integral 7, Elektra, ISU, Reticmaster, and PRAO1. Fur-
thermore, the software can export the data for some
other platforms, namely CIM1 (e.g., ENTSO-E Pro-
files: 2009, CGMES 2.4.15 certified and CGMES 3.0),
UCTE, PSS/E1, and Integral 71 [228].
DIgSILENT PowerFactory offers several basic
features such as PF analysis, short-circuit analysis,
sensitivities/distribution factors, and basic MV/LV net-
work analysis. Also, it offers a list of advanced fea-
tures, such as quasi-dynamic simulation, contingency
analysis, network reduction, protection functions, dis-
tance protection, cable analysis, power quality, and har-
monic analysis, arc-flash analysis, connection request
assessment, transmission network tools, distribution
network tools (e.g., tie open point optimization, volt-
age profile optimization, phase balance optimization,
optimal equipment placement, optimal capacitor place-
ment, hosting capacity analysis and outage planning),
probabilistic analysis, outage planning, reliability anal-
ysis functions, linear optimization problems in a power
system, UC, and dispatch optimization, state estima-
tion, economic analysis tools, small-signal stability,
electromagnetic transients, stability analysis functions,
motor starting functions, system parameter identifica-
tion, scripting, automation, and interfaces [229].
Moreover, DIgSILENT PowerFactory offers several
power equipment models, network representation, net-
work diagrams, network model management, and
graphic features. The software has a large and
comprehensive components modeling library, fully
version-controlled with regular model updates, selec-
table complexity (classical, standard), synchronous
machines (e.g., motor/generator), asynchronous mach-
ines (e.g., motor/generator, standard (single- or double-
cage IM), saturable (single-cage IM and doubly-fed
IM), asynchronous starting, and machine parameter
identification. It can be adapted for a static generator
(e.g., wind- and PV-generators, micro-turbines, fuel
cells, general storage devices, batteries etc.). It has an

external grid model for simple representation of the
external supply system, a dedicated PV system model,
and load models. Special LV and MV load models
with input based on annual energy values and load
profiles, DC or AC overhead lines, DC or AC cable
systems are also supported. In addition, DIgSILENT
PowerFactory has busbar trunking systems, booster
transformer, and 2-, 3- and 4-winding transformer/auto
transformer. It also offers modelling of high-voltage
direct current (HVDC) systems. Moreover, it supports
HVDC-MMC models, representation of various power
electronics based equipment, and electromagnetic tran-
sients modelling of any user-defined power electronics
topology. It includes containment of electromagnetic
transients user-defined power electronics (PE) equip-
ment models within sub-models, allowing simple and
unified single line diagrams with all other calcula-
tion functions, thyristor controlled series compensation
(TCSC), static var compensation (SVC), shunt/filter
models, and harmonic filters (single- and double-tuned,
high pass). Furthermore, it supports series reactor,
step-voltage regulator, series capacitor, circuit breakers,
common impedance, signal analysis models (e.g., fast
Fourier transform (FFT) analysis), protection devices,
controller models (e.g., station and secondary controller)
including various control methods (e.g., transformer tap
controller, virtual power plants and PF capability curves
for generators), and parameter characteristics (e.g., scal-
ing factor, vector, matrix, files) for modelling of load
profiles. DIgSILENT PowerFactory offers wind/PV
infeed, temperature dependencies, composite models for
node and branch models, and grid organisation and ele-
ment grouping (e.g., zones, areas, boundaries, circuits,
routes, feeders, operators, owners, etc.) [230].
DIgSILENT PowerFactory offers two main PF solvers:
the AC Newton-Raphson algorithm for unbalanced
and balanced PF problems and a linear DC method.
The Newton-Raphson algorithm is an enhanced non-
decoupled Newton-Raphson technique with power or
current mismatch iterations placed into the current injec-
tion algorithm (i.e., the Newton variant of the current
injection method) [231]. Besides, the DC load flow,
solving for active PFs and voltage angles is robust
and rapid as it linearizes the system equations with no
iterations required. Several factors affect the DC PF’s
accuracy. First, the voltage profile must be as flat as
possible, which means the voltage deviations should
be as small as possible. Otherwise, the active power
estimation error may be high. Second, the R/X ratio
should be sufficiently high. Otherwise, this violates the
assumption of negligible resistance [232], [233].
DIgSILENT PowerFactory can model single- and
three-phase PV systems considering voltage-dependent
reactive power capability constraints and PV plant con-
trollers with set-point characteristics by applying an
external dynamic model and capability curve. Also,
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it offers voltage profile optimization for bi-directional
PF in systems with high distributed PV generation,
including optimal distribution transformer tap positions
and capability limits of PV inverters. Thus, DIgSILENT
PowerFactory offers active and reactive power local
and remote (i.e., decentralized, distribution and cen-
tralized) control strategies, droop characteristics for PV
systems, and other voltage regulation options, such as
SVC, shunt, and tap controllers using quasi-dynamic
simulation language (QDSL) models [229], [234].

• PSS/Sincal
PSS/Sincal is a power system analysis software devel-
oped by Siemens AG [235]. It has several capabilities in
dealing with generation, distribution network planning
and analysis, transmission network planning and analy-
sis, and industrial power systems, including maintaining
high reliability of supply, protection, and efficiently inte-
grating renewables and DERs. It is an object-oriented
data model that allows the development of user-defined
applications and handles complex multi-user projects.
It can conduct several analyses, namely, PF analy-
sis, short-circuit analysis, harmonics contingency anal-
ysis, stability analysis, and electromagnetic transients
analysis [236].
PSS/Sincal is fully compatible with Windows. The
software can handle the data provided by the GIS,
SCADA, distribution management systems (DMS), and
meter data management system (MDMS). Moreover,
it can import and export the data from access, oracle,
SQL-server, and SQLite. PSS/Sincal can interface with
other platforms, such as PSS/E, PSS/ODMS, DIgSI-
LENT PowerFactory, UCTE, DVG, CYMDIST, DINIS,
CIM (e.g., v10, v12, v14, and v 16), PSS/Sincal-
SmartLF, and PSS/Adept. Also, the software offers
the ability for scripting using VBA, VBS, C++,.Net,
Python, and Java to improve the models or the
results representation using Windows component object
model (COM) interface [236].
The software supports several component models from
a simple bus-branch to a full substation model, includ-
ing single-phase, two-phase, bi-phase and three-phase
topology to model any network type (e.g., com-
plex load modeling, overhead lines and cables, phase
shifters and asymmetrical transformers), supports any
network structure, predefined work element groups
(e.g., areas, zones, owners, etc.), defined and auto-
matically detected restoration schemes, co-simulation
options between applications (including DC and AC or
real-time usage), substation models or any user-specific
configuration, node-branch/bus-breaker, enhanced pro-
tection modeling, equipment such as (remote) circuit
breaker, disconnector, voltage and current transformers,
fault observations, trench model for automatic network
design and cost model layer for OPEX and CAPEX
simulations, extensive localized equipment libraries,
libraries for protection devices andwith dynamicmodels

(e.g., wind generators, FACTs, batteries, PV and oth-
ers), libraries with simulation characteristics (e.g., har-
monic distortions, motor start-up/torques curves and
operation), load profiles and reliability patterns,
a built-in calculator for line drop compensation, auto-
matic motor identification, and cable and transformer
design tools. Besides, the software allows user-defined
models [236], [237].
PSS/Sincal implemented the Newton variants of the
current injection method to solve the balanced and
unbalanced PF problems in electrical networks and
4-wire systems, considering a high modeling depth
for elements and controlled elements. Accordingly,
the software supports several applications in PF anal-
ysis: (i) planning of new networks and network areas
as well as the analysis and restructuring of existing
networks; (ii) determination of the voltages at all nodes
in a symmetrical or asymmetrical network; (iii) com-
pliance with regulatory requirements of the permissible
minimum and maximum operating voltages; (iv) deter-
mination of the equipment utilization (loading) in a
symmetrical or asymmetrical network; (v) checking
and planning of switching operations and switching
configurations; (vi) optimization of the settings of con-
trollable and adjustable equipment (e.g., tap position
for transformers and capacitors); (vii) validated network
model based on measurement results, and (viii) loss
observations [236], [237].
The software can model and simulate controlled ele-
ments with regulators such as transformers, capacitors,
and reactors or the individual control of network ele-
ments depending on any variables (e.g., voltage, current
and power) in the entire network model. PSS/Sincal
offers a central volt/var optimization (VVO) module
to control the voltage and the power factor in LV and
MV radial feeders, which aims to keep the voltages at
all consumer nodes within the defined voltage range
and transfer the reactive power as little as possible.
Therefore, the volt/var optimization can determine the
location, number, and size of the capacitors and the
transformer’s settings at the beginning of the feeder. This
will ensure that the voltage ranges of all the feeder’s
consumer nodes are within the permissible range under
high load and under low load. However, the software
does not support the smart inverter control strategies to
mitigate the voltage issues [236], [237].

• CYMDIST
Eaton Corporation developed a distribution system anal-
ysis base package of the CYME software, which is
called CYMDIST [238]. The package is not open-
license software, but a trial version is available. It per-
forms several types of simulations in electric distribution
system planning by bundling all the required modeling
and analysis tools. The package supports balanced or
unbalanced distribution models and can handle PF prob-
lems and carry out the voltage drop analysis in radial,
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meshed or looped configurations. Here, the package
performs several analyses, such as PF, load allocation
and estimation, fault analysis (e.g., fault location, short-
circuit/fault flow, series and simultaneous fault and volt-
age sag), optimal capacitor placement, load balancing,
sizing motor starting, and batch analysis.
CYMDIST can deal with ‘‘.csv’’ files and import Auto-
CAD drawing files. Results can be exported results to
Excel or a browser to pre- or post-process data [223].
CYMDIST is compatible with MATLAB and Python,
which allows customizing the package’s capabilities for
specific user needs. It can also interface with Windows
COM.
CYMDIST can represent a distribution network from
sub-transmission to the customer meter, including the
LV secondary system (e.g., meshed or radial), the MV
primary system, and the sub-transmission system in
detail [239]. Accordingly, it can support modeling
of the LV distribution system, including single- and
three-phase center-tap transformers, service drop cables
(e.g., triplex and quadruplex), LV spot load linked to
the center-tap, center-tap connected sources, meters
and single-phase center tap connected generators, shunt
capacitors, motors, and reactors. Moreover, detailed
modeling of the substations is possible using the equip-
ment library (e.g., buses, cables, switches, transformers,
protection devices, circuit breakers, etc.). CYMDIST
allows the users to create new components based on
the available templates of the library and the nameplate
data of particular equipment [240]. Several DG models
are available in CYMDIS, including for wind energy
conversion systems, PV generators, and micro-turbines.
Some PV generators can be modeled as electronically
coupled generators [241]. The package also contains a
user interface with some flexibility and a customizable
work space, to which users can drag and drop graphical
representations of elements to construct the model of a
power system. Furthermore, users can also access online
maps and include other visualization.
CYMDIST performs steady-state and time-series anal-
ysis of a power system under different operating condi-
tions, and simulations with time-series and fixed data.
Also, it can simulate the dynamic behaviour of dis-
tribution systems in diverse transient event conditions
through an add-on optional module. CYMDIST applies
an unbalanced Newton-Raphson algorithm for solv-
ing the unbalanced PF equations. The solver considers
underground secondary networks (e.g., spot networks
or urban grids), LV installations, and sub-transmission
systems tied to the distribution systems. The analysis
output can be obtained for the entire system, or indi-
vidual locations including current, voltage, power factor,
abnormal conditions, losses, and unbalanced factors.
CYMDIST can model single- and three-phase DERs
(e.g., PV cells, fuel cells, wind energy conversion sys-
tems, and micro-turbines). Here, the impacts of the DER

can be evaluated within minutes in CYMDIST. Also,
the package applies the DRIVE module, designed by
the Electric Power Research Institute (EPRI), to return
hosting capacity calculation results. Moreover, the pack-
age offers a volt/var optimization module, aiming to find
the optimal settings and configuration of the installed
capacitors and load tap changers transformers in a dis-
tribution network, based on remote or local control of
voltage and reactive PF. The volt/var optimization is
conducted based on objectives, such as improving volt-
age profile, reducing the losses in the system, and peak
shaving [242]. Even so, CYMDIST does not support the
smart inverter control strategies.

• OpenDSS
Distribution System Simulator (DSS) was devised by
Electrotek Concepts in 1997 for distribution networks.
In 2004, EPRI made the package open-access. Accord-
ingly, the package is called Open Distribution System
Simulator (OpenDSS) in 2008 [7], [218], [243], [244].
It was initially developed to analyze the North American
unbalanced and n-phase distribution system and model
the m-winding transformers. OpenDSS can handle the
European-style distribution systems (e.g., comparatively
MV networks and extensive LV networks) [218]. The
software also supports modeling DER for grid modern-
ization and integration to the distribution system. Trans-
mission system studies combined with DER are covered
by the software, which provides a holistic assessment
of power system response. It can capture both location-
specific and time-specific DG benefits and model the
variable DG that do not follow typical load shapes
(e.g., renewable generators, EVs, and storage) based on
sequential-time simulations [218].
The software is programmed in Delphi and Pascal.
However, some scripting is done based on MATLAB
interfaces to improve its performance. It is Windows
(e.g., Win32 andWin64) based tool. It can interface with
Windows COM, which permits the inclusion of exter-
nal communication simulation programs (e.g., ns2 and
OpNet). OpenDSS is compatible with some other plat-
forms, such as MATLAB, Excel, Python and Julia.
Furthermore, it supports ‘‘.csv’’, ‘‘.xlsx’’ (i.e., Excel),
‘‘.txt’’, and ‘‘.mat’’ (i.e., MATLAB) files. The outputs
of the software can result in several file types, such as
‘‘.csv’’, ‘‘.xlsx’’ and ‘‘.mat’’ files. The software is well
documented, and has several examples and IEEE Test
Feeders [245].
OpenDSS has several simulation capabilities, such as
PF analysis (i.e., the results include the voltages, losses,
flows, and other information available for the total sys-
tem, certain defined areas and each component), short-
circuit fault studies (i.e., a conventional fault study for
all buses, a single snapshot fault and applying faults
randomly), harmonic flow analysis (i.e., by defining
harmonic spectra connected to generator, load, volt-
age and current source objects and some other power
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conversion elements), dynamics (e.g., basic electrome-
chanical transients for inverter modeling, governor
and/or exciter model and induction machine model),
load parametric variation (e.g., load growth), and geo-
magnetically induced current (GIC) analysis (i.e., quasi-
DC models limited for three-phase systems) [245].
OpenDSS has several solution modes that express the
resolution of the results to enhance distribution planning
studies and interconnection studies with large capaci-
ties of variable generation. The solution modes cover
snapshot PF as well as the time period of 1-second to
5 seconds (i.e., duty cycle mode), 1-hour to 24 hours
increments (i.e., daily mode), and 1-hour to 8,760 hours
increments (i.e., yearly mode). It also offers some flexi-
bility to users for customizing solutions [245].
OpenDSS has four main categories: power delivery,
power conversion, control, and meter elements, that
the users can use. Some of the variables of these ele-
ments can be redefined by the user (i.e., user-written
model). Firstly, the power delivery elements include
capacitor model (e.g., basic, grounded wye-connection,
delta-connection, and ungrounded wye-connection),
multi-phase and two-port lines or cables π -model with
shunt capacitance, reactor model (e.g., basic, grounded
wye-connection, delta-connection, and ungrounded
wye-connection), multi-phases and multi-windings
(e.g., two or more) transformer model (e.g., wye-delta
connections), GICTransformer model (i.e., used as a
combination with GICLine model), and autotransformer
model. Secondly, the power conversion elements include
GICLine model (i.e., is used in the calculation of GIC),
load model as kW and pf, kvar and pf or kW and
kvar (e.g., a dutycycle load shape, daily load shape
and yearly load shape), generator model as kW and
pf or its kW and kvar, which automatically converts
into a form of Thevenin equivalent model when the
program switches to dynamics mode (e.g., a dutycycle
load shape, daily load shape and yearly load shape),
induction machine (e.g., asynchronous machine) model,
and storage model. Thirdly, the control elements include
CapControl (i.e., capacitor control) model, RegControl
(i.e., voltage regulator or load tap changer (LTC) control)
model, and InvControl (i.e., inverter control strategies)
model. Finally, the meter elements include EnergyMeter
model and Monitor model [245].
The non-linear elements (e.g., loads and distributed gen-
erators) are considered as injection sources to be used
in the iterative PF algorithms. However, in the direct
PF solution, the non-linear element can be modeled as
admittances in the system admittance matrix. The user
can select the representation of the non-linear elements
by allocating the global LoadModel property to primi-
tive ‘‘Admittance’’ or ‘‘Powerflow’’ (i.e., A or P). The
default option is ‘‘P’’. Accordingly, the PF problem
can be solved based on two main algorithms: (i) fixed-
point iteration variant of current injection method

(i.e., ‘‘Normal’’ current injection mode), which is the
default mode; and (ii) Newton variant of current injec-
tion method (i.e., ‘‘Newton’’ mode). The fixed-point
iteration variant of current injection method (i.e., ‘‘Nor-
mal’’ mode) is faster than the ‘‘Newton’’ mode. Besides,
it is a fairly straightforward fixed-point iterative method,
now almost as robust as the Newton mode for hard to
solve circuits. Accordingly, PF calculations use an itera-
tive algorithm (i.e., Normal or Newton) with non-linear
load models, while fault studies employ a direct solution
method with linear load models. Furthermore, dynamics
mode simulations can implement linear load models or
a mixture of linear and non-linear models [245].
OpenDSS provides separate models of the controllers
(e.g., fuses and relays) and controllable devices (e.g., tap
changers and capacitors) with small-time increments
with the users’ flexibility to customize the controller
models. The software also models several types of
generators and PV systems (i.e., PVSystem objects)
and storage batteries. PV systems can be modeled as
single-phase and three-phase systems. The PV systems
can be controlled by several inverter control modes
(i.e., the InvControl object) to achieve fixed power
factor, volt-watt, volt-var, combined mode (i.e., volt-
watt/volt-var), and other advanced inverter control
features [245]–[247].
OpenDSS is developed with an object-oriented struc-
ture, which enables the addition of newmodels of power-
carrying equipment and controls with less concern for
breaking, and facilities for collaborating on Smart Grid
Research [7]. OpenDSS is considered a separate, stand-
alone output post-processing program that can produce
a model’s circuit plots. OpenDSS-G [248] is a devel-
oped version of OpenDSS for an on-screen design and
editing interface. OpenDSS-G supports online editing,
zooming, or dragging and dropping shapes. OpenDSS-G
has several features, such as full compatibility with
OpenDSS, harmonics and frequency sweep simulation,
improved graphical environment, time mode, dynamics
mode, export utilities, and parallel processing. For more
details about the use of OpenDSS-G and it is additional
features, the reader can refer to the OpenDSS-G youtube
channel in [249].

• GridLAB-D
GridLAB-D was developed by the U.S. Department of
Energy Office of Electricity Delivery and Energy Relia-
bility at Pacific Northwest National Laboratory (PNNL)
in 2008 [219]. GridLAB-D is a power distribution sys-
tem simulation and analysis tool combined with dis-
tribution automation models and software integration
tools for power system analysis [220]. It can carry
out energy-efficiency impact analysis and renewable
energy integration. The software supports a residential
model including a series of residences and appliances
(e.g., dishwasher, refrigerator, cooker, heater, dryer
and electric vehicle charger) that can be modeled and
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integrated into the distribution network. Besides,
it examines the detailed interplay between all elements
of a distribution system, from substation to end-use load
(e.g., line, transformer, regulator, capacitor, fuse, gen-
erator, solar PV and wind power generators, and unbal-
anced loads). It also combines the market (i.e., auction)
simulation and appliance controllers under the ‘‘market
model’’. GridLAB-D supports the modeling and simula-
tion of smart grids as it offers a set of essential modules
(e.g., market, real-time, and communications network
modules). Moreover, it supports demand-side manage-
ment and its reliability metrics calculations (i.e., system
average interruption duration index and system average
interruption frequency index).
The software is written in C/C++. However, some
scripting is done based on MATLAB interfaces to
improve its performance. It is compatible withWindows
(e.g., Win32 and Win64) and 32/64 bit for Linux/Unix
and Mac OSX. The different network elements need a
text-based format (i.e., ‘‘.glm’’ format) to describe them.
However, the simulation parameters need to be defined
within the command window. It is compatible with
some other tools, such as MATLAB, web services, and
MySQL. Furthermore, it supports ‘‘.csv’’ (i.e., Excel),
and ‘‘.mat’’ (i.e., MATLAB) files to pre-process or post-
process data. The outputs of the software can be pro-
duced as results in several file types, such as ‘‘.csv’’
and ‘‘.mat’’ files. The software has several examples and
IEEE Test Feeders.
The software can conduct PF analysis, time-series cal-
culation, and power loss calculation. It can handle single
and three-phase unbalanced radial or meshed networks.
The ‘‘powerflow’’ module performs distribution level
solver methods to obtain the steady-state node voltage
and line current values in a system given the system
model, electrical loads connected at each node, and
voltage at the substation [250]. A three-phase unbal-
anced PF solver is implemented in the software. Two
main algorithms are used based on the network topol-
ogy. These methods are fixed-point iteration variant
of forward-back sweep method (i.e., default algorithm)
and three-phase unbalanced Newton variant of current
injectionmethod (i.e., Gauss-Seidel or Newton-Raphson
algorithms) [251]. The fixed-point iteration variant of
forward-back sweep method is used if the network
topology is strictly radial. The specific methodology
and equations of the fixed-point iteration variant of
the forward-back sweep method are described in [14].
However, the three-phase unbalanced Newton variant
of the current injection method (i.e., Gauss-Seidel or
Newton-Raphson algorithms) is used if the network
topology is non-radial. The implementation of Gauss-
Seidel or Newton-Raphson algorithms is described
in [169], [252], respectively.
A ‘‘solver_method’’ switch has to be passed in
the ‘‘.glm’’ file to change the solver method in

GridLAB-D. Accordingly, ‘‘FBS’’ stands for the
forward-back sweep algorithm (i.e., default solver),
‘‘GS’’ for the Gauss-Seidel algorithm, and ‘‘NR’’ for the
Newton-Raphson algorithm. Most components’ mod-
els in the ‘‘powerflow’’ library are available for use.
Some of the components still need to be implemented
based on the PF solver. For example, switches, relays,
fuses, split-phase transformers, and regulators still need
to be implemented in the Gauss-Seidel solver. Also,
some specific regulator models still need to be imple-
mented in the Newton-Raphson solver. In default mode,
the ‘‘powerflow’’ module cannot model the shunt admit-
tance of overhead or underground lines. This fea-
ture can be enabled by setting ‘‘line_capacitance’’ to
‘‘true’’ [251]. The method for modeling components in
the ‘‘powerflow’’ module is consistent with that in [14],
with some minor adjustments needed for Gauss-Seidel
implementation.
The GridLab-D can model many PV generators using
the ‘‘solar’’ object [253]. The inverter can be modeled
using the ‘‘inverter_dyn’’ object, which is a reworked
‘‘inverter’’ object. The ‘‘inverter_dyn’’ object was cre-
ated to focus on dynamic responses of the inverter [254].
The inverter model could be either three-phase or single-
phase. The ‘‘inverter_dyn’’ object aims to model the
dynamic behaviour of a grid-forming/grid-following
inverter and better support the dynamic simulations of
GridLAB-D. Two main inverter modeling modes are
used in the software: grid-following and grid-forming.
The grid-following mode applies constant PQ con-
trol, frequency-watt control, and volt/var control. The
grid-forming mode uses droop controls, overload mit-
igation control, and isochronous control [253], [254].
The software also supports a coordinated volt-var con-
trol (CVVC) strategy to coordinate regulators and
capacitors on a distribution feeder, or a feeder group.
Accordingly, a predefined voltage level and reactive
power compensation for a feeder group is controlled
by one centralised entity based on the control logic
proposed in [255]. In addition, level control and remote
control (i.e., control for a remote node) for the capacitor
banks (e.g., voltage, current, kVAR, and volt/var) are
available in GridLab-D [250].
GridLab-D has some limitations [223]: (i) it cannot
perform the short-circuit analysis for complex networks
(i.e., it is only able to accommodate simple radial net-
works); (ii) it has no inbuilt conversion tool to import
models from other programs; (iii) it suffers from a lack
of documentation for beginner users; and (iv) it does not
support a user interface for on-screen design and editing;
therefore, the users should execute the model using the
command line. To overcome the on-screen design and
editing issue, Al Faruque and Ahourai [256] developed
the GridMat tool, which offers a visual interface within
MATLAB for modelling the elements for power and
control algorithms via Simulink.
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• OPEN
Open Platform for Energy Networks (OPEN) [257] was
developed by Oxford University’s Energy and Power
Group’s Open Platform for Energy Networks in 2020.
OPEN offers four main base classes, including asset,
energy system, market, and network. It contains two
energy management system (EMS) methods for con-
trollable ‘‘Asset’’ objects. These methods are (i) multi-
period optimization with a basic ‘copper plate’ network
model; and (ii) multi-period optimization with a lin-
ear multi-phase distribution network model including
voltage and current flow constraints. OPEN has two
main simulation methods: (i) for open-loop optimization
and (ii) for model predictive control (MPC). In the open-
loop optimization method, the EMSmethod aims to find
the controllable asset’s references over the EMS time
series; therefore, the EMS method is run prior to the
operation. In contrast in the MPC, the EMS method
aims to update the flexible asset’s references at each step
in the EMS time series; therefore, the EMS method is
utilized with a receding horizon.
OPEN is programmed in Python. It uses a pandapower
package internally as the main toolbox. It also uses other
Python toolboxes, such as pandas, scipy, cvxopt, scikit-
learn, Numpy, Picos = 1.1.2, Matplotlib, numba, and
requests. This toolbox is an object-orientated, which
provides code reuse, modularity, and extensibility. The
toolbox can read ‘‘.csv’’, ‘‘.xlsx’’ (i.e., Excel), and
‘‘.txt’’. The toolbox illustrates two examples [221]:
(i) EVs smart charging; and (ii) flexible heating ven-
tilation and air conditioning (HVAC) demand-side
response.
OPEN has several electrical components, such as con-
stant power loads/sources in wye and delta connection
configurations, capacitor banks, and constant impedance
loads. Also, the π -equivalent circuit is used to model
the lines. Moreover, transformers can also be modeled
with any combination of delta primary and secondary
connections, or wye and wye-grounded connections.
However, constant current loads, switches, voltage reg-
ulators, over-current devices, and motors are not sup-
ported in the current version [221].
The loads and DERs are defined using the ‘‘Asset’’
object. It has several attributes that allow the users
to define phase connection, network location, and real
and reactive output power profiles over the simulation
time series. The output power profiles and state vari-
ables of the flexible ‘‘Asset’’ classes can be updated
using an update control method called ‘‘EnergySys-
tem’’ simulation methods with control references. The
update control method also implements constraints that
limit the implementation of references. OPEN includes
the following ‘‘Asset’’ subclasses: ‘‘Nondispatchable-
Asset’’ for uncontrollable loads and generation sources,
‘‘StorageAsset’’ for storage systems, and ‘‘Buildin-
gAsset’’ for buildings with flexible HVAC [221].

The ‘‘EnergySystem’’ class has two types of methods
(i) EMS methods to calculate ‘‘Asset’’ control refer-
ences; and (ii) simulation methods to obtain control ref-
erences for ‘‘Asset’’ objects, update the state of ‘‘Asset’’
objects, and update the state of the network. The ‘‘Ener-
gySystem’’ class has two different time series, one
for the EMS and the other for simulation. Moreover,
a ‘‘Market’’ class defines an upstream market to which
the ‘‘EnergySystem’’ is connected. A ‘‘Market’’ class
has several attributes, such as the network’s location,
prices of exports and imports over the simulation time
series, export and import power limits, and the demand
charge paid on the maximum demand over the simula-
tion time series.
OPEN offers two options for solving PF problems in
distribution network modeling: (i) balanced PF analy-
sis using PandapowerNet’’ class, which is carried out
using the open-source Python package pandapower;
and (ii) unbalanced PF analysis using ‘‘Network_3ph’’
class [221]. The balanced PF problems can be solved
based on a Newton-Raphson solution method and DC
approximation. While the unbalanced PF problems can
be solved based on the fixed-point variants of the con-
tinuation method [258] (i.e., a linearization model of
multi-phase Z-Bus method [259]. Finally, OPEN does
not support coordination, distribution, or local voltage
control strategies, especially for inverters.

2) SUMMARY AND COMPARISON
All the tools reviewed in Subsubsection III-C1 can per-
form unbalanced PF analysis. DIgSILENT PowerFactory,
PSS/Sincal, and CYMDIST are commercial software that
simulate the distribution networks based on fixed and time-
series data to study variations on network designs and con-
trols. OpenDSS, GridLAB-D, and OPEN are open-source
and freely available tools, capable of simulating networks
with fluctuating data values to model and simulate distri-
bution networks efficiently and they are open for collabora-
tion. DIgSILENT PowerFactory, PSS/Sincal, and CYMDIST
feature easy-to-use graphical user interfaces (GUIs). On the
other hand, OpenDSS, GridLAB-D, and OPEN are based
on command-line programs, which means that more time is
required to gain familiarity with the proper codes to model
and simulate the distribution networks. Here, it is worth
mentioning that OpenDSS-G offers GUI for the OpenDSS,
but it is still under development.

Each tool has one or multiple methods and/or algorithms
to solve the unbalanced PF equations. Here, DIgSILENT
PowerFactory uses a Newton variant of the current injection
method, and DC load flow for solving active PFs. PSS/Sincal
only implements Newton variants of the current injection
method. CYMDIST uses the Newton-Raphson algorithm.
However, OpenDSS has two main methods to solve unbal-
anced PF equations: a Newton variant of a current injec-
tion method, and a fixed-point iteration variant of a current
injection method. In comparison, GridLAB-D offers two
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unbalanced PF solver options: a fixed-point iteration variant
of a forward-back sweep method (i.e., default algorithm)
and a three-phase unbalanced Newton variant of a current
injection method (i.e., Gauss-Seidel algorithm or Newton-
Raphson algorithm). Moreover, OPEN uses fixed-point vari-
ants of the continuation method as an unbalanced PF solver.

All of the reviewed tools can model single- and three-
phase PV systems. Several control strategies are implemented
by each tool to manage the voltage levels and reactive PFs
in the distribution networks. DIgSILENT PowerFactory can
control the active and reactive power to mitigate the voltage
issues in the distribution networks using local, distribution
and centralized control strategies, droop characteristics for
PV systems, SVC, shunt, and tap controllers via QDSL mod-
els. Although, PSS/Sincal offers a central VVO module to
control the voltage and the power factor in LV and MV radial
feeders for the capacitors and the transformers (this does
not include the smart inverter control strategies to mitigate
the voltage issues). Similarly, CYMDIST offers a volt/var
optimization option for peak shaving, improving the voltage
level and reducing the losses in the network. However, it does
not support smart inverter control strategies. OpenDSS sup-
ports a distribution control strategy to coordinate controllable
devices, especially inverters. In contrast, GridLAB-D offers a
centralized coordination strategy (i.e., CVVC) to regulate the
voltage levels in the network, which also includes controlling
inverters. However, OPEN does not support voltage regula-
tion strategies. More differences between the tools in terms
of basic features and a model library for most of the power
components are summarized in Table 5.

OpenDSS and GridLab-D can be used to conduct detailed
modeling for the distribution networks, and they support
unbalanced PF. However, these tools either rarely support
or do not support mathematical optimization, although they
support many power system components (including exotic
transformer configurations). Therefore, these tools can be
usefully used to validate optimization-focused tools’ perfor-
mance in terms of the generated PF results.

Other tools can be fashioned by combining several tools
to achieve more advanced features, such as better visual-
ization and advanced studies in testing grid designs and
control strategies. For example, OpenDSS can be com-
bined with other tools. Accordingly, Montenegro et al. [260]
proposed GridTeractions, which uses OpenDSS-G in a
co-simulation with a laboratory virtual instrument engineer-
ing workbench (LabVIEW) (i.e., a system-design platform
and graphical development environment) [261] to develop a
hardware-software architecture framework for teaching and
testing grid designs. Moreover, Sun et al. [262] developed a
tool comprised of OpenDSS and OPNET (i.e., communica-
tion and network simulators used to help users define and
work with different topologies and technologies) [263] to
investigate the reliability of control strategies by increasing
the DERs penetration levels in smart grids. Furthermore,
de Souza et al. [264] proposed smart grid co-simulation
platform, a combination of a network simulator version 3

(ns-3) (i.e., a discrete-event network simulator plat-
form) [265], [266], OpenDSS, and Mosaik (i.e., a modu-
lar simulation of active components in smart grids) [267],
for a voltage regulation case study in smart grid.
GridLab-D can be combined with other tools. Accord-
ingly, Bytschkow et al. [268] combined GridLAB-D, CIM,
and AKKA (Java-based co-simulation engine) [269] to
model a SCADA system. Also, Hansen et al. [270] devel-
oped a Bus.py package based on GridLAB-D to simu-
late the communication between a set of customers and
an aggregator in a distribution network. This package is
a co-simulation for energy management systems (EMS)
and the simulation of integrated transmission and distribu-
tion (ITD) systems. Besides, Ciraci et al. [271] combined
GridLAB-D with ns-3 for co-simulating telecommunica-
tion and power distribution. The proposed tool is called
the framework for network co-simulation (FNCS), aim-
ing to synchronize simulation engines to coordinate time
passage and interaction [272]. In 2017, the FNCS was
replaced with a multi-federated method named the hier-
archical engine for large-scale infrastructure co-simulation
(HELICS) [273] by the same research group. HELICS is a
high-performance transmission-distribution-communication-
market co-simulation framework to support very large scale
(100,000+ federates) with off the shelf power-system,
communication, market, and end-use tools. Furthermore,
the authors in [274] and [275] developed a transactive energy
simulation platform (TESP) by aggregating GridLAB-D and
ns-3 based on the framework for FNCS and HELICS, and
EnergyPlus (i.e., it is a comprehensive building simulator
addressing thermodynamics analysis) [276]. TESP provides
several features, such as modeling the wholesale market,
transactive energy (TE) market, transmission system, dis-
tribution system, residential and commercial buildings, and
their TE controllers. TESP gives a sizeable list of examples
and IEEE test feeders.

Here, it is noted that the individual tools offer stronger
simulation engines. GridLAB-D, OpenDSS, or EnergyPlus
are stable and mature tools. Combining the tools can offer
integration features, but this novel solution does not have
the same endurance and stability. In addition, an absence
of cross-platform validation means it is not possible to
ensure that the simulations yield relevant results for deeper
inspections. Moreover, some meta-heuristic-based optimiza-
tion algorithms are developed and some are still in devel-
opment to solve the PF problems, mainly requiring iterative
evaluation of the PF equations, but no explicit network mod-
els exist as yet [277]. These algorithms can easily be applied
in addition to the existing PF solvers.

IV. OPTIMAL POWER FLOW
Optimal power flow (OPF) forms the basis for many
applications in power systems, a specific power sys-
tem optimization problem. In general, any mathematical
optimization problem comprises (i) parameters (knowns)
and variables (unknowns); (ii) constraints which connect
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TABLE 5. Basic features and available equipment models in several PF tools.

variables and parameters through mathematical expressions;
and (iii) an objective function, or multiple ones in the case of
multi-objective variants. Accordingly, the OPF solver aims
to minimize or maximize one or more objective func-
tion(s) subject to both the PF equations and network con-
straints [278]. OPF may combine various PF representations
to balance accuracy and computational tractability. In other
words, OPF may have a ‘‘base case’’ that is solved based
on an explicit model of the PF physics by integrating sev-
eral ‘‘scenarios’’ which are structured based on simplified
PF representations to balance the computational tractability
[98]–[111], [129]–[132]. A comprehensive review has been
published in [279] on different applications of optimization
models for LVDNs.

Typically, the OPF problem’s aim is minimizing an objec-
tive function, mostly related to the generators. Therefore,
each generator gen at bus i which has a cost function for
active power generation, let it fCi

(
Pgeni

)
, where Pgeni =

Pi + Pdi, and Qgeni = Qi + Qdi. The active and reac-
tive power are limited by Pmin

gen and Pmax
gen , and Qmin

gen and
Qmax
gen , respectively, which all equal zero at the buses with-

out generators. Moreover, the voltage magnitudes and phase
angle differences are also limited by Vmin

i and Vmax
i , and

2min
ij and 2max

ij , respectively [9]. Accordingly, the typical
three-phase OPF problem can be mathematically expressed
as follows:

min
∑
i∈G

fCi
(
Pgeni

)
, (126)

subject to

Pmin
gen 6 Pgeni 6 Pmax

gen , (126a)

Qmin
gen 6 Qgeni 6 Qmax

gen , (126b)(
Vmin
i

)2
6 | Vi |

26
(
Vmax
i
)2
, (126c)

2min
ij 6 6 Vi − 6 Vj 6 2max

ij , (126d)
6 V0 = 0, (126e)

a representation of the PF equations, (126f)

and limits on line flows. (126g)

Accordingly, the active and reactive power generated
by generator gen at bus i are constrained by the maxi-
mum and minimum bounder limits, as in (126a) and (126b,
respectively. Besides, the voltage magnitude and the angle
difference across each line at bus i are limited by the upper
and lower bounders, as in (126c) and (126d), respectively.
The constraint in (126d) for the angle difference across each
line at bus i is imposed as a proxy constraint for transient
stability requirements. As bus 0 is the reference bus; there-
fore, constraint in (126e) sets the reference bus angle at zero.
The PF equations in (126f) may define in various forms,
as described in the previous section. Finally, the limits on
line flows in (126g) are typically defined either in terms of
apparent power or current flows [9].

The power injections and voltage magnitude set-points can
often be varied to optimize some objective function satis-
fying the engineering constraints. The constraints are often
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equalities, such as for a specified demand (e.g., Pi = −Pdi),
or box constraints for specified upper and lower bounds
Pmax
i and Pmin

i (e.g., Pmax
i 6 Pi 6 Pmin

i ). Moreover, some
complicated constraints may be used, such as representing
the generator capability curves and voltage-dependent loads
(e.g., Pi, Qi, and | Vi |) [280], [281]. Furthermore, some
discrete constraints can be imposed, such as that represent-
ing a switched capacitor with shunt susceptance (bshi ) and
associated binary variable (sgeni), where sgeni ∈ {0, 1} stands
for the generator’s on/off status, (e.g., Qi = sgeni · bshi |
Vi |

2) or by modeling the ability to shut down a generator
in a UC problem (e.g., sgeni · Pmax

i 6 Pi 6 sgeni · Pmin
i ).

Therefore, the line flow expressions for the apparent power
and current flow constraints vary based on the PF model [9].
Several line flow expressions are provided in [282] and [283].
Other types of constraints can also be included to solve the
OPF problems, such as contingency constraints, stability con-
straints, and generator capability characteristics. These con-
straints are described in [108], [129]–[131], [137], and [284].
For more detailed descriptions about OPF and other opti-
mization problems in power systems, the reader can refer
to [109], [285]–[287].

A. OBJECTIVES
The OPF aims to solve a set of PF equations subject to an
objective function or a group of objective functions. In the
case of applying several objective functions, these functions
can be combined in a single objective function by assign-
ing a weight to each one to mark its relative importance.
Three main objective functions are generally used to solve
OPF problems; yet, canonical objectives are often encoun-
tered [279]. The solver aims to minimize these functions in
most cases, which can be summarized as follows:
• Network losses
The losses in the lines and the conductive components
are indicated by the Joule losses when the currents
flow through them. In general, the load behaviour and
its type mainly drive the network losses. At a system
level, the conservation of power means that ‘genera-
tion = load + losses’. Accordingly, minimizing the
losses if the load is fixed is equivalent to minimizing the
total generation. Here, the generation is often referred
to as active power generation (i.e., a sum of variables)
[27], [51]. Simultaneously, the total generation is min-
imized as a combination of loss reduction and CVR,
which is beneficial in voltage-dependent loads [28].
However, the losses can be directly included in the
objective as in [25]. Interestingly, the losses are mini-
mized as a proxy for the unbalance in [28]. Here, it is
concluded that the unbalanced operation will increase
the losses.

• Generation cost
The generation cost can be minimized directly by con-
trolling the amount of generation and/or import at
the substation to the network load. Here, the active
power generation from each generator is formulated

a function of a cost. Therefore, the import cost is in
proportion to the total imported active power [25], [46].
Several cost functions are used, such as second-order
polynomials [26], [45], non-linear polynomials, and
piecewise linear [48]. However, the generation cost’s
expected value is utilised in a probabilistic context
as in [47].

• Cost of consumption
The consumption cost can be minimized in multi-period
problems. Here, the minimization is carried out by con-
trolling the loads as a function of a time-varying con-
sumption cost [25], [95].

Furthermore, some other situation-specific objectives have
also been also used in OPF problems [279], such as:
• minimizing the voltage unbalance in the network. The
voltage unbalance can be represented as the sum of
squares of the negative sequence voltage magnitude at
each bus [51], [288];

• minimizing the harmonics in the network. The harmon-
ics can be represented as the sum of squares of harmonic
voltage magnitudes [51];

• minimizing the amount of PV curtailment [27],
[70], [75];

• minimizing the number of curtailed loads [289];
• maximizing the EV charging. The EV charging can
inversely be weighted by the individual EV’s charge
level [290]; and

• maximizing welfare in markets with distribution
marginal locational pricing [291], [292].

B. ALGORITHMS
OPF algorithms aim to obtain a point in the feasible space
which has the least cost according to a specified objec-
tive function. In general, the feasible space can be defined
as the set of points that satisfy a system of equations.
The feasible space for the PF equations in power system
optimization problems can (i) consist of a finite set of
isolated points corresponding to the PF solutions, as for
specified power injection and voltage magnitude set-point
parameter values; or (ii) generally give rise to higher-
dimensional power injection, and voltage set-point param-
eters are allowed to vary. The feasible spaces defined by
the PF equations are generically non-convex. Some OPF
problems may have multiple local optima [141] and are gen-
erally NP-Hard [139], [140]. For more detailed descriptions
about the characteristics of the feasible spaces of (O)PF and
solving the non-convex (O)PF problems, the reader can refer
to [141], [195], [283], [293]–[305].
Several local solution techniques have been devised to

solve OPF problems [98]–[107], [129]–[132]. Two main suc-
cessful classes of traditional techniques are reviewed in this
subsection, namely interior point algorithms and sequen-
tial quadratic programming (SQP) algorithms. Other local
solution techniques are described in detail in [306], [307].
Some unbalanced OPF tools, such as Open-DSOPF [308] and
PowerModelsDistribution [23], have solvers that implement
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these algorithms and other optimization algorithms to solve
the OPF problems.

Several OPF solvers can benefit from dealing with solid
duality in the constraint qualification conditions (i.e., zero
gaps between the optimal objective values of the primal and
dual problems) [9]. Accordingly, Cao et al. [309] derived sev-
eral sufficient conditions to ensure the satisfaction of Slater’s
constraint qualification condition [310] for an interior point
in the feasible spaces of OPF problems in radial network
topologies. Furthermore, Hauswirth et al. [311] implemented
several OPF tools from differential topology to prove that the
OPF problems in various contexts can satisfy the linear inde-
pendence constraint quantification (LICQ) condition [312].
Therefore, an existing set of the unique multipliers satisfy
the Karush–Kuhn–Tucker (KKT) conditions for all local opti-
mizers to OPF problems. Besides, Almeida andGaliana [313]
investigated the effects of small parameter changes in OPF
solutions, which lead to sharp discontinuities in the solution.
In numerical algorithms, the constraints are only satisfied
by reaching or exceeding a predefined relative or absolute
tolerance value because the finite precision of computer cal-
culation becomes a limiting factor. In the context of OPF,
the predefined relative or absolute tolerance is typically in
the range of 10−6 to 10−8.
The OPF problem can be generalized for notational conve-

nience by rewriting the OPF problem in (126) as:

min f (x) , (127)

subject to

gi(x) 6 0, i = 1, . . . ,minequality, (127a)

hj(x) = 0, j = 1, . . . ,mequality, (127b)

where f (x) is the objective function, which aims to optimize a
specified quantity of interest, such as minimization of genera-
tion cost, x is a vector representing the optimization variables
consisting of the voltage phasors, gi(x) 6 0 are inequality
constraints stand for the limits on line flows, power injections,
phase angle differences, and voltage magnitudes, hj(x) = 0
are equality constraints, and minequality and mequality are the
number of inequality and equality constraints, respectively.

1) INTERIOR POINT ALGORITHMS
Interior point algorithms (i.e., also referred to as barrier algo-
rithms) have been very appealing approaches to solve OPF
problems since the early 90’s because of three main merits
over other algorithms: (i) they can easily handle inequality
constraints by logarithmic barrier functions; (ii) their con-
vergence speed is high, which makes them competitive with
simplex algorithms; and (iii) they do not require a strictly
feasible initial point [314]–[317]. The first implementation
of interior point algorithms was in state estimation [318] and
hydro scheduling problems [319]. Consequent work proved
that interior point algorithms could locally solve large-scale
OPF problems [130], [320]–[322]. Accordingly, it is worth
mentioning that leverage information from a nearby solution

is generally challenging. Here, interior point algorithms are
typically tricky to ‘‘warm start’’ due to the requirement for a
sufficiently interior starting point [323].

In general, interior point algorithms are formulated by
defining the non-negative slack variables (si > 0, ∀i =
1, . . . ,minequality), which should be introduced firstly, to be
able to set the inequality constraints (gi(x) 6 0) with the
equivalent formulation (gi(x)+ si = 0). Then, the inequality
constraints are replaced with a barrier term in the objective
function. This term tends towards infinity as the inequality
becomes binding. Also, this term is weighted by a positive
barrier parameter (µ). As the algorithm converges, µ is iter-
atively decreased towards zero. Interior point algorithms are
formulated using a log-barrier (i.e., the sum of the logarithms
of the slack variables (si)) [9]. The log-barrier formulation
can be represented as:

min f (x)− µ
minequality∑
i=1

log (si), (128)

subject to

gi(x)+ si = 0, i = 1, . . . ,minequality, (128a)

hj(x) = 0, j = 1, . . . ,mequality. (128b)

The solution of (128) approaches the solution of (127)
as µ tends to zero under mild conditions [324]. The KKT
conditions for (127) are:

∂f (x)
∂x
+ γ T

(
∂g (x)
∂x

)
+ λT

(
∂h (x)
∂x

)
= 0, (129a)

g (x)+ s = 0, (129b)

h (x)+ s = 0, (129c)

diag(s)γ − µ1minequality = 0, (129d)

where γ and λ are vectors representing the Lagrange multi-
pliers for (128a) and (128b), respectively; and 1 denotes the
vector of ones with length given by the associated subscript.

A Newton update step for the KKT conditions in (129) is
computed at each iteration. Besides, the variables x, γ , λ and
s are updated in steps to ensure that the non-negative variables
and s do not reach zero too quickly. Also,µ is updated at each
iteration towards zero.

The interior point algorithms aim to guarantee convergence
by using line search methods, trust region constraints, tech-
niques to handle non-convexity via merit functions, and other
modifications [9]. Here, several interior point algorithms are
used in the literature to solve OPF problems, such as the
pure primal-dual (PD), predictor-corrector (PC), andmultiple
centrality corrections (MCC) [325]. For more details about
interior point algorithms and various extensions, we recom-
mend to check [130], [307], [324], [326]. Several packages
implement interior point algorithms, such as LOQO [327],
Knitro [328], and interior point optimizer (Ipopt) [329].

Ipopt is considered more efficient than LOQO and Knitro
in terms of performance and iteration counts [329]. There-
fore, it is the most used solver in available unbalanced
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non-linear OPF tools, such as Open-DSOPF [330] and Pow-
erModelsDistribution [23], and in balanced OPF tools, such
as MATPOWER [137] and PYPOWER [331] tools. Ipopt
solver was developed by COIN-OR Foundation [332], and
is an open-access package. It was written in C++ by
Andreas Wächter and Carl Laird. It implements an interior
point line search filter method to locate a local solution
in non-linear programming. The algorithm’s mathematical
details are presented in [329], [333]–[336]. It can be used to
solve general non-linear programming problems of the form:

min f (x) , (130)

subject to

gL(x) 6 g(x) 6 gU , (130a)

xL 6 x 6 xU , (130b)

where x ∈ Rn are the optimization variables, xL ∈(
R
⋃
{−∞}

)n are the lower bounders of x, xU ∈(
R
⋃
{+∞}

)n represent the upper bounders of x, f : Rn
→ R

stands for the objective function, g : Rn
→ R represent

the general non-linear constraints, gL ∈
(
R
⋃
{−∞}

)m rep-
resent the lower bounders for the constraint g, and gU ∈(
R
⋃
{+∞}

)m stand for the upper bounders for the con-
straint g. Note that f (x) and g(x) can be linear or non-linear
and convex or non-convex, but should be twice continuously
differentiable. In addition, the equality constraints of the form
gi(x) = gi can be specified by setting gLi = gUi = gi.

2) SEQUENTIAL QUADRATIC PROGRAMMING ALGORITHMS
Sequential quadratic programming (SQP) algorithms were
firstly applied in the mid-80’s to solve OPF problems [337],
where a sparse implementation demonstrated scalability to
systems with thousands of buses. Later, SQP algorithms were
modified to work on OPF problems with more flexibility
and efficiency [105], [106]. SQP algorithms repeatedly solve
specially constructed quadratic programs to obtain the local
solutions of non-linear optimization problems. The SQP algo-
rithm can solve the generic OPF problem in (127) at each
iteration k to determine a search direction d (k):

d (k) = argmain
d

f
(
x(k)

)
+

(
∇f

(
x(k)

))T
· d

+
1
2
dT
(
∇

2
xxL

(
x(k), γ (k), λ(k)

))
· d, (131)

subject to

gi(x(k))+
(
∇gi(x(k))

)T
· d 6 0, , (131a)

hj(x(k))+
(
∇hj(x(k))

)T
· d = 0, . (131b)

where i = 1, . . . ,minequality, j = 1, . . . ,mequality, γ and λ
are vectors representing the Lagrange multipliers for (131a)
and (131b), respectively; x(k) stands for the value of the
decision variables at the current iterate; L = f (x)+γ T g(x)+
λT h(x) represents the Lagrangian of (131); ∇ and ∇2

xx are the
gradient and Hessian, respectively, with respect to x.

The primal decision variables are updated at each iteration
by adding the step d (k) obtained by solving (131) (i.e., x(k) =
x(k+1) + d (k)). The dual variables give the values for the
Lagrange multipliers at the next iteration (k + 1) (γ (k) and
λ(k)) for the constraints (131a) and (131b), respectively, cal-
culated at the current iteration.

The optimization problem in (131) is a non-convex
quadratic program, which can be solved using several algo-
rithms. SQP algorithms aim to compute ∇2

xx . When it is
difficult to be computed, SQP algorithms can implement
‘‘quasi-Newton’’ techniques, which aim to construct modi-
fied matrices used in place of ∇2

xxL
(
x(k), γ (k), λ(k)

)
. SQP

algorithms can use various methods and techniques, such as
various line search techniques, trust region methods, merit
functions, etc. [306], [307].

The SQP algorithms iterate the convergence superlinearly
or quadratically towards the solution by finding the set
of inequality constraints binding at the solution to (127)
(i.e., active set). Therefore, initializing the SQP algorithms
near the solutions is helpful here. More applications of
quadratic programming (QP) and linear programming (LP)
techniques to OPF problems can be found in [101]–[103].
Besides, more details about the variation of SQP algo-
rithms from a general optimization perspective can be found
in [306], [307]. SQP algorithms are used by several solvers,
such as Knitro [328], SNOPT [338], and FilterSQP [339].

C. RELAXATION AND APPROXIMATION
The solution of the OPF problems can be non-convex, which
may have multiple local optima [141] and is generally
NP-Hard [139], [140]. A variety of relaxations and approx-
imations have been developed which employ tools from con-
vex optimization. This subsection focuses on semidefinite
programming (SDP), a convex optimization tool relevant
to relaxations and approximations. For more details about
the other convex optimization tools, such as LP, QP, and
second-order cone programming (SOCP), the reader can refer
to [9], [340].

SDP can generalize SOCP. The decision variables of SDP
can be represented as a symmetric matrix X , instead of
organizing them as a vector x as in LP and SOCP [9]. The
mathematical formulation of the canonical form of SDP can
be represented as:

min
X

tr (CX) , (132)

subject to

tr (AiX) = bi, i = 1, . . . , r, (132a)

X � 0, (132b)

where X � 0 stands for the positive semidefiniteness
of the matrix X , C and Ai represent the specified square
symmetric matrices, bi stand for specified scalars and r is
the number of SOCP constraints. Note that the constraint
in (132a) is linear in the entries of the matrix variable X, as
tr (AB) =

∑
i
∑

j AijBji.
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In SDP, the scalar inequality constraints can be reformu-
lated by expanding the positive semidefinite matrix X with
a 1 × 1 diagonal block to represent a non-negative slack
variable (conceding that the positive semidefiniteness of a
matrix infers non-negativity of all its diagonal values [341].
Accordingly, the constraints tr

(
ÃiX

)
> b̃, and X � 0

can be written as tr
(
ÃiX

)
+ xs = b̃, and

[
X 0

0 xs

]
� 0,

where xs stands for a scalar slack variable, which proves
that SDP can generalize SOCP. Also, it implies that SDP
can generalize SOCP by reformulating the SOCP constraint
(i.e., ‖ Eixs + bi ‖26 gTi xs + di, where i = 1, . . . , r) to an
SDP constraint as:[(

gTi xs + di
)
I (Eixs + bi)

(Eixs + bi)T
(
gTi xs + di

)] � 0, (133)

where I represents an appropriately sized identity matrix,
in which its dimension equals the number of rows of E [342].
In general, SDP solvers mix LP, SOCP, and SDP con-

straints. As the performance of LP and SOCP constraints is
superior to SDP constraints, it is recommended to simplify
SDP constraints by reformulating them in the form of LP
constraints or a mix of LP and SOCP constraints. Otherwise,
formulate a constraint as an SDP constraint [9].

Complex variables are particularly relevant to the PF equa-
tions to find feasible points for PF and OPF problems because
of the phasor representations of voltages. All the available
SDP solvers utilize real-valued operations in their internal
computations. However, there are several theoretical and
practical advantages in complex-valued SDP formulations.
For more details on SDP constraints in complex variables,
the reader can refer to [343], [344]. Besides, the works
in [345]–[347] provided alternative presentations.

The complex analogue of (132) can be mathematically
represented as:

min
Z

tr
(
ČZ

)
, (134)

subject to

tr
(
ǍiZ

)
= b̌i, i = 1, . . . , r, (134a)

Z � 0, (134b)

where Z � 0 is a positive semidefinite Hermitian matrix,
Č and Ǎi represent Hermitianmatrices (i.e., matrices resulting

in tr
(
ǍiZ

)
and tr

(
ČZ

)
are real-valued quantities), and b̌i

stands for a real scalar.
To be able to convert (134) to real-valued canonical form

as in (132), the Hermitian matrix Z ∈ Cn×n should be
positive semidefinite, which is satisfied if and only if the

matrix

[
Re (Z ) −Im (Z )

Im (Z ) Re (Z )

]
∈ R2n×2n is positive semidefinite

[340], [348]. The representation of the real and imaginary
parts of Z is by real-valued matrix variables and based on
the equivalence of the positive semidefinite constraint (134b).

This representation allows the conversion form (134) in terms
of a n×nHermitian matrix variable to the form of (132) with
a 2n × 2n real-valued symmetric matrix variable. This con-
version is automatically carried out in modeling languages,
such as YALMIP [349] and CVX [350].

In general, SDP solvers are considered less mature than LP
and SOCP solvers. Several commercial solvers are available,
such as MOSEK (free for academia) [348], PENSDP (free
for academia) [351], etc. Besides, many solvers are freely
available, including SDPA [352], SDPT3 [353], CSDP [354],
SeDuMi [355], and others. However, only a few of the solvers
are capable of handling mixed-integer SDP problems, such as
SCIP-SDP [356], Pajarito [357], and YALMIP [349]. Here,
a list of the open-access and commercial convex optimiza-
tion solvers for LP, mixed-integer LP, QP, mixed-integer QP,
SOCP, mixed-integer SOCP, SDP, general non-linear pro-
gramming and others can be found on a web page in [358].
Furthermore, several applications of SOCP are described
in [342] and [348]. In addition, [348] described several appli-
cations of SDP.

D. TOOLS
This subsection summarizes the most commonly used tools
for handling the optimization problems in unbalanced distri-
bution networks. Several commercial and open-access tools
are available which can solve the OPF directly or as com-
ponents of a greater toolchain. These tools, especially the
open-access ones, can help develop and validate any new or
existing tool by improving the results’ reproducibility [5], [6].
Most of the mature tools are documented, which extends their
state-of-the-art status with novel contributions. Furthermore,
the used codes of most open-access tools are available for the
public, which helps the developers to reproduce the results to
review the performance of the tools. Note that when the open-
access tools provide unit tests and validation are compared
with the other well-known tools, this increases their reliability
and the users’ trust to implement and/or compare their works
with them.

It is more accessible to the user to carry out some other pro-
cess on the data and/or the results, and formatting the objec-
tive functions of the OPF if the algebraic modeling language
is developed using a high-level programming language. Some
of the used high-level programming languages are JuMP
in Julia [359], Pyomo in Python [360], and YALMIP in
MATLAB [349]. Furthermore, some open-access tools, such
as YALMIP or JuMP with Juniper [361], allow the users
to re-use mathematical models for components (i.e., LVDNs
components) to solve mixed-integer problems with continu-
ous solvers without mixed-integer support.

1) DISTRIBUTION (UN)BALANCED OPF TOOLS
Based on the literature, the available commercial tools
cannot solve non-linear optimization problems in unbal-
anced distribution networks. In contrast, two open-access
tools can handle such non-linear optimization problems,
Open-DSOPF [330] and PowerModelsDistribution [23].
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Therefore, Open-DSOPF, and PowerModelsDistribution
are reviewed in this subsubsection. In addition, MAT-
POWER [137]/PYPOWER [331] tools do not support unbal-
anced (O)PF but they are included in this subsubsection as
they, especially MATPOWER, are well-known and widely
used among industry and academia.
• MATPOWER/PYPOWER
MATPOWER [362] is an open-source tool for elec-
tric power system simulation and optimization, which
was first developed in 2010 by Power Systems Engi-
neering Research Center (PSERC) and other individ-
ual contributors. It is used widely among industry and
academia [137]. This tool supports several types of
analysis, such as PF, continuation PF (CPF), extensi-
ble AC and DC OPF (e.g., dispatchable loads, piece-
wise linear cost functions, branch angle difference limits
and generator capability curves), UC, and stochastic,
securemulti-interval OPF/UC problems [362]. A Python
package is developed based on MATPOWER, whereas
oct2pypower [363] functions as a bridge from Python to
MATPOWER. This package is called PYPOWER [331];
however, it is no longer actively maintained, and the
currently available version (PYPOWER version 5.1.15)
supports an old MATPOWER version (i.e., version
4.1) [331].
MATPOWER is written in a MATLAB environment.
It is compatible with Windows, Linux/Unix, and Mac
OSX. While PYPOWER is written in Python, which is
also compatible with Windows, Linux/Unix and Mac
OSX. PAYPOWER does not have specific documen-
tation for the models, network representation, solvers,
etc. However, it uses the MATPOWER user’s manual
for version 4.1 as a reference [364]. Essential docu-
mentation of the get start functions is available on the
package website [331]. In contrast, MATPOWER is
well documented, and each M file has its documenta-
tion [365]. In addition, MATPOWER has a web based
application [366], where the simulations are run onGNU
Octave in WebAssembly. However this MATPOWER
web based application is very basic and limited without
any documentation for beginners. The data structure is
normally defined in a case file, either as a function ‘‘.m.’’
file or a ‘‘.mat’’ file.
MATPOWER utilizes the standard steady-state models
of the distribution network’s components. The magni-
tudes of all values are expressed in p.u., while radians
express the angles of complex quantities. MATPOWER
models the components in a balanced representa-
tion. These models are (i) branches, transformers, and
phase shifters, which are modeled based on a standard
π -section model with series impedance and consider-
ing identical admittance shunt on both ends; (ii) slan-
dered balanced generators, which can be used to
model a dispatchable load in a negative injection
mode; and (iii) constant power loads models (con-
stant current loads and constant impedance are not

directly implemented); and (iv) shunt elements, includ-
ing inductor or capacitor, are modeled as an impedance
fixed to the ground. In addition, constant impedance
portions can be modeled as a shunt element [365].
MATPOWER/PYPOWER tools neither support the
modeling for PV systems nor the inverter smart control
strategies.
As mentioned above, MATPOWER/PYPOWER tools
do not support unbalanced (O)PF. Balanced OPF
is explicitly devised as an extensible OPF struc-
ture [367], which allows the users to define addi-
tional costs, variables and linear constraints. For
DC OPF, MATPOWER utilizes a MEX build [368]
of the high performance BPMPD solver [369] and
BPMPD_MEX solver for LP/QP problems. For AC
OPF, the tool uses MINOS solver [370] from the
MINOPF package [371], and primal-dual interior-
point method and a trust region-based augmented
Lagrangian method (described in [321] from the
TSPOPF package [372]. MATPOWER version 4 also
includes Ipopt solver interfaced with MEX to solve
both DC and AC OPF problems and its own devel-
oped solver called MATPOWER Interior Point Solver
(MIPS) [372]. MATPOWER version 4.1 added the Kni-
tro solver [328] and Gurobi Optimizer [373] for AC and
DC OPF, respectively. MATPOWER version 5 added
a GNU linear programming kit (GLPK) [374], while
MATPOWER version 5.1 includes the COIN-OR lin-
ear programming (CLP) solver [375]. In the current
version (MATPOWER version 7.1) relies on MP-Opt-
Model [376] and above-mentioned solvers. To simplify
the addition of costs, variables and constraints to the
OPF problems, MATPOWER utilizes an object-oriented
approach (i.e., ‘‘OPF-model’’ (OM)) to devise and mod-
ify the problem formulation [367]. PYPOWER uses
BPMPD_MEX solver, MIPS and Gurobi Optimizer for
DCOPF problems. Besides, it uses several solvers based
on MATPOWER version 4.1, such as MINOS solver,
Ipopt solver, MIPS solver, and Knitro solver for ACOPF
problems.

• Open-DSOPF
Open-DSOPF [308] is an open-source Python-based
package integrating an unbalanced three-phase OPF
with OpenDSS software. Open-DSOPF was developed
in 2020 by Valentin Rigoni and Andrew Keane at Uni-
versity College Dublin, Ireland [330]. The main idea
of this package is to develop a platform to be able to
quantify and benchmark different active network man-
agement strategies (i.e., smart inverter controls) to avoid
the violation of network operational limits by increasing
the penetration levels of DERs in distribution networks.
Hence, the Open-DSOPF was developed to translate
any network model available in OpenDSS automatically
to a three-phase OPF problem, which aims to retrieve
OPF solutions, run PF simulations, and combine exter-
nal algorithms/tools (from volt-var curves to forecasting
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techniques) into the same platform [330]. The utilized
OPF formulation is flexible, which allows the user to
modify the objective function and constraints, and it can
incorporate any DER model. Therefore, many simula-
tion opportunities can be implemented and evaluated
in this package. The developers used a real British LV
network with domestic-scale PVs as a test case.
The unbalanced three-phaseOPF is written using Pyomo
in Python [360], which is automatically created by
extracting any network model’s data from OpenDSS.
Pyomo needs several Python libraries to run the scripts
without any error, such as numpy, pandas, random,math,
matplotlib, pyomo, and sys. The package is Windows-
based as it is dependent on OpenDSS (e.g., Win32 and
Win64); therefore, it can interface with Windows COM.
OpenDSS is compatible with other platforms, such as
MATLAB, Excel, Python, and Julia [245]. The package
can handle ‘‘.csv’’, ‘‘.xlsx’’ (i.e., Excel), ‘‘.txt’’, and
‘‘.mat’’ (i.e., MATLAB) files. The outputs of the soft-
ware can result in several file types, such as ‘‘.csv’’,
‘‘.xlsx’’, and ‘‘.mat’’ files. The package has some basic
documentation [377]–[379], which is not enough for
beginner users. The package has one example using a
real British LV network with domestic-scale PV systems
as a test case [330].
Open-DSOPF can model the same components in
OpenDSS environment. All the functions of the network
components in OpenDSS can be imported as an object in
any Python script, including the single- and three-phase
PV systems, inverter models, and smart inverter control
functions. For more information about the type of com-
ponents that OpenDSS can model, the reader can refer to
Subsubsection III-C1. The extracted admittance matrix
of the network models and the parameters of the assets
are used to define the OPF problem and initialize its vari-
able. The OPF solution can be validated by sending the
values of the controllable variables obtained by solving
the OPF by Open-DSOPF to OpenDSS. Accordingly,
OpenDSS solves the PF simulation using the received
parameters, and comparing the state variables’ values
ensures a match [330].
The PF equations are derived based on the current mis-
match method given in [169] for a 3-phase network
with no explicit modeling of the neutral cable. The
package considers equality constraints, such as cur-
rent mismatch (i.e., should equal zero) and the volt-
age at the slack bus (i.e., should equal the specified
value), and inequality constraints (i.e., network oper-
ational limits), such as voltage limit (i.e., the mag-
nitude of the steady-state voltage at every node has
to comply with the statutory voltage limits), line ther-
mal limits (i.e., the current flow at each phase of each
line cannot be in excess of the rated current) and
transformer rating limits (i.e., the total apparent PF
across every transformer cannot exceed its respective
rating). Besides, the controllable variables for DERs

(e.g., PV systems) are defined (i.e., PV active power
control (PcontrolPV ) and tan(cos−1(pf))) to control the
active power curtailment [330]. Open-DSOPF supports
two OPF solvers, Knitro and Ipopt. The user can select
the solver by typing the solver name in the function
‘‘optimizer=pyo.SolverFactory(’solver_name’)’’, which
can be found in the file name ‘‘MAIN_Unbalanced_
OPF_RUN.py’’ [378].

• PowerModelsDistribution
PowerModelsDistribution [380] is an open-source pack-
age developed by the Los Alamos National Labora-
tory’s Advanced Network Science Initiative (ANSI) and
other individual contributors, in 2018, as an exten-
sion to ‘‘PowerModels.jl’’ package [138]. PowerMod-
elsDistribution was first implemented to focus on
solving steady-state multi-conductor unbalanced distri-
bution network optimization problems, including bal-
anced and unbalanced PF and OPF problems [23].
Also, the package can handle other key problems, such
as the maximal load delivery problem [381]. There-
fore, PowerModelsDistribution is engineered to decou-
ple problem specifications, such as PF (e.g., ACP, ACR,
IVR, LinDist3Flow, NFA and DCP), OPF (e.g., ACP,
ACR, IVR, LinDist3Flow, NFA and DCP), continuous
load shed, minimum load delta (mld) (e.g., ACP, NFA
and LinDist3Flow), and OPF with on-load tap-changer
(OPF_OLTC) (e.g., ACP). This allows a large range of
power network formulations to be defined and compared
on common problem specifications [380]. The pack-
age includes non-convex non-linear forms (e.g., ACP,
ACR and IVR), convex relaxations (e.g., semidefinite
programming (SDP) BFM, second-order cone (SOC)
BFM relaxation and SOC BIM relaxation), and linear
approximations (e.g., LinDist3Flow, NFA and DCP) of
the unbalanced PF equations (for an overview about the
mentioned formulation, see [9].
PowerModelsDistribution is written in Julia and devel-
oped on top of JuMP (i.e., a mathematical programming
abstraction layer for optimization) [359]. This pack-
age supports OpenDSS ‘‘.dss’’ files as input to lever-
age OpenDSS existing mature data format to construct
network cases for validation and further development.
PowerModelsDistribution parser can ingest any valid
OpenDSS file into a serializable data structure for fur-
ther user processing. More details about the use of
OpenDSS format are located in the documentation of
PowerModelsDistribution [382]. The accuracy of the
mathematical formulations for modeling the distribu-
tion networks and for solving balanced and unbalanced
PF and OPF problems are validated by comparing the
numerical results on IEEE distribution test cases [383]
with that obtained byOpenDSS software [23]. The pack-
age is well documented, providing several examples, and
a helper function for beginners and developers [382].
PowerModelsDistribution represents the branch and
bus based on the multi-conductor π -section model,
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TABLE 6. Basic features and available equipment models in unbalanced OPF tools.

supporting full matrices for series and shunt elements,
by considering that the admittance shunts on either
side are not necessarily identical at 0-section. Accord-
ingly, the package offers a set of component mod-
els, such as a bus model (i.e., many terminals (4+)),
three-phase bus model (i.e., special case of the bus
model), pi-model branch model for line and cable
representation, transformer models (e.g., n-winding,
n-phase, lossy transformers, asymmetric, lossless, and
two-winding), switches, shunts, loads (e.g., power, cur-
rent, impedance, exponential and ZIP), generators, gen-
erator cost model, PV systems, PV system cost model,
wind turbine systems, storage, voltage sources, and
fuses [382]. Although the package canmodel single- and
three-phase PV systems, it does not support the smart
inverter control strategies to mitigate the voltage issues
in the distribution networks.
In PowerModelsDistribution, unbalanced OPF has well-
defined semantics for a sizeable group of formula-
tions (e.g., AC in polar coordinates, DC approximation,
or SOC relaxation). The results for AC formulations can
be obtained using Ipopt solver, whileMosek solver [348]
is used to solve the SDP and SOC formulations [23].
To solve the OPF problem, the variables for branch
and transformer flows, voltage, storage, and generators
are firstly initialized based on the specified formula-
tion. Secondly, the constraints (e.g., Ohm’s Law, power
balance, thermal limits, etc.) are employed. Finally,
an objective function is included in the OPF problem.

Details of every JuMP model alter based on the chosen
formulation [138].

2) SUMMARY AND COMPARISON
Open-DSOPF and PowerModelsDistribution are the only
tools which are able to perform unbalanced non-linear OPF
analysis. These two tools are open-access. However, some
commercial tools can handle linear OPF problems, such as
Digsilent PowerFactory [226] and electrical transient ana-
lyzer program (ETAP) [384].

Each of the reviewed tools has one or multiple solvers to
handle OPF problems. MATPOWER utilizes several solvers
and optimizers, such as MINOS solver, Ipopt solver, MIPS
solver, Knitro solver, GLPK, CLP solver andMP-Opt-Model.
PYPOWER utilizes another set of solvers, such as MINOS
solver, Ipopt solver, MIPS solver, and Knitro solver. More-
over, Open-DSOPF implements two solvers (i.e., Knitro and
Ipopt) from which the users select. Furthermore, PowerMod-
elsDistribution utilizes Ipopt solver for solving AC OPF for-
mulations, and Mosek solver to solve the SDP and SOC OPF
formulations.

Open-DSOPF and PowerModelsDistribution tools support
the modeling of single- and three-phase PV systems. In con-
trast, MATPOWER/PAYPOWER do not support modeling
the PV systems. Open-DSOPF implements distribution con-
trol strategies to manage the voltage levels and reactive PFs
in the distribution networks by coordinating the behaviour
of controllable devices (e.g., inverters) based on OpenDSS
software, such as volt-var, volt-watt, fixed power factor,
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combined mode (i.e., volt-var/volt-watt), and other advanced
level inverter control characteristics [245]. In contrast, Pow-
erModelsDistribution and MATPOWER/PAYPOWER tools
do not support the smart inverter control strategies. More
differences between the tools in terms of basic features and
a model library for the majority of power components are
summarized in Table 6.

Open-DSOPF and PowerModelsDistribution tools support
several explicit models for the distribution networks, and
they can solve unbalanced non-linear OPF problems. The
development of the meta-heuristic-based optimization algo-
rithms is still in progress to solve the OPF problems as
efficiently as the existing algorithms and faster using parallel
processing. In most cases, parallel processing is not a good
solution, especially for the algorithms that mainly require
iterative evaluation. In addition, meta-heuristic-based opti-
mization algorithms need hyper-parameter tuning to improve
their performance. However, development is still progressing
to overcome these issues by applying them to the exist-
ing OPF solvers. Accordingly, Niu et al. [385] reviewed the
applications of meta-heuristic-based optimization algorithms
for solving OPF problems in modern power systems. More-
over, the efficiency improvements in meta-heuristic-based
optimization algorithms for solving OPF problems are dis-
cussed in [386].

V. CONCLUSION
The increased growth of low-carbon technologies in the dis-
tribution networks is changing how the distribution network
is exploited in real terms. This highlights the importance
of the accuracy of modeling and analyzing the distribu-
tion systems to accommodate these technologies without
adversely impacting the power quality or reliability for nor-
mal operation of the distribution network. In addition, these
technologies can contribute to normalizing the operation of
the network and provide flexibility and control capabilities.
Accordingly, each feeder with its connected components
must be modeled as accurately as possible to exploit existing
infrastructure better to avoid any under- or over-estimation
for the level of reliability predicted in the distribution
networks.

As reviewed in this paper, a set of approximations and
modifications are widely used to model the components in
the distribution networks, which raise challenges in decision-
making and control. These challenges reduce the accuracy of
optimization problems. Therefore, in this paper the aim has
been to review the exact models and best practices to model
the LVDNs as accurately as possible and to conduct accurate
PF andOPF analysis with the available tools. Achieving accu-
rate models of the components in LVDNs requires gathering
real-time data and representing the physical first principles.
The crucial nature of modeling LVDNs components has been
stressed in this paper. Here, the analysis results are suspect
if there is no consideration of exact models that reflect the
unbalanced nature of a distribution feeder. The first step
to achieve accurate simulations and representations can be

started by modeling the LVDNs as a steady-state system,
including Kirchhoff’s laws and multi-conductor line models.
The lack of visibility of the LVDN data (in the suitable form)
is the primary concern for most of the DNSPs in Australia and
worldwide, which needs smart devices, with the appropriate
privacy considerations.

The distribution network modeling, optimization, and con-
trol with accurate mathematical representations and using
real-time data are not particularly suited for hand calcula-
tions but have been designed with simulation tools. In most
contexts, these models incorporate non-linear equations,
which introduces challenges from algorithmic solution stand-
points and for implementing them using the simulation tools.
Marked progress has been seen in developing high-quality
simulation tools that support the accurate LVDNs models and
(O)PF formulations useful in a variety of contexts. Some of
these tools use less accurate models so as to include more
detail elsewhere, such as longer data horizons or more minor
time-step data. Therefore, the trade-off is between accuracy
and computational time. However, it is challenging to actually
establish the effect of particular simplifications (e.g., neglect
of the phase unbalance). Armed with computer tools and
using the models and techniques reviewed in this paper,
finding solutions for contemporary problems and long-range
planning studies can be carried out as accurately as possible.
As reviewed in this paper, only two simulation tools can
handle the unbalanced non-linear OPF problems and provide
explicit models for the components in the LVDNs. These
tools are still under development to address power system
challenges.

Simultaneously, increasing the PV penetration levels in
LVDNs has introduced several technical issues, including
voltage violations, assets congestion, frequency, and harmon-
ics issues. These impacts can limit the integration of new
PV systems in LVDNs. Most DNSPs are more concerned
about the voltage and over-heating issues which are the major
factors that can limit the increase in PV penetration levels.
Accordingly, several solutions have been proposed in the lit-
erature to mitigate these issues, in order to allow the network
to accommodate more PV systems than the ‘‘business as
usual’’ scenario. These solutions are categorized as traditional
and non-traditional solutions. Some of these require extra
investments, such as upgrading or replacing existing network
assets (e.g., conductors and transformers), replacing the off-
load tap changers with on-load tap changers, and installing
storage batteries.

At the same time, other solutions require smart meter data
and management of the asset congestion by installing smart
controllers, such as adjustment of the on-load tap changer in
zone-substation transformers, setting up on-load tap changer-
fitted LV transformers with adaptive control, and a dynamic
voltage target at the zone-substation on-load tap changer.
However, the smart inverters control solution does not need
any extra investments, which can make it the most cost-
effective one. The most used smart inverters controls are
the volt-watt and volt-var techniques. These techniques can
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mitigate voltage issues and enable high PV penetration levels.
Yet they have some limitations. Using only the volt-watt
technique increases the active power curtailment. By just
using the volt-var technique, this increases the current flows
in the network assets and causes a poor power factor issue.
A combination of both techniques still leads to the residual
outcome of a poor power factor issue. The poor power factor
issue can be solved by installing power factor correction units,
which need extra investment from DNSPs. Therefore, a new
control technique is needed to overcome these limitations
without any extra investment.

With this in mind, a non-exhaustive overview of open
questions and future research opportunities which arise from
the investigations in this paper are as follows:
• Extend the unbalanced three-phase network models in
LV networks in terms of experimentation with optimal
control. It is noted that the progress that has been made
in LV networks is less than that done in MV networks.
The components modeling equations and PF represen-
tations have already been extended to consider unbal-
anced three-phase network models. In real applications,
the networks can be 4-wire. This requiresmore advanced
technologies (e.g., smart meters) to gather real-time
data to model the networks accurately, which introduces
more challenges and needs extra privacy considerations
and regulations.

• Develop accurate forecasting methods to represent the
actual load data in LVDNs at the substation and house-
hold levels.The load data has time-varying character-
istics, which increases the complexity and uncertainty
of the LVDNs. Accurate characterization of the load
data is useful for power system operations, planning,
and controlling the inverters efficiently. Therefore, more
investigations are required to develop accurate forecast-
ingmethods to avoid under- or over-estimation of the PV
penetration levels that the network can accommodate.
This can increase the data available at the substation and
household levels.

• Develop accurate PV system models to reflect its actual
behaviour with the availability of fewer data incorpo-
rating unbalanced network physics.Further investiga-
tion is required using the available tools or others to
develop a more accurate PV system’s model, which can
reflect the actual behaviour of the systems, including
the uncertainty. The main idea is to implement these
models to be as accurately as possible with fewer data
and information requirements.

• Develop inverter control strategy that can overcome
the limitations of the existing smart inverter solutions
(e.g., volt-watt and volt-var techniques) to enable high
PV penetration levels. Further investigation is required
to develop an inverter operating mode that can enable
high PV penetration with lower active power curtailment
and a reduction in the current flow in the network assets
to keep the voltage levels and power factor within pre-
defined limits without any extra investment.

• Develop centralized optimization algorithms with keep-
ing distribution optimization algorithms as a backup
considering the unbalanced network physics. Central-
ized optimization algorithms show an outstanding per-
formance in coordinating the controllable devices in
the LVDNs (e.g., inverters). However, maintaining the
privacy, security and reliability of these algorithms is
considered challenging. Therefore, distribution opti-
mization algorithms need more extension to back up
the centralized algorithms to reduce or eliminate opera-
tional challenges in future power systems by sharing the
computational tasks and communication burdens while
maintaining privacy.

• Consider different coordinates of the optimization algo-
rithms at the various levels of the grid. Expressing the
PF variables in different coordinate systems at vari-
ous grid levels (e.g., between MV and LV levels) may
result in PF representations with differing character-
istics. PF equations can be formulated in many coor-
dinate systems (e.g., SOCP relaxations, quadratically
constrained quadratics, etc.), yielding representations
with desirable properties. Therefore, further study of
alternative coordinate systems is deserving of effort.

• Investigate the ability of machine and deep learning
techniques to support voltage levels in LVDNs.Machine
and deep learning techniques show high performance
in forecasting the characteristics of PV generation and
load profiles. Therefore, these techniques can be imple-
mented to coordinate controllable devices in LVDNs to
mitigate voltage issues at high PV penetration. Accord-
ingly, further studies are needed to investigate the capa-
bility of these techniques and theminimum required data
to coordinate controllable devices in order to enable high
PV penetration levels.

• Explore the limitations of local solution algorithms
and various PF representations to overcome them by
developing global optimization approaches. The PF
representations reviewed in this paper have synergistic
capabilities with local solution algorithms when applied
for distribution network models. Further development of
these algorithms and other such synergies is essential for
future research as some local solvers can use the solu-
tions to the PF representations considered in this paper
to speed up computations and encourage convergence to
a better solution.

• Extend the use of unbalanced PF representations to
cover more power system applications. PF equations
are the core of many power system optimization and
control problems. In this paper, the PF representa-
tions are focused on OPF problems. Further research
is required to extend PF representation to cover other
applications, such as multi-objective problems, online
(real-time) OPF, multi-period optimization with storage,
stochastic optimization, state estimation, unit commit-
ment, infrastructure planning, electricity pricing, trans-
mission switching, distribution network reconfiguration,
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system restoration, voltage stability margins, voltage
constraint satisfaction, and contingency analysis.

• Exploit alternatives to the existing convex optimization
tools. Several convex programming algorithms (e.g., LP,
SOCP, and SDP formulations) are widely applied to
various problems in power systems. Other convex
programming tools (e.g., geometric programming) and
linearization of the PF equations (e.g., iterative lineariza-
tion as a solutionmethod) have not yet foundwidespread
applications in power systems and need future research.

• Investigate the capability of meta-heuristic-based opti-
mization methods to solve unbalanced (O)PF prob-
lems. In this paper, meta-heuristic-based optimization
methods to solve unbalanced (O)PF problems have
not been considered. Therefore, further investigation is
required to evaluate the effectiveness of meta-heuristic-
based optimization methods to solve unbalanced (O)PF
problems.

• Develop a set of test cases and benchmark datasets,
and study challenging test cases. The lack of benchmark
datasets and case studies that have gaps and chal-
lenges significantly slows the development and valida-
tion of the models and tools. The datasets for 3 and
4-wire MV and LV distribution networks are urgently
needed. Here, the existing PF representations show
promise for specific test cases, benchmark datasets,
and applications (e.g., OPF problems for many of the
IEEE test cases); however, there are a set of chal-
lenging problems deserving of further investigation
(e.g., multi-period, to compare the optimality and fea-
sibility of different optimization engines). Accordingly,
PGLib [387] archives several gaps for various OPF test
cases and applications [388], which are the topic of
ongoing research. In addition, more investigation should
be carried out about the feasible spaces of OPF problems
and their relaxations to characterize both challenging
and straightforward cases.

• Investigate the current and future cybersecurity risks
of using centralized control strategies. The centralized
control strategy may require an increase in the reliance
on data sharing to enable LV management in an appli-
cation such as DOEs. Thus, further investigations are
needed to overview the cybersecurity risks in substations
and PV systems communications in order to propose
protection and planning tools to safeguard assets, cus-
tomers, and DNSPs.
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