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The present spreading out of the Internet of Things (IoT) originated the realization of millions of IoT devices connected to the
Internet. With the increase of allied devices, the gigantic multimedia big data (MMBD) vision is also gaining eminence and has
been broadly acknowledged. MMBD management offers computation, exploration, storage, and control to resolve the QoS
issues for multimedia data communications. However, it becomes challenging for multimedia systems to tackle the diverse
multimedia-enabled IoT settings including healthcare, traffic videos, automation, society parking images, and surveillance that
produce a massive amount of big multimedia data to be processed and analyzed efficiently. There are several challenges in the
existing structural design of the IoT-enabled data management systems to handle MMBD including high-volume storage and
processing of data, data heterogeneity due to various multimedia sources, and intelligent decision-making. In this article, an
architecture is proposed to process and store MMBD efficiently in an IoT-enabled environment. The proposed architecture is a
layered architecture integrated with a parallel and distributed module to accomplish big data analytics for multimedia data. A
preprocessing module is also integrated with the proposed architecture to prepare the MMBD and speed up the processing
mechanism. The proposed system is realized and experimentally tested using real-time multimedia big data sets from athentic
sources that discloses the effectiveness of the proposed architecture.

1. Introduction

Internet of Things (IoT) is one of the latest concepts in the
current age. The future of this globe is IoT which will be
going to alter today’s world objects into intelligent and smart
objects [1]. The term IoT was introduced in the late 1990s,
yet any other components like semiconductors and wireless
networks exist for quite a long time [2]. The Internet of
Things is comprised of hardware and software tools. The
hardware consists of the associated devices with sensors hav-

ing a network among them, and a software component com-
prises data storage and analytics programs that help in
presenting information for users. The IoT involves commu-
nication between different objects in an intelligent fashion.
The IoT comprises a network of sensors connected with var-
ious devices, which gives information that can be evaluated
to initiate different actions. IoT is mainly used to define
smart devices equipped for sending data back remotely to
a specific application or a computer server to provide some
assistance in making people make smarter decisions. IoT
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keeps monitoring machines and sensors, even when they are
placed in immensely remote locations or places with
extremely tough climate conditions [3]. The latest advance-
ment in technologies, computing powers, storage sizes, and
energy sources provides better ingredients for the IoT world
[4]. IoT is aimed at connecting the physical structure, the IT
requirements, the business, and the social requirements to
influence the mutual intelligence of the city [5]. With the
growth of IoT data growing at a frightening hop, the
impending of 10T is also dignified [6].

The multimedia big data (MMBD) vision is also gaining
prominence with the increase of IoT. The IoT devices gener-
ate gigantic multimedia data. The massive data is termed big
data that plays a great part in the information management
of intelligent applications. The multimedia data refers to the
various media types including videos and animations along
with text and audio. Multimedia communications change
the lifestyle of people, thus changing the way we use devices
present in a technological environment. Multimedia data
communications have been evolved naturally, and it will be
mixed between user experience and the adoption of the user
by technology which unites to take advantage of living in a
smart environment and government and corporate putting
employs mechanisms to make multimedia communications
in living easier and more livable [7]. Multimedia communi-
cations involve big data when there are more vital problems.
Traditional data analytics of multimedia data face a lot of
bottlenecks to process the heterogeneous data of the IoT
environment. Therefore, the incorporation of IoT with big
data plays a vital part in the direction of multimedia data
computation. The multimedia big data management in the
IoT setting is serving to solve the challenges associated with
people and society including lighting automation, control-
ling traffic, and automation of building.

Big data management systems provide computing, anal-
ysis, storage, and control to resolve the issues of sustainabil-
ity. Multimedia data generated in the IoT environment is the
big data. The interactions among all the components
involved in the IoT setting create a new type of big data col-
lection of various types of applications and services. The IoT
is regarded as the fourth basic need for human beings in the
near future. Everything surrounding human being gets con-
nected to the network every second. The IoT paradigm
allowed us to connect through these different types of IoT
devices in multiple ways that generate different types of data.
Big data analytics is combined with IoT application develop-
ment to truthful processing and computation of the gener-
ated multimedia data. Parallel and distributed processing
platforms are used for processing big data followed by intel-
ligent decision-making. Big data analytics of multimedia
data has released a sphere of possibilities and opportunities
in the industry including retail, energy, healthcare, transpor-
tation financial services, and manufacturing. In addition,
some researches have been carried out to understand the
conviction of community that covers health management,
waste management, water controlling, traffic controlling,
parking management, and so forth [8]. The MMBD has fas-
cinated attention by providing an image of the worldwide
infrastructure of multimedia communication.
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Consequently, processing the immense data has turned
out to be a need for smart community development. How-
ever, there are challenges featured by big data and IoT that
are interoperability issues, heterogeneity problems, data val-
uing challenges, data format issues, normalization of data,
incompleteness data, data filtration, scaling the data, etc.
[9, 10]. A scalable infrastructure will be required to handle
the massive influx of devices for multimedia communica-
tions. This article proposes a generic parallel and distributed
framework to process the huge data efficiently and overcome
the processing issue. The proposed scheme is a layered
framework with a parallel and distributed module using
big data analytics. A preprocessing module is also integrated
with the proposed architecture to speed up the processing
mechanism in the IoT-enabled environment. Specific data-
sets are utilized to realize the proposed multimedia big data
management architecture to optimize the processing
method of data.

2. Literature Review

The multimedia big data generation is growing rapidly day
by day as industries and societies move towards the IoT
applications that generate various types of data. This
increase demands an efficient computational and analytics
of multimedia data. An efficient architecture for MMBD
management is a key pillar for the quality of IoT-enabled
multimedia systems. It is bound to enhance the services
including healthcare, traffic, parking, smart home, and sur-
veillance. ToT-enabled multimedia information deals with
sensor technologies that generate different types of multime-
dia data. In the most recent decade, academia and
researchers both have extensively studied the IoT-enabled
systems [11, 12]. Therefore, the concept is considerably
raised in the entire world for linking various diverse devices,
objects, or “things” with the Internet. The IoT-based appli-
cations generated MMBD that require to be computed to
have resourceful decision management. As relocation to
built-up endures better occupation chances, a more efficient
system is required in handling challenges in the major areas.

A massive data is created by sensors and other digital
devices resulting in big data. Traditional databases are inef-
fective for storing, processing, and evaluating purposes; that
is why big data terminology has been introduced in the IT
field [13]. The traditional approaches lack efficient cluster
management and processing. Numerous sensor data are
processed in a household and office environment that col-
lects run-time data in an appropriate and inappropriate for-
mat [14]. The collected data was not preprocessed properly
to remove the anomalies and aggregate in a uniform format.
Many organizations use different analytical techniques, i.e.,
genetic algorithms, neural networks, and sentiment analysis,
to learn the behavior of different types of data that helps in
process discovery and analysis [15]. Big data brings alto-
gether not only a large data volume but several data types
that never would have been considered together previously.

The impression of objects connected through the inter-
net is expanded with the implausible expansion of multime-
dia information that brought up IoT as an important gesture
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[16]. Furthermore, the IoT environment allows both a static
and mobile object to link to any object anywhere and any-
time, which eventually produces any type of data [17].
Hence, the vital objective of such environments is to build
up a model that could be used for the processing of hetero-
geneous information. The “things” are linked with the web
employing various technologies such as ZigBee and Blue-
tooth that is another factor of having the distributed, hetero-
geneous, and diverse multimedia data. Although offline
processing can assist in designing the MMBD processing
framework, it lacks real-time decision-making. The hurried
expansion of automation takes away the concentration of
scientists in the way of effective designs. The customary pro-
cessing design could present advantages to the researchers
and industry.

The majority of investigative research depends on the
new technologies of multimedia, and now, the societies are
completely dependent on these technologies [18, 19]. To
design a generic and efficient smart community schema, it
is essential to vigilantly examine the big data collected from
the community [20]. Several methods are designed to ana-
lyze the data based on the Hadoop processing mechanism
for the betterment of the societies. For instance, the CiDAP
(City Data and Analytics Platform) architecture is proposed
that is used for data processing [21]. This architecture con-
sists of an IoT broker and IoT agent that achieve higher
throughput. Similarly, various other proposals are proposed
to tackle this issue [22, 23]. These proposals help in different
perspectives and provide methods to process data; however,
they are not explicitly accessible for further use of research
and lack an efficient processing mechanism. MMBD is very
significant to regulate technology relevant to IoT because
the IoT is a new-fangled technology that generates big data
with a variety of formats [24]. Rapidly, this technology has
been taken up by several groups, organizations, associations,
and firms for better expansion of IT. There are a couple of
IoT-based architectures that have been designed based on
big data analytics [25, 26].

Unluckily, no model portrays a general configuration
that could be utilized by all and sundry. In the same way,
an inclusive architecture is required to grip data of diverse
things and compute accordingly. The literature renders
some notable challenges that require to be considered, that
is, proper collection of the data from various IoT devices,
noise removal, data analytics, and decision-making in the
smart community development. To improve the storage
and processing issues of MMBD generated in the IoT-
enabled environment, we propose a specific architecture that
overcomes the challenges faced in the IoT-enabled infra-
structure. The proposed architecture is based on distributed
and parallel processing that would be performing efficient
processing using a multimedia big data analytics
mechanism.

3. Proposed Framework

The proposed parallel and distributed architecture are con-
nected with multimedia big data sources. The data sources
comprised of multimedia big data such as weather, water,

traffic, health, and parking. The workflow of the proposed
parallel and the distributed scheme is provided in Figure 1.
Data gathering is done by the respective units collected from
various devices. To devise effective parallel and distributed
architecture, the data must be sensibly scrutinized before
computation. The data is generated by different devices such
as environmental monitoring sensors, security monitoring
sensors, power monitoring sensors, facility monitoring sen-
sors, traffic, and transportation monitoring sensors. The data
is properly collected by the various departments such as the
smart health monitoring department, water management
department, traffic controlling authorities, and weather
monitoring department. This process is known as edge cach-
ing. The predefined data is given to the proposed parallel
and distributed architecture to process using proposed mod-
ules. This overall data collection is a part of a distributed sys-
tem known as caching. It involves the overall data
management including the aggregation, collection, and stor-
age for the diverse multimedia data.

The data is also preprocessed before injecting into the
proposed scheme to remove noise and make uniform format
and anomalies for speeding up the processing activities.
Afterward, the data is divided into different chunks for par-
allel processing. The distributed storage mechanism is also
taken into consideration to assist the parallel processing.
The preferred technique for storage is the Hadoop distrib-
uted file system (HDFS). The map-reduce parallel process-
ing paradigm for big data processing is preferred that
requires distributed storage. Hence, we preferred the HDFS
storage technique. Premediated algorithms (e.g., capacity
algorithms, DP algorithms) are applied for data processing
in the cluster. The processed data are sent for the decision-
making to the corresponding services providers, which are
finally provided to the users. Afterward, the Hadoop pro-
cessing unit is used to process the data which is stored in
the distributed storage. Lastly, the analyzed data is operated
for multimediasystem planning. The data is collected from
the smart community multimedia systems, and the decisions
are sent back to the same systems.

The proposed architecture is connected with several
multimedia sources that are smart home, smart water man-
agement system, electricity management system, smart envi-
ronment, smart surveillance system, and so forth. The
objective is to realize a scheme to perform efficient process-
ing of multimedia big data. The multimedia systems are the
data sources for the proposed system and a mediator
between system and user. Architecturally, the anticipated
solution consists of 3 modules which are data management,
processing, and service management that are shown in
Figure 2.

3.1. Multimedia Big Data (MMBD) Management. The
MMBD management module involves the overall data orga-
nization including big data aggregation, acquisition and col-
lection, and big data storage. The data is distributed across
various devices for computation to get the load from the
central server or cloud. Intelligent applications are sup-
ported by acquiring data via the Internet from various
devices. Various devices including sensors, cameras, and
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FIGURE 1: Workflow of the proposed framework.

object-mounted devices record the information of the envi-
ronment in the different domains. This MMBD is later uti-
lized for analysis to getinsights and produce intelligent
decisions. This layer is responsible for MMBD collection-
from various sources that are used to manage the multime-
dia systems and services. A practical community does not
only hold a huge quantity of data but also includes versatile
and wide-ranging processing areas. The multimedia systems
implementation is dependent on all types of big data pro-
cessing with heterogeneous environment. Data collection is
used to transform signals that are assessed in practical cir-
cumstances and convert outcomes to the digital form for
processing. The MMBD collection is done by a special sys-
tem that pull out the data using various environmental
objects to collect real-time MMBD. The data collection layer
further includes the data aggregation, where the data are
grouped based on the identification of the connected devices.
This aggregation is applied because the data is gigantic and
need to be grouped for efficient processing.

3.2. Multimedia Big Data (MMBD) Processing. The multime-
dia big data processing involves the distribution of MMBD
into various splits for the parallel processing using multiple
nodes in the cluster. The storage and processing of the
MMBD are done using the Apache Spark distributed and
parallel big data analytics platform. The process of computa-
tion from the distributed environment is based on the spe-
cific algorithms available in the distributed environment.
On the other hand, cluster management is the particular
activity in the system architecture. We utilized the specific
utility called Yet Another Resource Negotiator (YARN) for
cluster management. This layer is the central processing unit
and is accountable for processing including training and
inferencing. Initially, raw multimedia data that may include
the irrational data combination, missing values, and values
beyond the range are managed before processing the data.
If the data is not inspected for such problems, there could
be misleading results during decision-making. Therefore,
the conversion is also performed to scale the data to a
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particular specified scale. Subsequently, data is taken by a
parallel and distributed processing unit that is the backbone
of the proposed architecture.

The parallel and distributed processing unit processes
huge data distributed and parallel form. It uses MapReduce
programming that carries work in mapping and reducing
processes. The storage obligation is supported using the dis-
tributed filing system. The proposed architecture is based on
a parallel and distributed computing paradigm that is uti-
lized for processing and computation. An optimized map-
reduce model is introduced to implement the MMBD ana-
lytics. The proposed optimized model processes huge data-
sets in parallel. It executes the analytics processes in a
distributed manner with high availability. The proposed
architecture also overcomes the machine failures, machine’s
performance issues,and effective communications. The job
distribution in the computing cluster is performedusing the
YRAN cluster management framework. The YARN model
is equipped with dynamic programming for job distribution
and resources management in the cluster. The earlier ver-
sions of the parallel and distributed platforms (e.g., tradi-
tional Hadoop) utilized MapReduce for both processing
and cluster management, which created the communication
overhead and decreases the performance. On the other hand,
the Yet Another Resource Negotiator (YARN) is favored as
it performs cluster management separately. A detailed expla-
nation is provided in the revised manuscript.

In the context of YARN-based cluster management, the
job is a YARN application. The Application Master imple-
mentation in the YARN-based solution is provided by
MRAppMaster. There could be many tasks in the phase of
mapping or reducing stage for every split of MMBD. In
addition, the map and reduce phases can be interleaved;
therefore, the reduce phase may start before the end of the
map phase. When an application is submitted to YARN con-
sidering the edge information, some additional information
is given to YARN infrastructure particularly a configuration,
a JAR file, and input/output information. The configuration
might be limited as some parameters might not be specified
in that case; for job execution, the default values are utilized.
If the data file size is too large (larger than the block size of
HDEFS (256 MB in proposed architecture), then there would
be two or more two map splits related to the same input file.
For stream processing, running map-reduce is not a good
idea. Additional utilities (e.g., Apache Spark) can be added
with optimized MapReduce to process the data in memory
(RAM) rather than put it on a disk, etc.

The predefined method called getSplits() of the prede-
fined class called FileInputFormat is customized with infor-
mation for implementing map-reduce jobs using dynamic
programming algorithms. The MRAppMaster requests for
containers to the resource manager required executing the
job. After the setup of the system, for every <k, v> tuple
enclosed in a split of the map, the map () method is called.
Therefore, map () accepts a specific key, a specific value,
and a specific mapper context. We utilized the parallel and
distributed platform. We preferred the use of the capacity
scheduling algorithm for parallel processing. Similarly, the
DP (dynamic programming) is utilized for recursion as the
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huge data is divided into chunks repeatedly for parallel pro-
cessing. The DP is one of the best algorithms for resolving a
problem by recursively breaking it down into simpler sub-
problems and producing the optimal solution. The Apache
loader is the utility that loads the Apache Hadoop files and
libraries for map-reduce and other operations.

The output of the optimized mapper is stored to a partic-
ular buffer using the context. When the overall optimized-
map split has been processed and executed, the clean
method is called by a run. There is no action performed by
default but the user might decide to override it. MapReduce
is the batch-processing mechanism. The concept behind
MapReduce is that data of a particular edge is first grouped
into small portions. After that, these edge-map splits or por-
tions are processed in a distributed manner to create desired
results. MapReduce is the extension of the traditional
MapReduce model which is easy and generally useful for
various diverse applications such as bioinformatics, web
mining, and machine learning technologies. On the other
hand, stream processing is meant for processing and execut-
ing the data record-wise as the data is pulled in and updated
incrementally. The result is reorganized with each new
record of the data. Stream processing queries run continu-
ously and are never ending.

3.3. Service Management. This layer exists on top of the pro-
posed architecture and is responsible for making decisions
and communicating the corresponding decision to the cor-
responding departments of the smart community. It is the
end-user or application layer. The intelligent decisions and
results are sent to the management centers. Afterward, the
events are classified and the corresponding users are
informed accordingly. First of all, the sophisticated actions
are kept at community development departmental glassy
and then dispatched to the users. The application interfaces
are responsible for the subservice selection and the classifica-
tion of the events. Moreover, the decision-making process is
carried out using a properly maintained rule engine, where
several rules based on particular thresholds are defined.
IoT-enabled MMBD applications could be education that
involves people in dynamic learning environments to adjust
to the rapid changes of society, traffic lights that improve the
transportation systems and overall traffic patterns, smart
grid that improves the productivity and supply of electric
power, healthcare that monitors and analyzes health issues
daily or on-demand basis, smart energy that helps in man-
agement related to the providing the intensity of power with
the definite claim of the citizens, and smart environment
that provides weather info to improve the country’s agricul-
ture and other possible harmful circumstances.

4. Results and Discussion

We utilized the open-source platform Apache Hadoop ver-
sion 3.0 (parallel and distributed platform) for the validation
of the proposed framework. Additionally, Apache Spark is
configured with the Hadoop version 3.0 for real-time stream
processing and computation. The discussion about the
results is provided in this section. Results are produced by
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utilizing various authentic multimedia big data sets to assess
the proposed MMBD framework using parallel and distrib-
uted paradigms and premeditated algorithms. The pre-
processing machanism is carried out vefore the core process-
ing to remove the anomlies and noise from multimedia big
data sets. Thus, notable efficiency is achieved in the process-
ing time and throughput. The proposed architecture is
implemented using Hadoop and Apache Spark parallel and
distributed framework along with optimized premediated
algorithms. The datasets include transportation and vehicu-
lar data, pollution data, and water data [27-29]. These data-
sets are preferred due to the utilization of this dataset in the
literature. We deliberately executed almost the similar kind
of queries for the processing time and throughput compari-
son of the proposed IoT-enabled MMBD system using opti-
mized map-reduce and YARN for parallel and didtributed
processing.

The utilization of the water is assessed to accomplish
sustainable management and control of the water consump-
tion in the region. The unpredictable depletion of water can
be a catastrophe for society. The dataset used in the pro-
posed research includes the data of the city of Surrey, Can-
ada. The data is collected for various sources that contain
the intake of water by houses. The information is processed
using our suggested processes. The outcomes are revealed in
Figure 3. It demonstrates the families spent water more than
83500 liters a month. The well-defined threshold is 83500
according to the defined rule. The water consumption higher
than the threshold or TLV is specifically emphasized that
could cause scary circumstances for the consultants. It is
perceived that almost 55% of the users utilized more water
than the TLV. The users above TLV limit usages have uti-
lized water between 115000 and 120500 liters that is pretty
frightening. Current production approaches can be utilized
by the industry to govern the challenges of the users.

Furthermore, the traffic dataset is also experimentally
tested with the proposed optimized MMBD architecture.
The average speed is exposed in Figure 4. The average speed
is observed in the pretty similar complete day, excluding
from 12:50 to 17:50 for a few automobiles.

Similarly, the pollution dataset is also experimentally
tested with the proposed optimized MMBD framework
using customized map-reduce and YARN for parallel and
distributed processing. The dataset of the pollution is thor-
oughly investigated. The pollution of a specific day is also
shown in Figure 5.

The selection criteria of the parameters for the analysis
of the results were the parameters of the base papers. We
preferred the same set of queries utilized by base papers.
We also preferred the same datasets for comparison. More-
over, a similar configuration (storage, CPU, cluster, and
nodes) is preferred for comparison. Equally, a comparison
to related architectures is also provided concerning system
processing time in Figure 6. The proposed architecture pro-
cessing time is better than the existing solutions provided in
the literature for smart city planning. The performance
improvement is due to the customization in the YARN clus-
ter management and utilizing MapReduce. The YARN and
MapReduce are the extensions of the traditional YARN
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and MapReduce for edge computing. The results show that
the proposed architecture is better than existing architec-
tures in the context of processing time.

Finally, a comparison to related architectures is also pro-
vided about throughput in Figure 7. The proposed architec-
ture throughput is much better than the existing solutions
provided in the literature for planning due to the customiza-
tion of the traditional distributed framework. Figure 8 high-
lights the effectiveness of optimized YARN. The throughput
increases due to the decrease in the processing time. The
processing time decreases because the parallel processing
platform is optimized with different block sizes, replica
numbers, and the use of the configured utility.

5. Conclusion

This paper proposes a generic scheme to process data in the
parallel and distributed mechanism to overcome the pro-
cessing issues. Parallel processing is utilized to perform big
data processing. This research intends the explicit apprehen-
sion of multimedia communication to make possible effi-
cient data processing and decision-making. Multimedia
systems provide computing, storage, and analysis, to solve
the challenges. However, it becomes challenging to tackle
with the diverse IoT settings. The proposed architecture is
a layered framework with a parallel and distributed architec-
ture using big multimedia data analytics. A preprocessing
module is also integrated with the proposed architecture to
speed up the processing mechanism of big data produced
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by IoT devices in the IoT-enabled environment. Specific
datasets are utilized to realize the proposed architecture to
optimize the processing of data. The proposed system is real-
ized using real-time datasets from various sources. The pro-
posed architecture is experimentally tested with authentic
datasets that reveal the effectiveness of the proposed
architecture.
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