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Abstract—The high nonlinearities of switched reluctance motor 

(SRM) caused by its double salient structure limit its industrial 

application in electric vehicles (EVs). In this paper, an algorithm 

called maximum-correntropy-criterion-based least squares 

support vector regression (MCC-LSSVR) is applied to the 

nonlinear modeling of a segmented-rotor switched reluctance 

motor (SSRM). First, the mathematic model of the SSRM is 

established. Finite element analysis (FEA) is carried out to obtain 

the static flux linkage and torque. Then, the intelligent algorithm 

MCC-LSSVR using an adaptive weight to avoid the interference 

of outliers is introduced. It is verified and applied to SSRM 

modeling. The results show that the MCC-LSSVR exhibits a better 

performance than other intelligent algorithms. Finally, simulation 

and experimental validation under various modes are given to 

verify the accuracy and effectiveness of the MCC-LSSVR model. 

It is shown that the simulation and experimental results are in 

good agreement. 

 
Index Terms—Switched reluctance motor, nonlinear modeling, 

support vector regression, torque modeling, maximum 

correntropy criterion (MCC). 

 

I. INTRODUCTION 

UE to the increasing environmental pollution, electric 

vehicles (EVs) and hybrid electric vehicle (HEVs) are 

attractive substitutes to the traditional internal combustion 

engine vehicles [1,2]. In the motor drive systems, one of the 

main requirements is torque control [3,4]. Among numeral 

drive motors, permanent magnet synchronous motor [5-11] and 

switched reluctance motor (SRM) [12-14] are mainstream 

choices. The SRM shows its advantage and huge potential in 

the auto industry due to its simple and robust structure, low cost, 

high fault tolerance, high torque density and high efficiency in 

a wide range of speed [15-17]. However, its inherent double 

salient structure contributes to high nonlinearities both in its 

magnetic and torque characteristics [18,19]. Therefore, it is 

 
 This work was supported by the National Natural Science Foundation of 

China under Projects 51875261 and 51875255, the National Key Research and 
Development Program of China under Project 2017YFB0102603, the Natural 

Science Foundation of Jiangsu Province of China under Projects BK20180046, 

BK20170071, and BK20180100, the “Qinglan project” of Jiangsu Province, the 
Key Project of Natural Science Foundation of Jiangsu Higher Education 

Institutions under Project 17KJA460005, the Six Categories Talent Peak of 

Jiangsu Province under Projects 2015-XNYQC-003, and 2018-TD-GDZB-022, 
and Key Project for the Development of Strategic Emerging Industries of 

very difficult to derive its comprehensive mathematical model 

[20-22], and then it is harmful to provide the torque required by 

the vehicle accurately and quickly. Thereby, nonlinear 

modeling is demanded for accurate and fast calculation. 

Researches on nonlinear modeling of SRM have mainly be 

concentrated in four techniques: 1) Experimental measurement 

techniques in which the value of inductance was measured 

directly [23]. This method has high accuracy since the data are 

measured under a dynamic environment, but the exclusive 

measuring equipment and tedious measuring process make it 

inconvenient. 2) Analytical modeling in which the numerical 

methods and finite element analysis (FEA) are not required, and 

it only requires the design parameters and the material 

properties [24]. Furthermore, the analytical modeling based on 

magnetic equivalent circuit [25], [26], and geometrical analysis 

[27] was also studied. 3) Finite element method, which has been 

used widely thanks to its accuracy. However, its computation 

time may be very long [28]. 4) Intelligent method. 

The intelligent method is a popular approach in the field of 

nonlinear modeling owing to the emergence of numerous 

advanced intelligent algorithms. In [29,30], an adaptive neural 

fuzzy inference system and radial basis function network-based 

adaptive fuzzy system (RBFN-AFS) were utilized for modeling 

a 6/4 SRM respectively. The data were obtained from 

measurement. However, the fuzzy neural network usually 

acquires a local solution. In order to overcome this drawback, 

support vector machine (SVM) was used to obtain the entire 

flux linkage characteristics by training with the measured few 

samples in [31]. However, the computation time is long due to 

its quadratic programming. In [32], sparse least squares support 

vector machines (LSSVMs) were utilized to achieve nonlinear 

modeling for a precise motion of a planar SRM. Besides that, 

numerous researches were conducted to optimize the 

hyperparameters of LSSVM to improve the accuracy of the 

regression model, such as genetic algorithm (GA), particle 

swarm optimization (PSO), artificial bee colony (ABC) 
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algorithm and differential evolution algorithm (DEA) [33–36]. 

Although those LSSVM algorithms were accurate and efficient, 

a potential drawback is that the solution may severely deviate 

from inlier samples if outliers exist, where inlier samples are 

the samples which are near the most normal samples and 

outliers are the samples which are markedly far away from the 

rest of sample. To reduce the interference of outliers, an 

adaptive weighted version of LSSVR is needed. The outliers 

which have large errors will be assigned smaller weights to 

reduce their interference. A recursive robust least squares 

support vector regression was proposed in [37]. Its 

hyperparameters are optimized by PSO. Its regression 

performance has been validated and compared with other 

intelligent algorithms. However, indeed, PSO has been proved 

to be poor in handling discrete optimization problems, and it is 

easy to acquire local optimum [38]. To solve this drawback, 

grey wolf optimization (GWO) algorithm, a new member of 

meta-heuristic algorithms proposed by Mirjalili in 2014 [39], 

can be used to optimize the hyperparameters. The philosophy 

of this optimization algorithm is inspired by the social behavior 

of grey wolves when they attack a prey. This algorithm moves 

the wolf group toward prey by updating the location vector, 

which is an average of the best locations of the group. It 

presents several advantages in terms of low computing 

complexity, high solution accuracy, convergence independence 

of initial conditions and ability to deal with local minima. 

In this paper, the torque modeling of an SSRM using MCC-

LSSVR is proposed. The comparisons are made with other 

intelligent methods. Then, simulation and experiment are 

conducted to validate the accuracy of the proposed model. The 

main contributions of this paper can be summarized in the 

following. 

1) To reduce the interference of outlier, an adaptive weight 

LSSVR called MCC-LSSVR is utilized for the nonlinear 

model.  

2) GWO is utilized to optimize the hyperparameters of MCC-

LSSVR and then improve the computation efficiency. 

3) Establish accurate and fast calculated flux linkage and 

torque models based on MCC-LSSVR and apply them into the 

steady-state operation, transient startup mode and varied load 

mode for effectiveness validation. 

The remainder of this paper is organized as follows. 

Characteristics and mathematic model of SSRM are presented 

in Section II. Section III introduces the MCC-LSSVR. In 

Section IV, the MCC-LSSVR will be adapted for SSRM 

modeling. Simulation and experimental validations are 

presented in Section V, followed by conclusions. 

II.CHARACTERISTICS AND MATHEMATICAL MODEL OF SSRM 

A. Mathematic topology of SSRM 

Fig. 1 shows the machine topology of the proposed four-

phase SSRM with 16/10 stator/rotor poles. As shown, the 

SSRM has 16 stator poles which include 8 excited poles and 8 

auxiliary poles. The width of the excited pole is twice that of 

the auxiliary pole. The excited poles are wound by windings, 

while the auxiliary poles are only functioned as magnetic circuit 

without any windings. The rotor consists of ten separated 

segmented rotors which are evenly embedded in the 

nonmagnetic isolator. The basic operating principle and 

structural parameter optimization of the SSRM have been 

introduced in work [40]. The key parameters and dimensions of 

the SSRM are listed in Table I. 
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Fig. 1.  Machine topology of the 16/10 SSRM. 

 
TABLE I 

KEY PARAMETERS AND DIMENSIONS OF THE SSRM 

Parameters Value Parameters Value 

Number of phases 4 Stator yoke width (mm) 8 

Rated speed (r/min) 6000 Rotor yoke width (mm) 5.5 

Rated power (KW) 1.8 Stator pole arc (°) 
21.375 

/10.69 

Stator outer diameter (mm) 128 Rotor pole arc (°) 26.64 

Rotor outer diameter(mm) 82 Air gap length (mm) 0.25 

Axial length (mm) 80 
Number of turns in each 
pole 

26 

B. Mathematic model of SSRM 

To reveal the nonlinear characteristics of the SSRM, the 

mathematic model of SSRM is introduced. First, the voltage 

equation of each phase is given by 

m

m m

d
U Ri
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
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                               (1) 

where Um, R, im, and Ψm are the phase m winding voltage, 

resistance, current and flux linkage respectively, t is the time. 

The general expression for the electromagnetic torque produced 

by one phase at any given current i0 is 
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where W’m and Tm, are the phase m winding co-energy and 

electromagnetic torque respectively, θ is rotor position angle. 

The co-energy Wm’(θ ,i0) at any rotor position θ0 is obtained 

from the saturation curves by 
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             (3) 

According to the law of mechanics, the mechanical 

movement equation of the proposed SSRM can be obtained 

under the combined action of electromagnetic torque and load 

torque, which can be described as. 
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where J is the moment of inertia, ω mechanical angular 

velocity, θ rotor position angle, im phase m winding current, Tm 

the phase m electromagnetic torque, TL the load torque, cf 



 

 

damping coefficient, and n the number of machine phases. 

According to the above analysis, it is found that the 

relationship between total electromagnetic torque, phase 

current im and position angle θ is nonlinear. It is difficult to 

calculate the electromagnetic torque according to a given 

current and position angle. 

   
Fig. 2.  FEA results of flux linkage and torque: (a) Flux linkage, and (b) Torque. 

 

 
Fig. 3.  Flux linkage and torque surfaces of SSRM: (a) Flux linkage, and (b) 

Torque. 

C. FEA of SSRM 

According to the above descriptions, the magnetic 

characteristics of SSRM can be appropriately modeled by 

equations defining the nonlinear flux linkage-current-angle (Ψ-

i-θ) and torque-current-angle (T-i-θ) characteristics. In this 

section, FEA method of obtaining the flux linkage and torque is 

used to obtain the saturation curves of SSRM.  

FEA is a numerical computational technique to determine the 

magnetic vector potential over complex geometric structures 

with magnetic nonlinearity. The analysis model is shown in Fig. 

1. The main static characteristics of flux linkage and torque are 

given in Fig. 2. In order to visualize the nonlinear 

characteristics of flux linkage-current-angle (Ψ-i-θ) and torque-

current-angle (T-i-θ), the surfaces are obtained and shown in 

Fig. 3. 

III.INTRODUCTION OF MCC-LSSVR 

The flux linkage and torque of the SSRM are determined by 

the phase current i and rotor position θ and they are highly 

nonlinear functions. The LSSVR is an efficient method in the 

realm of soft computing. To tackle the problem of large noise 

and outliers, a novel regression model termed as MCC-LSSVR 

is proposed to acquire robust estimation for data in the presence 

of outliers. The regression model is combined with MCC, 

regularization technique and kernel trick in a unified framework. 

An iterative algorithm derived from half-quadratic optimization 

is further developed to solve the MCC-LSSVR with 

theoretically guaranteed convergence. Furthermore, a 

hyperparameters selection method for MCC-LSSVR is 

presented based on grey wolf optimization (GWO), such that 

multiple hyperparameters in MCC-LSSVR can be estimated 

effectively for better performance. The MCC-LSSVR is a very 

powerful algorithm in building a complex and nonlinear 

relationship between a set of input and output data. In this work, 

the flux linkage and torque data from FEA method are trained 

by the MCC-LSSVR. 

A. Basis of LSSVR 

Assume the given set of training samples (xi,yi)│i=1,2,…,m, 

where n-dimensional input variable xiRn, and the output 

variable yiR. 

First, the optimal regression model is set as 

( ) ( )Tf x w x b                                 (7) 

where ϕ is a function which maps the input space to a higher 

dimensional feature space, w and b are the weight vector and 

bias term, respectively. 

Then, the standardized cost function of LSSVM is 

2 2

, ,
1

1
min ( , )

2 2

. . ( ) , 1, 2,...,

m

i
w b

i

T

i i i

C
J w w

s t y x b i m


 

  




 


    



           (8) 

where C is a regularization parameter which balances the 

empirical risk and model complexity, and ξi is a fitting error. 

In order to solve the problem, (8) is converted to the 

Lagrangian function: 
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where αi is Lagrangian multiplier and (9) can be derived to (10) 

according to KKT (Karush-Kuhn-Tuchker) condition. 
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At last, w and ξ will be further eliminated by variable 

substitution and the following equation can be achieved. 
1    
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where K is a kernel matrix with Kij=ϕ(xi)
T ϕ(xj)= K(xi,xj), 

Y=[y1, y2,…, ym]T, e=[1,1,…,1]T and I is an identity matrix. By 

solving the unknown parameters α and b, another regression 

function of LSSVR model is obtained as follows 

1
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m
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                    (12) 

Inputting the unknown vector x into the function (12), the 

corresponding output value f(x) is obtained. The selection of 

kernel function K(xi,xj) is a significant factor in LSSVR as it 

changes the model performance. In this paper, Gaussian kernel 

function (13) is selected to construct nonlinear LSSVR due to 

its excellent learning properties in a wide application. 
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where γ is the kernel or bandwidth parameter. 

In order to obtain a robust estimation from data with outliers, 

it is essential to introduce an adaptive weight for each sample 

and this will be introduced in the following. 

B. Maximum-correntropy-criterion-based LSSVR 

Different from the conventional cost function which adopts 

sum of squares error (SSE) cost function, this paper develops a 

recursive robust LSSVR which is a combination of MCC and 

regularization in kernel space. 

The correntropy is a generalized similarity measure between 

two arbitrary random variables, A and B. When the joint 

distribution of A and B is unknown and only a finite number of 

samples (ai, bi) i=1,2,…,m are given, the sample estimator of 

correntropy  can be calculated as follows. 
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and (15) is the Gaussian kernel with bandwidth σ. It is worthy 

to note that (15) is utilized to measure the similarity between 

the predicted value and true target value while (13) represents a 

similarity between input variables. 

Thus, the maximum of correntropy of error in (14) is called 

the MCC and it is a localized similarity measure compared with 

SSE which is a global one since the value of correntropy is 

mainly determined by the kernel function along the line, A=B. 

Integrating MCC, regularization technique and kernel trick 

in a unified framework, (8) based on SSE can be transformed to 
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To simplify (14) and the problem, which is brought by w with 

its high or even infinite dimensional feature space, a convex 

function φ is found which makes 
2
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and the maximum is obtained at p=-g(x, σ) when x is fixed. 

Then the optimization problem (16) can be reconstructed 

with augmented objective function in enlarged parameter space 

as follows. 
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where p=[p1, p2,…, pm]T stores the auxiliary variables 

introduced in the half-quadratic optimization. 

Combined with the restrictions as in the standard LSSVR, 

(18) can be converted to 
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At present, (19) can be iteratively optimized by alternatingly 

optimizing with respect to [w,b,ξ] and p while holding the other 

fixed.  

First, hold p fixed and maximize (19) with respect to [w,b,ξ]. 

By eliminating the other unrelated variables and introducing 

variable qi=-pi, the equivalent problem can be obtained as 

follows. 

2

2
2

, ,
1

' 1
min

2 2

. . ( ) , 1,2,...,

m
i

i
w b

i

T

i i i

C
q w

s t y x b i m







  







    



         (20) 

Compared with (8), the regularization parameter C has 

converted into C’pi/σ2. Imitate the solution of conventional 

LSSRV like (9)-(11), (21) can be obtained.  
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The difference is that Q is a diagonal matrix whose diagonal 

Qii=(σ2/C’qi)=-(σ2/C’pi)>0 since pi<0. K+QI is invertible as 

it is symmetric and positive-definite, (21) can be solved 

efficiently by the following equation 
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Second, hold [w,b,ξ] fixed and optimize (18) with respect to 

p. Actually, according to (17), the optimal p is directly given by 
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Considering that αi=Cξi in (11) and C→ C’pi/σ2, the 

calculation formula of ξi is obtained as follows  
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So far, two sub-problems constituting the original 

optimization problem (19) have been solved. In order to 

describe the proposed MCC-LSSVR clearly, a schematic 

diagram is developed and shown in Fig. 4. 

In Fig. 4, the initialization includes setting the parameter 

values pi=qi=-1 for all samples, tolerance ɛ=1×10-3, 

correntropy parameter σ, kernel parameter γ, regularization 

parameter C’, and building kernel matrix K. 
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Fig. 4.  Schematic diagram of MCC-LSSVR. 

After introducing the schematic diagram of MCC-LSSVR 

and obtaining a sequence J(wt,bt,pt), t=1,2,…The MCC-

LSSVR is verified to be guaranteed to converge to its local 

optimal solution and its proof is followed. 

According to steps 1 and 2, it can be obtained that 

J(wt,bt,pt)≤J(wt+1,bt+1,pt). Then, after performing step 3, 

J(wt+1,bt+1,pt)≤J(wt+1,bt+1,p t+1). Hence, it can conclude that 

the sequence J(wt,bt,pt), t=1,2,. . . is non-decreasing. Based 

on the property of correntropy, it can be verified that the 

objective function J(w,b,p) is bounded above since g(a-b, σ) 

and -||w||2 are both bounded above. Due to the above two 

facts and the well-known monotone convergence theorem, 

the algorithm is guaranteed to converge to its local optimal 

solution. 

In conclusion, comparing (20) and (8), the former introduces 

an adaptive iterative weight in the latter because the error 

variable ξi
2 is weighted by a factor qi. Besides that, according 

to (23), it is found that the weight will be smaller in the next 

iteration if the sample has a larger error, so its influence will be 

reduced. That is to say, the MCC-LSSVR is essentially an 

adaptive iterative weighted LSSVR. 

C. GWO for hyper-parameter optimization of MCC-LSSVR 

As shown from the above section, there are three 

hyperparameters including kernel parameter γ for the input 

space, kernel parameter σ for the output space and 

regularization parameter C’ in MCC-LSSVR, and they need to 

be optimized. Besides that, several times are needed to obtain 

the final solution of MCC-LSSVR by solving (21). Thus, the 

computation of MCC-LSSVR on every hyper-parameter 

combination is time-consuming, which restricts the application 

of the conventional grid-based model selection technique. In 

order to resolve the model selection problem, a GWO based 

hyper-parameter selection algorithm for MCC-LSSVR is 

proposed in this section. 

The GWO process includes the social hierarchy 

stratification, tracking, enveloping and attacking prey of grey 

wolf (GW). The steps are as follows. 

Step 1: Social Hierarchy. Build a grey wolf social hierarchy 

model. Calculate the fitness of each individual in the 

population, and mark the three GWs with the best fitness in the 

wolves as E, F, G, and the remaining GWs are marked as H. 

Step 2: Encircling Prey. GW gradually approaches the prey 

and surrounds it when it searches for prey. The mathematical 

model of this behavior is as follows. 
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where τ is the iteration, * is Hadamard product, A and Cr are 

the coefficients of synergy, Xp is the position vector of the prey, 

X(τ) is the position vector of the current GW, a is linearly 

reduced from 2 to 0 throughout the iteration, and r1 and r2 are 

random vectors between 0 to 1 

Step 3: Hunting. During each iteration, keep the three best 

GWs (E, F, G) in the current population and then update the 

location of other search agents including H based on their 

location information. The mathematical model of this behavior 

can be expressed as follows. 
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where XE, XF, XG represent the position vectors of E, F, G in 

the current population respectively; X represents the GW 

position vector; DE, DF, DG respectively indicate the distance 

between the current candidate GW and the three best wolves, 

When |A| >1, the GWs are scattered among the regions and 

search for prey. When |A|<1, the grey wolf will focus on 

hunting for prey in one or some areas. 

Step 4: Attacking Prey. When constructing the attack prey 

model, according to (26), the decrease of a causes the value of 

A to fluctuate accordingly. If A is in the interval [-1,1], the next 

moment of the search agent can be anywhere between the 

current GW and the prey. 

Step 5: Search for Prey. GWs rely mainly on information 

about E, F, G to find prey. They began to search for prey 

location information and then are concentrated to attack prey. 

For the establishment of the decentralized model, the search 

agent is kept away from the prey by |A|>1. This search method 

enables GWO to perform global search. Another search 

coefficient in the GWO algorithm is Cr. From (26), the Cr vector 

is a vector of random values over the interval range [0, 2], which 

provides a random weight for the prey to increase or decrease. 

This benefits GWO to demonstrate random search behavior 

during the optimization process to avoid the algorithm being 

partially optimal. 

According to the above introduction of GWO, an algorithm 

to handle the hyperparameters selection problem for MCC-

LSSVR is proposed and the specific optimization process is 

described in Fig. 5. 
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Fig. 5.  Specific optimization process of MCC-LSSVR based on GWO. 

The parameters of the GWO algorithm implemented in Fig.5 

have been set to achieve a good tradeoff between convergence 

and the use of allocated resources (agents, iterations). The total 

number of agents is 20, the maximum number of iterations is 

100, and it randomly generates a population of particles 

composed of γ, σ and C’ in [0.1, 10]. 

IV.4. APPLICATION OF MCC-LSSVR FOR SSRM MODELING 

A. Algorithm verification 

Since the main drawback of the SRM is the high torque ripple  

To verify the effectiveness and superiority of the proposed 

MCC-LSSVR, especially in the existence of outliers, the 

comparisons are made with other algorithms, such as RBFN-

AFS in [24], SVM in [25] and LSSVR in [26]. The evaluation 

indexes such as mean absolute error (MAE) and root mean 

square error (RMSE) are utilized to evaluate the accuracy of the 

proposed model. Their definitions are 
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where yj is the regression of the output and yj0 is the sample data. 

Although both the MAE and RMSE can measure the error 

between the predicted and true target values, the MAE is less 

sensitive to large forecast errors. Therefore, when the testing 

samples are affected by outliers, the MAE should be preferred 

as a performance evaluation criterion. 

In the algorithm verification, the training samples are 

generated by the following Sinc function which is widely used 

in regression analysis. 
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To effectively validate the anti-interference performance of 

the MCC-LSSVR, noises are added to the training samples as 

outliers. Specifically, the training samples combined with 

outliers are generated as follows. 

sin c( ) , ~ (1 ) , 0 1iy xi D G H          
   (30) 

where gross error model Dδ is a linear combination of normal 

noise distribution G and outliers symmetric long-tailed 

distribution H, δ is used to adjust the percentage of outliers in 

the training samples, and ζ is noise. In the validation, b0th G 

and H follow Gaussian distribution N(a, b2) with mean a and 

standard deviation (STD) b. As for the normal noise, G is fixed 

as N(0, 0.12), whereas for the outliers, H is set as N(0, b2) with 

b>>0. By doing so, different kinds of polluted datasets can be 

generated by adjusting the parameter b and outlier percentage 

δ. 

Assume b=1, H follows N(0,12) and change the value of δ 

approximately from 10% to 40% with a 10% step and 

investigate the performance of those methods under the sets of 

different outlier percentages. Fig. 6(a) shows one-run fitting 

results of RBFN-AFS, SVM, LSSVR and the proposed MCC-

LSSVR when outlier ratio δ=10%. Obviously, MCC-LSSVR 

derives better approximation compared with the other methods. 

Fig. 6(b) shows the results when the outlier percentage δ=30%. 

Table II lists the average results over 10 independent runs of 

four methods on datasets with different outlier percentages. It 

can be found that the proposed MCC-LSSVR shows the best 

performance consistently on all the datasets. Actually, even 

under high outlier proportion, MCC-LSSVR still has 

remarkably small RMSE compared with its competitors.  

As introduced above, MCC-LSSVR is an adaptive weighting 

method by nature and the final weight factor qi for each sample 

are shown in Fig. 7. It can be noted that different samples have 

different weights on the basis of their outlying degree. The more 

outlying is a sample, the smaller weight it has. Therefore, the 

influence of these outliers is reduced and the final regressor 

trends to approximate those normal samples. It is why the 

MCC-LSSVR can maintain high accuracy with the existence of 

outliers. 
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Fig. 6.  Fitting results of RBFN-AFS, SVM, LSSVR and the proposed MCC-
LSSVR when outlier ratio (a) δ=10%, and (b) δ=30%. 

TABLE II 

COMPARISON RESULTS OF DIFFERENT ALGORITHMS WITH DIFFERENT OUTLIER 

PERCENTAGE  

 

Outlier 

ratio 

RBFN-AFS [24] SVM [25] 

MAE RMSE MAE RMSE 

10% 0.0836 0.0987 0.0912 0.1032 

20% 0.1169 0.1487 0.1354 0.1512 

30% 0.1328 0.1635 0.1523 0.1702 

40% 0.1664 0.1895 0.1936 0.2103 

Outlier 

ratio 

LSSVR [26] MCC-LSSVR 

MAE RMSE MAE RMSE 

10% 0.0709 0.0955 0.0325 0.0250 



 

 

20% 0.1069 0.1357 0.0523 0.0352 

30% 0.1135 0.1457 0.0756 0.0441 

40% 0.1370 0.1702 0.0853 0.0481 
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Fig. 7.  Weight factor qi in MCC-LSSVR on simulated dataset when (a) δ=10%, 

and (b) δ=30%. 

B. Specific implementation 

To train the MCC-LSSVR model, the date [θ,i, Ψ] and [θ,i,T] 

are obtained by FEA as shown in Fig. 3, and the hyper-

parameters are optimized by using the GWO. Then, acquire the 

regression parameters αi, b which make the MCC-LSSVR 

model with the fitting results. After the training, input any i and 

θ, the corresponding Ψ or T will be obtained. Taking torque T 

as an example, the schematic diagram is shown in Fig. 8. 
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Fig. 8.  MCC-LSSVR model based on GWO utilized for torque regression. 

 

Via the regression of MCC-LSSVR model, the phase flux 

linkage and torque surfaces versus the rotor position θ and 

phase current i are shown in Fig. 9. Besides, the computational 

time tc of phase flux linkage and torque are recorded to reflect 

the computational load burden on the processors. 
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Fig. 9.  Flux linkage and torque surfaces based on MCC-LSSVR model: (a) flux 

linkage, and (b) torque. 

C. Model verification and evaluation 

To verify the accuracy of the MCC-LSSVR model of SSRM, 

the evaluation indexes MAE and RMSE are utilized to evaluate 

the accuracy of the proposed model. Besides, according to the 

conclusions deduced by Section 4.1, the nature of the sample 

data used in the model can have a large outlier proportion, and 

the difference between the outlier value and the normal value 

should not exceed 40% to ensure adequate model accuracy. 

In this paper, the estimation of the output flux linkage Ψj and 

torque Tj, and the sample data flux linkage Ψj0 and torque Tj0, 

are obtained with the same phase current i and position angle θ, 

and then the errors ΔΨ and ΔT are calculated as shown in Fig. 

10. 
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Fig. 10.  The error between estimation of the output and sample data: (a) Flux 

linkage, and (b) Torque. 

 
TABLE III 

COMPARISON RESULTS OF DIFFERENT INTELLIGENT MODELING 

 

Modeling 

methods 

Flux linkage/10-2Wb Torque/Nm 

MAE RMSE Time(s) MAE RMSE Time(s) 

RBFN-AFS 

[24] 
0.0962 0.0862 5.8 0.1134 0.1089 7.3 

SVM [25] 0.0846 0.0756 9.6 0.1008 0.0925 12.5 
LSSVR [26] 0.0424 0.0306 8.5 0.0525 0.0494 11.4 

MCC-LSSVR 0.0086 0.0073 2.4 0.0252 0.0189 3.6 

 

As shown in Fig. 10, the MAEs of flux linkage and torque 

are 0.0176×10-2 Wb and 0.042 Nm, respectively, the RMSEs 

are 0.0073×10-2 Wb and 0.0189 Nm, respectively, and the 

computational times are 2.4 s and 3.6 s respectively. 

To verify the superiority of the MCC-LSSVR model, 

comparisons are made by simulation with other models. The 

evaluation indexes are the MAE, RMSE and computational 

times. The comparison results are listed in Table III. As shown, 

the MCC-LSSVR model of SSRM appears more effective than 

the others. This confirms the results of algorithm verification in 

Section 4.1. 

V. SIMULATION AND EXPERIMENTAL VALIDATION 

In order to verify the accuracy of the proposed model in terms 

of steady-state operation, transient startup operation and varied 

load operation, the chopped current control (CCC) mode at low 

speed, the angle position control (APC) mode at high speed, 

startup mode and varied load mode will be adopted. The 

comparison will be made in terms of simulation and experiment 

in this section. The main difference is the methods for the 

calculation of flux linkage and torque. One uses the data 

obtained by FEA to make a look-up table, then calculate flux 

linkage and torque directly by interpolation. Another uses the 

proposed nonlinear model to obtain flux linkage and torque 

directly. 

A. Simulation results validation 

Fig. 11 shows the simulation block diagram which includes 

a current reference block, four phase models of SSRM and 

mechanical motion equation from a holistic perspective. From 

a certain phase perspective, it contains four other blocks which 

are the Switch, Look-up i(ψ,θ), Look-up T(i,θ) and Modulo π/5, 

respectively. 
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Fig. 11.  Simulation block diagram of dynamic performance validation. 

Switch block controls the power converter commutation via 

receiving the current demand signal Δi and position signal θ. 

Look-up i(ψ,θ) modules estimate the current from flux linkage 

ψ and rotor position θ for each phase. In Section IV (part A), 

the flux linkage surface based on MCC-LSSVR model has been 

obtained and is shown in Fig. 9 (a). In order to facilitate the 

construction of the model, the MCC-LSSVR ψ(i,θ) model is 

transformed to i(ψ,θ) via inverting the relationship between i 

and ψ by angle θ one by one, and the training result is shown in 

Fig. 12. 
 

0.1
0.08

Flux linkage(Wb)

0.06
0.04

0.02
0

5Position(°)

10
15

20

0

30

40

50

60

10

C
ur

re
nt

(A
)

 
Fig. 12.  Current surface based on MCC-LSSVR model. 

Look-up T (i,θ) modules output the regression torque via the 

input of current signal i and position signal θ. 

Modulo π/5 block is utilized to compensate for the position 

angle difference between phases. π/5 is the periodicity of the 

phase flux linkage and torque, and π/20 is the phase difference. 

1) Steady-State operation validation 

Under the CCC mode, the DC voltage is 120 V, the reference 

current is 75 A, the hysteresis current bandwidth is 5 A, the 

given rotor speed is 600 rpm, and the turn on and turn off angles 

are 20o and 35o respectively. The speed loop is an open loop and 

can be adjusted manually. The comparison results are shown in 

Fig. 13, where different colors represent different phases. As 

shown, at low speed, the current, flux linkage and total torque 

waveforms are chopped obviously, and the results run by the 

MCC-LSSVR model agree well with the results run by 

measured data. Besides, the total torque is large, which benefits 

the start-up of the motor. 
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Fig. 13. Performance comparison under CCC mode: (a) Current, (b) Flux 

linkage, and (c) Total torque. 

Under the APC mode, the given rotor speed is set as the rated 

speed of 6000 rpm, and other initial parameters are the same as 

those in CCC mode. The compared results are shown in Fig. 14, 

where the different colors represent different phases. As shown, 

at high speed, the current, flux linkage and total torque 

waveforms are all in good agreement. Besides, compared with 

the waveforms of CCC mode, they decline obviously. 

2) Transient startup mode validation 

For the dynamic transient startup operation validation, the 

difference from the steady-state operation validation is that the 

speed loop is closed loop. The load is set as 1 Nm and other 

initial parameters are the same as those in CCC mode. The 

comparison results are shown in Fig. 15. As shown, the speed 

and current curves of the two models are in good agreement, 

and the MCC-LSSVR exhibits fast startup performance. 
 

(a)
(x10-4)1 3 5 7 9 1.1

0

10

20

30

Time/(s)

C
u
rr

en
t/

(A
) 40

2 4 6 8 10

0

0.02

0.04

0               

0.06

0.01

0.05

0.03

0.25 0.5 0.75 1.0 1.25

0

1.25

2.5

3.75

Time 
offset:

0.7             0 1.5

5.0

Look-up table MCC-LSSVR model

F
lu

x
 l

in
k
ag

e/
(W

b
)

T
o
rq

u
e/

(N
m

)

Look-up table MCC-LSSVR model

Look-up table MCC-LSSVR model

(b)
(x10-4)Time/(s)

(c)
(x10-4)Time/(s)

 
Fig. 14. Performance comparison under APC mode: (a) Current, (b) Flux 

linkage, and (c) Total torque. 
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Fig. 15. Performance comparison under transient Startup Operation: (a) Speed, 

(b) Current of measured model, and (c) Current of MCC-LSSVR model. 

 

3) Varied load mode validation 

In order to simulate the practical varying load mode in the 

operation of EVs, the load torque requirements are set as 15 Nm 

at 1 s, 10 Nm at 3 s, 5 Nm at 5 s, and all loads keep 2 s. For 

other time, the torque is set as 0. From the simulated analysis, 

it is found that the torque provided by the motor of MCC-

LSSVR model shows shorter response time and lower torque 

ripple than that of the measured model as shown in Fig. 16. 
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Fig. 16. Performance comparison under varying load mode: (a) Look-up model, 

and (b) MCC-LSSVR model. 

B. Experimental results validation 

After verifying the model through simulation, the 

experimental comparison follows to validate the accuracy of the 

MCC-LSSVR model in practical operations. Fig. 17 shows the 

test devices and platform for the dynamic characteristics, where 

the 16/10 poles SSRM prototype, JN338 torque and speed 

sensor with 20 Nm torque range, and FZ25J magnetic power 

brake with 25 Nm torque range are connected by two couplings. 

The position is detected by the Hall sensor ATS675LSE and 

then the signal is sent to the dSPACE. Similarly, the current 

signal captured by the current sensor is also sent to the dSPACE 

for further control. Other hardwares include a DC power supply, 

an asymmetrical half-bridge circuit, PC and oscilloscope. The 

detailed experimental setup is shown as a block diagram in Fig. 

18. Since the control strategy in the dSPACE controller board 

is compiled from the Matlab/Simulink via code generation and 

download software, the specific experimental parameters are 

the same as the simulation parameters. 

 
Fig. 17. Devices and platform for testing dynamic characteristics: (a) 16/10 

SSRM, (b) Torque and speed sensor, (c) Magnetic power brake, (d) Power 

converter and drive circuit, (e) Power supply, (f) dSPACE, (g) PC, and (h) 

Oscilloscope. 

During the experiment, the current and torque models which 

are in the simulation block diagram switch from measured 

model to MCC-LSSVR model. The CCC and APC modes 

switch according to the given rotor speed, and the startup mode 

is established individually. In order to make a fair and intuitive 

comparison between the measured model and MCC-LSSVR 

model, the sampling method and speed are the same. 

Meanwhile, vertically, the value indicated by each cell of the 

oscilloscope is the same. The experimental results under CCC 

mode at 600 rpm, APC mode at 6000 rpm, startup mode and 

varying load mode are shown in Figs. 19-22, respectively. As 

shown, the waveforms of current and total torque appear to have 

similar amplitude and frequency between measured and MCC-

LSSVR model for both CCC mode and APC mode. Actually, if 

the waveforms are amplified it can be discovered that the 

waveforms obtained by MCC-LSSVR model are obviously 

smoother than those obtained by measured model, especially 

the total torque waveform. Besides, the results of transient 

startup mode and varying load mode also validate the 

effectiveness and superiority of the proposed MCC-LSSVR 

model. 
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Fig. 18. Block diagram of the experimental setup. 

During the experiment, the current and torque models which 

are in the simulation block diagram switch from measured 

model to MCC-LSSVR model. The CCC and APC modes 

switch according to the given rotor speed, and the startup mode 

is established individually. In order to make a fair and intuitive 

comparison between the measured model and MCC-LSSVR 

model, the sampling method and speed are the same. 

Meanwhile, vertically, the value indicated by each cell of the 

oscilloscope is the same. The experimental results under CCC 

mode at 600 rpm, APC mode at 6000 rpm, startup mode and 

varying load mode are shown in Figs. 19-22, respectively. As 

shown, the waveforms of current and total torque appear to have 

similar amplitude and frequency between measured and MCC-

LSSVR model for both CCC mode and APC mode. Actually, if 

the waveforms are amplified it can be discovered that the 

waveforms obtained by MCC-LSSVR model are obviously 



 

 

smoother than those obtained by measured model, especially 

the total torque waveform. Besides, the results of transient 

startup mode and varying load mode also validate the 

effectiveness and superiority of the proposed MCC-LSSVR 

model. 
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Fig. 19. Experimental results comparison under CCC mode at 600 rpm. 
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Fig. 20. Experimental results comparison under APC mode at 6000 rpm. 
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Fig.21. Experimental results comparison under transient startup mode. 

 MCC-LSSVR 

model
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[1s/div] [1s/div]

Look-up 
table

 
Fig. 22. Experimental results comparison under varying load mode. 

VI.CONCLUSION 

In this paper, to provide the torque required by the vehicle 

accurately and quickly, an advanced nonlinear model named 

MCC-LSSVR was employed to regress the nonlinear 

characteristics of the flux linkage and torque of a 16/10 SSRM. 

The specific main conclusions of this paper are shown as 

follows. 

1) The proposed MCC-based LSSVR has an adaptive weight 

and can reduce the interference of outliers. Thereby, the 

established nonlinear models of phase flux linkage and torque 

of SSRM based on MCC-LSSVR algorithm show smaller 

calculation error and shorter calculation time than other 

algorithms. 

2) The established nonlinear models based on MCC-LSSVR 

algorithm can be well applied in various operation modes, such 

as steady-state operation, transient startup mode, and varying 

load mode. 

3) The application of the proposed torque modeling method 

is effective. Besides, the provided torque utilizing MCC-

LSSVR model shows shorter response time and lower torque 

ripple than that utilizing the measured model. This is consistent 

with the conclusion that the calculation error is smaller and the 

calculation time is shorter than other algorithms. 

Thus, it can be concluded that the MCC-LSSVR model 

shows the nonlinear characteristics of SSRM well such as flux 

linkage and torque, which is conducive for accurate and fast 

calculation in actual control. 
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