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ABSTRACT Distributed artificial intelligence (AI) is becoming an efficient approach to fulfill the high and
diverse requirements for future vehicular networks. However, distributed intelligence tasks generated by
vehicles often require diverse resources. A customized resource provision scheme is required to improve the
utilization of multi-dimensional resources. In this work, a slice selection-based online offloading (SSOO)
algorithm is proposed for distributed intelligence in future vehicular networks. First, the response time
and energy consumption are reduced for processing tasks locally on the vehicles. Then, the offloading
overheads, including latency and energy consumption, are calculated by considering the available resource
amount, wireless channel states and vehicle conditions. The slice selection results is obtained by the deep
reinforcement learning (DRL)-based method. Based on the selection solution, resource allocation results
are achieved by KKT conditions and bisection method. Finally, the experimental results depict that the
proposed SSOO algorithm outperforms other comparing algorithms in terms of energy consumption and
task completion rate.

INDEX TERMS Resource slice, slice selection, computation offloading, distributed intelligence.

I. INTRODUCTION
Artificial intelligence (AI) is becoming an efficient method
to enhance future vehicular networks [1], [2]. With the fea-
ture of high mobility of vehicles, centralized AI models are
not suitable for highly varying environments and diversified
network architectures. Thus, distributed intelligence based
frameworks are applied for systems with multiple vehicles.
For instance, vehicles collect and process data for intelligence
tasks to achieve autonomous control. It imposes a noticeable
challenge on the vehicles with limited computation capacities
to process the intelligence tasks. Cloud computing enhances
the vehicles by providing a shared pool of storage and com-
putation resources [3]. However, it is costly to offload intelli-
gence tasks to the remote cloud. As a result, multi-access edge
computing (MEC) can provide adequate resources near the
vehicles [4]–[6].

In edge and cloud computing systems, sophisticated
network management strategies are required to control the
hierarchical network architecture comprehensively.

Software-defined networking (SDN) can reduce network
management costs and improve network flexibility [7].
SDN leverages the software-defined concepts to manage
and control the network. Meanwhile, centralized SDN
controllers are deployed to provide global views of the
network. With network functions virtualization (NFV) [8]
and SDN technologies, many service-oriented resource slices
are offered for intelligence tasks over a common network
infrastructure [9], [10].

Vehicles should select resource slices to offload the in-
telligence tasks to obtain the services provided by the edge
layer. However, if the resources provided by resource slices
are unable to fulfill the resource demands of tasks, the ser-
vice qualities will be degraded. Moreover, resource utiliza-
tion will be reduced by only considering the available re-
sources of resource slices when tasks are offloaded. To address
these issues, this work proposed a slice selection-based online
offloading (SSOO) algorithm for distributed intelligence in
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future vehicular networks. The main contributions are listed
as follows.
� A slice selection-based computation offloading prob-

lem for distributed AI is formulated by considering the
available resource amount, wireless channel states and
vehicle conditions. In the aforementioned problem, the
objective function is to reduce the energy costs.

� A slice selection-based online offloading (SSOO) algo-
rithm is proposed. A DRL-based method is leveraged to
obtain the slice selection results, which can reduce the
time complexity dramatically. Based on the selection so-
lution, resource allocation results are achieved by KKT
conditions and bisection method.

� We conduct extensive experiments in a testbed with six
edge servers and real-world datasets. As observed from
the experimental results, comparing with other base-
line schemes, our SSOO algorithm can reduce the sys-
tem energy costs and improve the task completion rate
significantly.

The rest of the paper is organized as follows. Section II
reviews the recent work. Section III proposes the system
model of the slice selection-based computation offloading.
Section IV presents the SSOO algorithm. In Section V, ex-
tensive experiments are conducted with six edge servers and
real-world datasets. Finally, Section VI concludes the work.

II. RELATED WORK
A. DISTRIBUTED INTELLIGENCE
Distributed intelligence enables the effective management and
orchestration of the multi-dimensional resources for future
vehicular networks [11]–[15]. Yao et al. [11] proposed a
cross-layer artificial intelligence-based architecture to fulfill
the requirements on 5 G and beyond. For autonomous driving
systems, base stations can learn the behaviors of vehicles to
assist the transportation systems. Ning et al. [12] proposed
an offloading scheme for vehicular networks by a DRL-based
approach. The communication costs between the macrocell
and vehicles were reduced significantly with the distributed
DRL-based approach. Zhou et al. [13] proposed a secure
computing framework, where the distributed intelligence sys-
tem often suffers from byzantine attacks. In the proposed
scheme, the blockchain technology is utilized to improve the
security. Gopalswamy et al. [14] studied a novel distributed
intelligence scheme for autonomous driving systems. In the
proposed architecture, a bayesian network model is leveraged
to assess the risks and benefits. Ioannou et al. [15] presented
a decentralized intelligent algorithm to manage the generation
of device-to-device (D2D) networks. The proposed algorithm
can improve the data rate and reduce the energy costs.

Differ from the above work, this paper leverages the re-
source slices to offer customized resources for various dis-
tributed intelligence applications with different requirements.

B. RESOURCE SLICING
Resource slicing is expected to provide customized resources
for distributed intelligence applications [16]–[20]. Sun et

al. [16] presented a dynamic resource slicing method for radio
access networks. The virtual resources were controlled by
the DRL-based algorithm to improve the average quality of
service utility. Bega et al. [17] proposed an AI-based slicing
framework, where AI technologies were introduced to im-
prove the performance in the whole slicing life cycle. Van
et al. [18] proposed a fast resource slicing architecture to
maximize the long-term returns of network providers. The
deep dueling Q-learning algorithm was leveraged to achieve
the optimal results more quickly. Zhang et al. [19] studied a
service-oriented soft resource slicing scheme for the vehic-
ular networks. The resources were reused at inter-slice and
intra-slice levels to improve resource utilization. Al-Khatib
et al. [20] proposed a priority and reservation-based slicing
scheme for different vehicular applications. The proposed
resource slicing algorithm can improve network resource
utilization.

Differ from the above work, this paper selects the optimal
resource slices to offload intelligence applications in the ve-
hicular networks to improve utilization of multi-dimensional
resources.

C. COMPUTATION OFFLOADING
DRL-based technologies are promising solutions for com-
putation offloading in vehicular networks [21]–[25]. Ke et
al. [21] proposed an adaptive offloading algorithm in hetero-
geneous vehicular networks, which was based on the DRL.
The proposed algorithm considered the stochastic tasks and
the variety of environments. Wang et al. [22] presented a
mobility-aware partial offloading scheme in vehicular net-
works. Compared with full offloading, partial offloading can
improve the flexibility of intelligence applications. Li et
al. [23] presented a collaborative task offloading algorithm
based on the DRL in vehicular networks. First, the execution
order of a task was determined. Then, the task offloading
and result delivery results were obtained by the DRL-based
approach. Peng et al. [24] studied a distributed DRL-based
resource management algorithm for vehicular networks with
unmanned aerial vehicles. The centralized controller was not
required to train the deep neural networks with multiple
agents. Qiu et al. [25] presented a novel online offloading
algorithm based on the DRL. The proposed algorithm can
improve resource utilization of both mining and AI tasks in
the blockchain-empowered edge computing environment.

Differ from the above work, the resource slices are lever-
aged for computation offloading. Each vehicle selects the
optimal slice to conduct offloading to improve utilization of
multi-dimensional resources in the vehicular networks.

III. SYSTEM MODEL
A. SYSTEM ARCHITECTURE
Fig. 1 describes the system architecture, including vehicles,
edge servers, an SDN controller, and a slice orchestrator.
Let Di indicate i-th vehicle, where i ∈ M = {1, 2, . . . , NM}.
Let A j denote j-th access point (AP), where j ∈ O =
{1, 2, . . . , NO}. Let Sl represent l-th resource slice, where l ∈
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FIGURE 1. System architecture.

TABLE 1. Key Notations

P = {1, 2, . . . , NP}. The amount of computation resources of
slice Sl is denoted by COMl and the bandwidth of slice Sl is
denoted by Bl . The bandwidth provided by AP A j in slice Sl is
represented by Bl

j . Each vehicle generates an intelligence task
with input λi and deadline τi. The tasks can be processed by
vehicles locally or transmitted to the edge layer. The vehicle
can process the task locally or offload the task to the edge
layer. Let xi ∈ {0, 1} denote the indicator variable to depict
whether the task is transmitted to the edge layer or not. Table 1
depicts the key notations.

B. LOCAL COMPUTATION MODEL
If xi = 0, the vehicle will execute the task locally. Let Cyci

indicate the required computation resources for processing
one-bit task, which is measured by the number of clock cy-
cles. The CPU-cycle frequency of vehicle Di is denoted by
fi ∈ [0, fi,max], where fi,max is the maximum value. Then, the
task execution delay of vehicle Di is obtained as [26]

T l
i =

λi ·Cyci

fi
.∀i ∈ M. (1)

The energy costs of vehicle Di to process a task is calculated
as [26]

El
i = λi ·Cyci ·Ci · ( fi )

2,∀i ∈ M. (2)

where Ci is the capacitance of vehicle Di. As shown in Equa-
tions (1) and (2), the task execution overheads are mainly
determined by the CPU-cycle frequency.

C. SLICE SELECTION MODEL FOR COMPUTATION
OFFLOADING
If a vehicle offloads a task to the edge layer, there are the fol-
lowing three steps. First, the vehicle should select a resource
slice for computation offloading. Then, the task is transmitted
and executed by the resources provided by the slice. Finally,
the computed result is downloaded from the edge layer. We
ignore the transmission latency of the computed results, since
the size of the result is small enough [27], [28].

If xi = 1, an indicator variable yl
i ∈ {0, 1} is introduced to

show whether vehicle Di select resource slice Sl to offload the
task or not. In each slice, the wireless resources are offered by
multiple APs. An AP can be accessed by various vehicles in
a resource slice. Moreover, it can be accessed by vehicles in
different resource slices. Thus, a binary variable zl

i, j is intro-
duced to indicate whether vehicle Di select resource slice Sl

and use the wireless resources provided by AP A j or not. In the
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resource slice, a vehicle can only connect with an AP. Let ρl
i, j

denote the amount of wireless resources that are provided by
AP A j and allocated to vehicle Di in resource slice Sl . Then,
the achievable transmission rate for vehicle Di is achieved
as [29], [30]

Rl
i, j=ρl

i, j · B j,l log

⎛
⎜⎜⎝1+ pi · hi, j

σ + ∑
m∈M\{i}:∑l∈Q zl

i, j=1

pm · hm, j

⎞
⎟⎟⎠ ,

(3)
where B j,l denotes the bandwidth, pi is the transmission
power of vehicle Di, hi, j is the channel gain between vehi-
cle Di and AP A j , and σ represents the noise. As shown in
Equation (3), the transmission rate is mainly calculated by the
amount of wireless resources and the number of vehicles in
the slice. Then, the task transmission delay of vehicle Di is
achieved as

T tx,l
i, j =

λi

Rl
i, j

,∀Rl
i, j > 0. (4)

The energy costs for task transmission is obtained as

Etx,l
i, j = T tx,l

i, j · pi,∀Rl
i, j > 0. (5)

When the task is transmitted to the edge layer, the selected
slice will assign computation resources. As the amount of
resources provided by an edge server is often limited, the edge
servers cooperate in the slice. Let ηl

i represent the amount
of computation resources allocated to vehicle Di in slice Sl .
Then, the task execution delay in resource slice Sl is obtained
as

T ex,l
i = λi ·Cyci

ηl
i ·Coml

,∀η j
i > 0. (6)

The energy consumption for task execution is achieved as

El
i = T ex,l

i · Pl ,∀η j
i > 0, (7)

where Pl is the average task execution power of servers in
resource slice Sl .

D. PROBLEM FORMULATION
The energy consumption can be considered as a key metric in
future vehicular networks. Then, the total energy consumption
of vehicles are denoted as

E1 =
∑
i∈M

(1− xi )E
l
i +

∑
i∈M

∑
j∈O

∑
l∈P

xi · yl
i · Etx,l

i, j . (8)

The total energy consumption of the edge layer is repre-
sented as

E2 =
∑
i∈M

∑
l∈P

xi · yl
i · El

i . (9)

Consequently, the resource slice-based computation of-
floading problem is formulated as

P1: min E = E1 + E2 (10a)

s.t. 0 ≤ fi ≤ fi,max, 0 ≤ pi ≤ pi,max,∀i ∈ M, (10b)

0 ≤
∑
i∈M

ρl
i, j ≤ 1,∀ j ∈ O, l ∈ P, (10c)

ρl
i, j ≤ zl

i, j ≤ v1ρ
l
i, j,∀i ∈ M, j ∈ O, l ∈ P, (10d)

xi ≥
∑
l∈P

yl
i ,∀i ∈ M (10e)

yl
i ≥

∑
j∈O

zl
i, j,∀i ∈ M, l ∈ P, (10f)

0 ≤
∑
i∈M

ηl
i ≤ 1,∀l ∈ P, (10g)

ηl
i ≤ yl

i ≤ v2η
l
i ,∀i ∈ M, l ∈ P, (10h)

(1− xi ) · T l
i +

∑
j∈O

∑
l∈P

xi · yl
i · (T tx,l

i, j + T ex,l
i ) ≤ τi,∀i ∈ M,

(10i)

xi, yl
i , zl

i, j ∈ 0, 1,∀i ∈ M, j ∈ O, l ∈ P, (10j)

ρl
i, j, η

l
i ∈ [0, 1],∀i ∈ M, j ∈ O, l ∈ P, (10k)

where pi,max is the maximum transmission power of vehicle
Di, v1 and v2 are arbitrarily large numbers. Constraint (10b)
ensures limitations of the CPU-cycle frequencies and trans-
mission powers. Constraints (10c)-(10h) guarantee that vehi-
cles leverage the resources provided by the selected slices.
Constraint (10i) ensures that tasks are processed before their
deadlines. Then, the NP-hardness of problem P1 is discussed
in Lemma 1.

Lemma 1: P1 is an NP-hard problem.
Proof: Assume that all vehicles offload the tasks, and trans-

mission power is set to maximum value, there is only one AP,
the deadlines of tasks are enough large, and the wireless and
computation resources are allocated to vehicles equally. That
is to say, it holds that |O| = 1, xi = 1, τi = +∞, pi = pi,max,
ρl

i,1 = 1/a1, and ηl
i = 1/a2, where a1 and a2 are constants. In

this case, the energy consumption of vehicle Di for selecting
slice Sl can be calculated as

El,∗
i =

a1 · λi · pi,max

Bl · log
(

1+ pi,max·hi∑
m∈M\{i} pm,max·hm

) . (11)

Then, P1 is reduced to the following problem:

P2: min
∑
i∈M

∑
l∈P

yl
i · El,∗

i (12a)

s.t.
∑
l∈P

yl
i = 1,∀i ∈ M, yl

i ∈ {0, 1},∀i ∈ M, l ∈ P, (12b)

∑
i∈M

∑
l∈P

yl
i · ρl

i,1 ≤ 1,
∑
i∈M

∑
l∈P

yl
i · ηl

i ≤ 1. (12c)

Then, the new optimization problem P2 is mapped to a multi-
dimensional multi-choice knapsack problem (MMKP) [31].
As P2 is NP-hard, P1 is a generalization of the MMKP, which
is also NP-hard. �
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IV. THE SSOO ALGORITHM
In this section, we present a slice selection-based online of-
floading (SSOO) algorithm to minimize the system energy
costs. As observed from P1, it is hard to deal with the binary
variables with a large feasible region. In this work, a DRL
algorithm is applied to achieve the resource slice selection
problem [32]. The DRL algorithm can make decisions by an
agent with a deep neural network (DNN). Then, the best slice
selection results are attained by efficiently learning the current
system environment. The input of the DNN is composed of
wireless channel gains, input sizes and deadlines of tasks.
This input is collected by the SDN controller. In time slot t ,
the channel gain set is denoted by Ht = {hi, j(t )|i ∈ M, j ∈ O},
the task input set is represented by λ(t ) = {λi(t )|i ∈ M}, and
the deadline set is defined as τ (t ) = {τi|i ∈ M}, where t =
1, 2, · · · . The slot length is defined as T . To guarantee the
quality of services, it holds that T ≤ max{τ1, τ2, . . . , τNM}.
The initial parameter setting of the DNN is denoted by θ1.
The output of DNN is the relaxed slice selection set, which
is denoted by Z = {zl

i, j ∈ [0, 1], i ∈ M, j ∈ O, l ∈ P}. For the
DNN, the activation functions of both hidden and output
layers are rectified linear unit (ReLU) and sigmoid function
respectively. After achieving the relaxed slice selection set,
these relaxed decisions should be transformed into integral
solutions, as follows.

gK : Z (t )← {
Zk|Zk ∈ 0, 1N , k = 1, 2, . . . , K

}
, (13)

where Zk denotes the slice selection sets, K ∈ [1, 2N ], and
N = NM · NP · NO represents the size of decision space. To
reduce the complexity of the proposed algorithm, it holds that
1 ≤ K ≤ N + 1. If zl

i, j ≥ zl ′
i,′ j′ , it holds that zl,k

i, j ≥ zl,′k′
i,′ j′ . The

iterative process for obtaining slice selection decision set is
summarized as follows.
� First, the initial slice selection decision is obtained ac-

cording to the output of the DNN, as follows.

zl,1
i, j =

⎧⎨
⎩

1, zl
i, j ≥ 0.5,

0, zl
i, j ≤ 0.5,

(14)

where i ∈ M, j ∈ O, l ∈ P.
� Then, the relaxed solutions are sorted by the following

rule.
∣∣z(1)(t )−0.5

∣∣≤· · ·≤ ∣∣z(n)(t )− 0.5
∣∣≤· · · ∣∣z(N )(t )− 0.5

∣∣ ,
(15)

where z(n)(t ) is the n-th relaxed slice selection result.
� Finally, the other K − 1 slice selection results are

achieved according to the aforementioned sequence, as
follows.

zl,k
i, j =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1, zl
i, j (t ) ≥ z(k−1)(t ),

1, zl
i, j (t ) = z(k−1)(t ) and z(k−1)(t ) ≤ 0.5,

0, zl
i, j (t ) = z(k−1)(t ) and z(k−1)(t ) > 0.5

0, zl
i, j (t ) < 0.5,

(16)

where i ∈ M, j ∈ O, l ∈ P.
After obtaining the slice selection decisions, P1 is divided

into tree sub-problems, including the resource allocation prob-
lem for vehicles, the wireless resource allocation problem,
and the resource allocation problem for the edge layer. Let
f (t ) = { fi(t )|0 ≤ fi(t ) ≤ fi,max,∀i ∈ M} denote the resource
allocation decision set for vehicles. Let p(t ) = {pi(t )|0 ≤
pi(t ) ≤ pi,max,∀i ∈ M} be the transmission power set for
vehicles. Let η(t ) = {ηl

i (t )|ηl
i (t ) ∈ [0, 1], i ∈ M, l ∈ P} indi-

cate the resource allocation decision set for the edge layer.
Let ρ(t ) = {ρl

i, j (t )|ρl
i, j (t ) ∈ [0, 1], i ∈ M, j ∈ O, l ∈ P} rep-

resent the wireless resource allocation decision set. When
slice selection decision Zk is given, a resource allocation de-
cision { fk (t ), pk (t ), ρk (t ), ηk (t )} and the energy consumption
Ek can be obtained. In time slot t , the optimal resource allo-
cation decision, {Z∗(t ), f ∗(t ), p∗(t ), ρ∗(t ), η∗(t )}, is the one
with minimal energy consumption.

If
∑

j∈O

∑
l∈P zl,k

i, j = 0, vehicle Di will process the task
locally. As shown in equations (1) and (2), these two equations
are convex functions of fi. Thus, we use the Karush-Kuhn-
Tucker (KKT) conditions as an efficient method for computa-
tion resource management problem of vehicles.

If If
∑

j∈O

∑
l∈P zl,k

i, j = 1, vehicle Di will offload task to
the edge layer. As observed from equations (6) and (7), these
two equations are convex functions of ηl

i . Similarly, we use
the KKT conditions as an efficient method for computation
resource management problem of the edge layer. Then, the
joint transmission setting and wireless resource management
problem is formulated as

P3: min
∑
i∈M

∑
j∈O

∑
l∈P

Etx,l
i, j (17a)

s.t. ρl
i, j ∈ [0, 1],∀i ∈ M, j ∈ O, l ∈ P, (17b)

0 ≤ pi ≤ pi,max,∀i ∈ M. (17c)

It is difficult to solve the optimal problem P3 due to equa-
tion (3). To simplify the problem, we use the following equa-
tion instead of equation (3).

Rl
i, j=ρl

i, j · B j,l log

⎛
⎜⎜⎝1+ pi · hi, j

σ + ∑
m∈M\{i}:∑l∈Q zl

i, j=1

pm,max · hm, j

⎞
⎟⎟⎠ .

(18)
Equation (18) is a quasi-convex function of ρl

i, j and pi. The
optimal wireless allocation and transmission power setting
results are calculated by the bisection method, which can be
denoted by ρ∗k (t ) and p∗k (t ).

Finally, optimal slice selection solution Z∗(t ) is obtained
with minimum energy consumption. Moreover, the data
{H (t ), λ(t ), τ (t ), Z∗(t )} is added to the sample dataset. The
parameters of the DNN are updated periodically by selecting
a training dataset A(t ). In this work, the mean square error
is used as the loss function. To update the parameters of the
DNN, we use Adam as an optimizer.
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Algorithm 1: The SSOO Algorithm.
Input:Wireless channel gain H (t ), task input size λ(t ),
and task deadline τ (t )

Output:Offloading result
{Z∗(t ), f ∗(t ), p∗(t ), ρ∗(t ), η∗(t )}

1: Initialize the parameter θ1 of the DNN;
2: Set the maximum iteration number ζ and training

interval δ;
3: for t = 1, 2, . . . , ζ do
4: Obtain relaxed slice selection solution Z

(
t )

according to H (t ), λ(t ), and τ (t );
5: Generate the initial slice selection result;
6: Generate K − 1 slice selection results according

to the initial result;
7: for k = 1, 2, . . . , N + 1 do
8: Obtain computation resource allocation

solutions fk (t ) and ηk (t ) with KKT conditions;
9: Obtain the wireless resource allocation solution

ρk (t ) and transmission power setting result
pk (t ) with bisection method;

10: Calculate the system energy consumption Ek ;
11: end for
12: end for
13: Select the optimal offloading result

{Z∗(t ), f ∗(t ), p∗(t ), ρ∗(t ), η∗(t )} with minimum
energy consumption;

14: Add {H (t ), λ(t ), τ (t ), Z∗(t )} to the sample dateset;
15: if t mod δ = 0 then
16: Select a training dataset A(t ) randomly;
17: Obtain the optimal parameter θ∗t with MSE and

Adam optimizer;
18: end if
19: return {Z∗(t ), f ∗(t ), p∗(t ), ρ∗(t ), η∗(t )}

Algorithm 1 summarizes the aforementioned ideas. First,
the relaxed slice selection solution is achieved by wireless
channel gains, input data sizes, and task deadlines (line 4).
Then, K slice selection results are obtained based on the re-
laxed slice selection solution (line 5-line 6). With each slice
selection result, the optimal resource allocation solution is
achieved. The slice selection and resource allocation result
with minimum energy consumption is the optimal offloading
solution (line 7-line 11). Finally, the parameters of the DNN
are updated periodically (line 12-line18).

As shown in Algorithm 1, the time complexity of obtaining
the relaxed slice selection result is O(NM · NP · NO). The
time consumption for achieving the initial slice selection so-
lution is also O(NM · NP · NO), while the time complexity
of generating other K − 1 slice selection results is O(K − 1).
The time complexity of calculating the computation resource
allocation results is O(NM · NP)+ O(NM ). The time con-
sumption of calculating the wireless resource allocation and
transmission power setting results is O(NM · NP · NO). In

TABLE 2. Configurations of End Devices and Servers

summary, the total complexity of the SSOO algorithm is
O(NM · NP · NO)

V. EVALUATION
A. EXPERIMENTAL ENVIRONMENT
The experimental environment includes some end devices, six
edge servers (ESs), an SDN controller and a slice orchestrator.
The configurations of end devices and servers are shown in Ta-
ble 2. The SDN controller is installed based on OpenDaylight.
The ESs are controlled by Kubernetes. Finally, an End-to-End
Orchestrator [33] is installed as a slice orchestrator. Fig. 2
describes the detailed experimental environment.

We apply vehicle detection and viewpoint prediction tasks
as the benchmark tasks to depict the benefits of the proposed
SSOO algorithm for distributed intelligence. The input of the
vehicle detection tasks is the KITTI dataset, while the input of
viewpoint prediction tasks is the video viewing dataset.

B. BASELINE SCHEMES AND EVALUATION METRICS
The proposed SSOO algorithm is compared with the follow-
ing three baseline schemes, including the energy and time
efficient task offloading and resource allocation (ETCORA)
algorithm [34], deep reinforcement learning-based computa-
tion offloading and resource allocation (DRL-CORA) algo-
rithm [35], and genetic algorithm-based network slice selec-
tion (GA-NSS) algorithm [36].

In experiments, evaluation metrics are composed of average
device energy consumption, total energy consumption, task
completion rate and the number of tasks processed by slices.
The average device energy costs are measured by the amount
of energy consumed by the devices for executing and trans-
mitting tasks. The system energy costs are determined by the
amount of energy consumed by both end devices and edge
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FIGURE 2. Experimental environment.

servers. The task completion rate is calculated by the number
of tasks that are completed within the deadlines. The number
of tasks processed by slices is achieved by the number of tasks
received by each slice.

C. BASIC SETTINGS
The basic settings of the experiment are shown in this sub-
section. The number of resource slices for vehicle detection
tasks is 2, including 28 vCPU cores and 20 MHz bandwidth.
The number of resource slices for viewpoint prediction tasks
is 2, including 14 vCPU cores and 40 MHz bandwidth. In
each experimental group, average result values are calculated
to reduce the randomness impacts. For the DNN, the number
of hidden layers is 2.

D. IMPACTS OF NUMBERS OF END DEVICES
In this experimental group, the deadlines of vehicle detection
and viewpoint prediction tasks are set to 0.8 s and 1 s re-
spectively. The inputs of these two tasks follow exponential
distributions with the means of 16 MB and 32 MB. Then,
how the number of end devices affects system performance
is investigated.

As shown in Fig. 3(a), the total energy costs increase with
the increase of the number of end devices. This is since
more energy is required for processing more tasks. When the
number of devices is 5, there are no significant differences
among these four schemes. Compared with GA-NSS algo-
rithm, DRL-CORA algorithm and GA-NSS algorithm, the
proposed SSOO algorithm can reduce the total energy con-
sumption by 25.56%, 39.12% and 50.84% when the number
of devices is 25. Fig. 3(b) plots the increasing trends of the
average device energy consumption. This is because more en-
ergy is needed for transmitting tasks to the edge layer with the
increase of the number of end devices. When the number of
devices is 25, compared with GA-NSS algorithm, the SSOO
algorithm can reduce the average device energy consumption
by 22.31%. This is because the SSOO algorithm can improve
resource utilization for distributed intelligence by selecting
optimal slices.

As observed from Fig. 4, the task completion rate reduces
when the number of devices increases. This is due to the

FIGURE 3. Impacts of numbers of end devices on (a) the total energy
consumption, (b) the average device energy consumption.

fact that the amount of resources provided by the system is
limited. It is hard to offer adequate resources for each task.
Compared with the ETCORA scheme, the SSOO algorithm
can increase the task completion rate by 17.69% when the
number of devices is 15. This is because the ETCORA al-
gorithm cannot provide customized resources for tasks with
various requirements, which results in lower task completion
rates. As shown in Fig. 5, the number of tasks processed by
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FIGURE 4. Impacts of numbers of end devices on the task completion rate.

FIGURE 5. Impacts of numbers of devices on the number of tasks
processed by each slice.

each slice increases when the number of devices increases.
Under the proposed SSOO algorithm, the ratio of the number
of tasks processed by Slice 1 to that of tasks processed by
Slice 2 is 3 : 2.

E. IMPACTS OF TASK DEADLINES
In this experimental group, the number of devices is 20. The
inputs of these two tasks follow exponential distributions with
the means of 16 MB and 32 MB. Then, how task deadline
affects system performance is studied.

Fig. 6(a) plots the decreasing trends of the total energy
consumption when the task deadline increases. This is because
the tasks with larger deadlines can be processed with fewer
resources. When the deadline is set to 1.2 s/1.4 s, there is not
any difference between the GA-NSS algorithm and SSOO al-
gorithm. When the deadline is set to 0.4 s/0.6 s, compared with
the GA-NSS algorithm, DRL-CORA algorithm and ETCORA
algorithm, the SSOO algorithm can reduce the total energy
consumption by 30.25%, 42.16% and 49.82%. As shown in
Fig. 6(b), the average device energy consumption increases
rapidly with the decrease of the task deadlines. Compared
with the GA-NSS algorithm, our proposed SSOO algorithm

FIGURE 6. Impacts of task deadlines on (a) the total energy consumption,
(b) the average device energy consumption.

FIGURE 7. Impacts of task deadlines on the task completion rate.

reduces the average device energy consumption by 13.49%
when the deadline is set to 1.2 s/1.4 s. This is because the
SSOO algorithm can improve the resource utilization of each
slice.

As shown in Fig. 7, the task completion rate acts as an
increasing function of the task deadline. When the deadline
is set to 1.2 s/1.4 s, the task completion rates under both
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FIGURE 8. Impacts of task deadlines on the number of tasks processed by
each slice.

FIGURE 9. Impacts of task input sizes on (a) the total energy consumption,
(b) the average device energy consumption.

GA-NSS algorithm and SSOO algorithm are near 100%. This
is because the resource slice can improve resource utiliza-
tion. When the deadline is set to 0.8 s/1s, compared with
the ETCORA algorithm, the proposed SSOO algorithm can
improve the task completion rate by 27.33%. Fig. 8 plots a
decreasing trend of the task completion rate when the task
deadline increases. With larger deadlines, more tasks can be
finished within the deadlines.

F. IMPACTS OF TASK INPUT SIZES
In this experimental group, the deadlines of vehicle detec-
tion and viewpoint prediction tasks are set to 0.8 s and 1 s

FIGURE 10. Impacts of task input sizes on the task completion rate.

FIGURE 11. Impacts of task input sizes on the number of tasks processed
by each slice.

respectively. The number of end devices is set to 20. Then,
how the task input sizes affect the system performance is
investigated.

As shown in Fig. 9(a), the total energy consumption in-
creases when the task input size increases. This is because
more network and computation resources are required to pro-
cess these tasks. When the input size is set to 8 MB/16 MB,
there are no significant differences among all schemes. This
is because all tasks can be processed within the deadlines.
Compared with the GA-NSS algorithm, the SSOO algorithm
can reduce the total energy consumption by 23.06% when the
input size is set to 24 MB/48 MB. As observed from Fig. 9(b),
the average device energy consumption acts as an increasing
function of the task input sizes. This is because end devices
need more resources to process the tasks with larger inputs.

Fig. 10 plots a decreasing trend of the task completion
rate when the task input sizes increase. This is due to the
fact that fewer tasks are finished within deadlines with larger
inputs. When the input size is set to 8 MB/16 MB, the per-
formance of all schemes is near. When the input size is set
to 24 MB/48 MB, the performance of the GA-NSS algorithm
and SSOO algorithm is better than that of DRL-CORA algo-
rithm and ETCORA algorithm. In Fig. 11, the ratio of task
numbers in Slice 1 and Slice 2 is near 3:2 under the proposed
SSOO algorithm, while the ratio of task numbers in Slice 1
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and Slice 2 changes under the GA-NSS algorithm. This is
because the proposed SSOO algorithm can select the optimal
slices for tasks.

VI. CONCLUSION
In this work, the SSOO algorithm for distributed intelligence
tasks in future vehicular networks is proposed. First, the dy-
namic voltage and frequency scaling technology is applied to
reduce the response time and energy consumption for pro-
cessing tasks locally. Then, the response time and energy
consumption for offloading are calculated by considering the
available resource amount, wireless channel states and vehicle
conditions. A DRL-based method is leveraged to obtain the
slice selection results. Based on the selection solution, re-
source allocation results are achieved by KKT conditions and
bisection method. Finally, the experimental results depict that
the proposed SSOO algorithm outperforms other comparing
algorithms in terms of energy consumption and task comple-
tion rate. In future studies, more virtual network functions
of the resource slices will be included and discussed for the
distributed AI.

REFERENCES
[1] K. Zhang, S. Leng, X. Peng, L. Pan, S. Maharjan, and Y. Zhang, “Artifi-

cial intelligence inspired transmission scheduling in cognitive vehicular
communications and networks,” IEEE Internet Things J., vol. 6, no. 2,
pp. 1987–1997, Apr. 2018.

[2] R. Q. Hu, L. Hanzo, and L. Hanzo, “Twin-timescale artificial intelli-
gence aided mobility-aware edge caching and computing in vehicular
networks,” IEEE Trans. Veh. Technol., vol. 68, no. 4, pp. 3086–3099,
Apr. 2019.

[3] A. H. Sodhro, S. Pirbhulal, and V. H. C. De Albuquerque, “Artificial
intelligence-driven mechanism for edge computing-based industrial ap-
plications,” IEEE Trans. Ind. Inform., vol. 15, no. 7, pp. 4235–4243,
Jul. 2019.

[4] Z. Zhou, X. Chen, E. Li, L. Zeng, K. Luo, and J. Zhang, “Edge
intelligence: Paving the last mile of artificial intelligence with edge
computing,” Proc. IEEE, vol. 107, no. 8, pp. 1738–1762, 2019.

[5] Y. Liu, M. Peng, G. Shou, Y. Chen, and S. Chen, “Toward edge intel-
ligence: Multiaccess edge computing for 5G and Internet of Things,”
IEEE Internet Things J., vol. 7, no. 8, pp. 6722–6747, Aug. 2020.

[6] X. Wang, Y. Han, V. C. Leung, D. Niyato, X. Yan, and X. Chen,
“Convergence of edge computing and deep learning: A comprehensive
survey,” IEEE Commun. Surv. Tut., vol. 22, no. 2, pp. 869–904, Apr.–
Jun. 2020.

[7] A. Yazdinejad, R. M. Parizi, A. Dehghantanha, Q. Zhang, and K.-K. R.
Choo, “An energy-efficient SDN controller architecture for iot networks
with blockchain-based security,” IEEE Trans. Serv. Comput., vol. 13,
no. 4, pp. 625–638, Jul./Aug. 2020.

[8] I. Alam et al., “A survey of network virtualization techniques for inter-
net of things using SDN and NFV,” ACM Comput. Surv., vol. 53, no. 2,
pp. 1–40, 2020.

[9] M. Hu, T. Shen, J. Men, Z. Yu, and Y. Liu, “Crsm: An effective
blockchain consensus resource slicing model for real-time distributed
energy trading,” IEEE Access, vol. 8, pp. 206 876–206 887, 2020.

[10] J. Feng, Q. Pei, F. R. Yu, X. Chu, J. Du, and L. Zhu, “Dynamic network
slicing and resource allocation in mobile edge computing systems,”
IEEE Trans. Veh. Technol., vol. 69, no. 7, pp. 7863–7878, Jul. 2020.

[11] M. Yao, M. Sohul, V. Marojevic, and J. H. Reed, “Artificial intelligence
defined 5 G radio access networks,” IEEE Commun. Mag., vol. 57, no. 3,
pp. 14–20, Mar. 2019.

[12] Z. Ning et al., “When deep reinforcement learning meets 5G-enabled
vehicular networks: A distributed offloading framework for traffic
big data,” IEEE Trans. Ind. Inform., vol. 16, no. 2, pp. 1352–1361,
Feb. 2020.

[13] S. Zhou, H. Huang, W. Chen, P. Zhou, Z. Zheng, and S. Guo, “Pirate: A
blockchain-based secure framework of distributed machine learning in
5G networks,” IEEE Netw., vol. 34, no. 6, pp. 84–91, Nov./Dec. 2020.

[14] S. Gopalswamy and S. Rathinam, “Infrastructure enabled autonomy: A
distributed intelligence architecture for autonomous vehicles,” in Proc.
IEEE Intell. Veh. Symp., 2018, pp. 986–992.

[15] I. Ioannou, V. Vassiliou, C. Christophorou, and A. Pitsillides, “Dis-
tributed artificial intelligence solution for D2D communication in 5G
networks,” IEEE Syst. J., vol. 14, no. 3, pp. 4232–4241, Sep. 2020.

[16] G. Sun, Z. T. Gebrekidan, G. O. Boateng, D. Ayepah-Mensah, and W.
Jiang, “Dynamic reservation and deep reinforcement learning based
autonomous resource slicing for virtualized radio access networks,”
IEEE Access, vol. 7, pp. 45 758–45 772, 2019.

[17] D. Bega, M. Gramaglia, A. Garcia-Saavedra, M. Fiore, A. Banchs, and
X. Costa-Perez, “Network slicing meets artificial intelligence: An AI-
based framework for slice management,” IEEE Commun. Mag., vol. 58,
no. 6, pp. 32–38, Jun. 2020.

[18] N. Van Huynh, D. T. Hoang, D. N. Nguyen, and E. Dutkiewicz, “Op-
timal and fast real-time resource slicing with deep dueling neural net-
works,” IEEE J. Sel. Areas Commun., vol. 37, no. 6, pp. 1455–1470,
Jun. 2019.

[19] S. Zhang, H. Luo, J. Li, W. Shi, and X. Shen, “Hierarchical soft slicing
to meet multi-dimensional QoS demand in cache-enabled vehicular net-
works,” IEEE Trans. Wireless Commun., vol. 19, no. 3, pp. 2150–2162,
Mar. 2020.

[20] A. A. Al-Khatib and A. Khelil, “Priority-and reservation-based slicing
for future vehicular networks,” in Proc. IEEE Conf. Netw. Softwariza-
tion: Bridg. Gap Between AI Netw. Softwarization, 2020, pp. 36–42.

[21] H. Ke, J. Wang, L. Deng, Y. Ge, and H. Wang, “Deep reinforcement
learning-based adaptive computation offloading for MEC in heteroge-
neous vehicular networks,” IEEE Trans. Veh. Technol., vol. 69, no. 7,
pp. 7916–7929, Jul. 2020.

[22] J. Wang, T. Lv, P. Huang, and P. T. Mathiopoulos, “Mobility-aware
partial computation offloading in vehicular networks: A deep rein-
forcement learning based scheme,” China Commun., vol. 17, no. 10,
pp. 31–49, 2020.

[23] M. Li, J. Gao, L. Zhao, and X. Shen, “Deep reinforcement learning
for collaborative edge computing in vehicular networks,” IEEE Trans.
Cogn. Commun. Netw., vol. 6, no. 4, pp. 1122–1135, Dec. 2020.

[24] H. Peng and X. Shen, “Multi-agent reinforcement learning based re-
source management in mec-and uav-assisted vehicular networks,” IEEE
J. Sel. Areas Commun., vol. 39, no. 1, pp. 131–141, Jan. 2021.

[25] X. Qiu, L. Liu, W. Chen, Z. Hong, and Z. Zheng, “Online deep
reinforcement learning for computation offloading in blockchain-
empowered mobile edge computing,” IEEE Trans. Veh. Technol.,
vol. 68, no. 8, pp. 8050–8062, Aug. 2019.

[26] W. Zhang, Z. Zhang, S. Zeadally, H.-C. Chao, and V. C. Leung,
“Energy-efficient workload allocation and computation resource con-
figuration in distributed cloud/edge computing systems with stochastic
workloads,” IEEE J. Sel. Areas Commun., vol. 38, no. 6, pp. 1118–1132,
Jun. 2020.

[27] S. Bi and Y. J. Zhang, “Computation rate maximization for wire-
less powered mobile-edge computing with binary computation offload-
ing,” IEEE Trans. Wireless Commun., vol. 17, no. 6, pp. 4177–4190,
Jun. 2018.

[28] Y. Mao, J. Zhang, and K. B. Letaief, “Dynamic computation offloading
for mobile-edge computing with energy harvesting devices,” IEEE J.
Sel. Areas Commun., vol. 34, no. 12, pp. 3590–3605, Dec. 2016.

[29] Q. Ye, W. Zhuang, S. Zhang, A.-L. Jin, X. Shen, and X. Li, “Dynamic
radio resource slicing for a two-tier heterogeneous wireless network,”
IEEE Trans. Veh. Technol., vol. 67, no. 10, pp. 9896–9910, Oct. 2018.

[30] R. Riggio, A. Bradai, D. Harutyunyan, T. Rasheed, and T. Ahmed,
“Scheduling wireless virtual networks functions,” IEEE Trans. Netw.
Service Manag., vol. 13, no. 2, pp. 240–252, Jun. 2016.

[31] A. Mkaouar, S. Htiouech, and H. Chabchoub, “Solving the multiple
choice multidimensional knapsack problem with ABC algorithm,” in
Proc. IEEE Congr. Evol. Comput., 2020, pp. 1–6.

[32] L. Huang, S. Bi, and Y.-J. A. Zhang, “Deep reinforcement learning
for online computation offloading in wireless powered mobile-edge
computing networks,” IEEE Trans. Mobile Comput., vol. 19, no. 11,
pp. 2581–2593, Nov. 2020.

[33] J. X. Salvat, L. Zanzi, A. Garcia-Saavedra, V. Sciancalepore, and X.
Costa-Perez, “Overbooking network slices through yield-driven end-to-
end orchestration,” in Proc. Int. Conf. Emerg. Netw. EXp Technol., 2018,
pp. 353–365.

270 VOLUME 2, 2021



[34] H. Sun, H. Yu, G. Fan, and L. Chen, “Energy and time efficient task
offloading and resource allocation on the generic IoT-fog-cloud archi-
tecture,” Peer-to-Peer Netw. Appl., vol. 13, no. 2, pp. 548–563, 2020.

[35] J. Li, H. Gao, T. Lv, and Y. Lu, “Deep reinforcement learning based
computation offloading and resource allocation for MEC,” in Proc.
IEEE Wireless Commun. Netw. Conf. (WCNC)., 2018, pp. 1–6.

[36] G. Zhao, S. Qin, G. Feng, and Y. Sun, “Network slice selection in
softwarization-based mobile networks,” Trans. Emerg. Telecommun.
Technol., vol. 31, no. 1, 2020, Art. no. e3617.

JIANHANG TANG received the M.S. degree in ap-
plied statistics from Lanzhou University, Lanzhou,
China, in 2015 and the Ph.D. degree in computer
science from the Wuhan University of Technol-
ogy, Wuhan, China. He was a Visiting Ph.D. Stu-
dent with the School of Engineering, The Uni-
versity of British Columbia (Okanagan Campus),
Kelowna, BC, Canada. He is currently a Lecturer
with Yanshan University, Qinhuangdao, China. His
research interests include edge computing and edge
intelligence.

YIQUN DUAN received the B.Eng. degree in elec-
trical engineering from Hohai University, Nanjing,
China and the M.A.Sc. degree in electrical engi-
neering from The University of British Columbia,
Vancouver, BC, Canada. He is currently working
toward the Ph.D. degree with CIBCI lab, Aus-
tralian Artificial Intelligence Institute, School of
Computer Science, University of Technology Syd-
ney, Ultimo, NSW, Australia. His current research
interests involve vision and language scenery un-
derstanding for embodied robotic system and brain

computer interface.

YI ZHOU received the B.Eng. degree in aeronau-
tics engineering and the M.Eng. degree in power
engineering from the Beijing University of Aero-
nautics and Astronautics, Beijing, China, in 2008
and 2010, respectively, and the Ph.D. degree from
Nanyang Technological University, Singapore, in
2015. She is currently an Associate Professor
with the School of Energy and Power Engineer-
ing. Her current research interests include intel-
ligent industrial systems, micro- and nano-scale
fluid mehcanics, dynamic systems, and optimiza-

tion methods.

JIANGMING JIN graduated from Nanyang Tech-
nological University, Singapore, in 2013, He re-
ceived the bachelor’s degree from the University
of Electronic Science and Technology of China,
Chengdu, China, in 2008 and the Ph.D. degree in
computer engineering. He started his career with J.
P. Morgan (Singapore & Beijing). In J. P. Morgan,
he worked with the most sophisticated and large-
scale financial computing system and also worked
with JPM Credit Portfolio Group in credit deriva-
tive calculations. In 2017, he begins a venture jour-

ney in autonomous driving with TuSimple (NASDAQ: TSP). In TuSimple, he
was the Director of HPC and Senior Expert of Engineering to oversee projects
of high performance robotic middleware and heterogeneous computing sys-
tems. He has wide and deep knowledge in Hi-Tech areas including Fintech,
AI chips and software, big data and machine learning systems, 5G, and IoT.
In these area, he has authored or coauthored more than 20 research papers in
top conferences or journals and applied more than ten US/CN patents. He was
also the Session-Chair or keynote-speaker in several AI Summits/Forums. He
is an Executive Member of CCF-TCHPC and CCF-TCARCH. He also holds
several advisory positions in Universities and Non-Profit Institute, includ-
ing Shanghai Tech University, Shanghai, China, Tianjin University, Beijing,
China, and Shenzhen Fintech Association.

VOLUME 2, 2021 271



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


