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We present a method to detect quantum memory
in a non-Markovian process. We call a process
Markovian when the environment does not provide
a memory that retains correlations across differ-
ent system-environment interactions. We define two
types of non-Markovian processes, depending on the
required memory being classical or quantum. We
formalise this distinction using the process matrix
formalism, through which a process is represented
as a multipartite state. Within this formalism, a
test for entanglement in a state can be mapped to
a test for quantum memory in the corresponding
process. This allows us to apply separability cri-
teria and entanglement witnesses to the detection of
quantum memory. We demonstrate the method in
a simple model where both system and environment
are single interacting qubits and map the parameters
that lead to quantum memory. As with entangle-
ment witnesses, our method of witnessing quantum
memory provides a versatile experimental tool for
open quantum systems.

1 Introduction
In any quantum device, the system that carries the in-
formation unavoidably interacts with its environment
introducing noise. Studying the dynamics of such
system-environment interactions is the field of open
quantum systems [1] and it is nowadays more relev-
ant than ever. As quantum devices begin to demon-
strate an advantage over classical ones [2], they in-
creasingly rely on Noisy Intermediate-Scale Quantum
(NISQ) technology, whose main challenge is noise [3].

Noise models typically rely on the assumption of
Markovianity, i.e., that the environment does not keep
memory of past interactions with the system. How-
ever, this assumption typically fails in realistic scen-
arios, as information stored in the environment can
keep track of past interactions with the system and
affect its future dynamics. For example, this was
demonstrated to occur in the IBM quantum comput-
ing platform [4]. In the study of such memory ef-
fects, an important distinction is whether the memory
can be represented classically or requires genuinely
quantum degrees of freedom. The two scenarios can
lead to radically different noise models and strategies
to compensate it. For example, in the presence of
Christina Giarmatzi: christina.giar@gmail.com

classical memory one could monitor the system and
correct its evolution through an appropriate classical
feedback. However, this method fails for quantum
temporal correlations mediated by the environment.
It is therefore desirable to find efficient methods to
discriminate quantum vs classical memory.

Most models of open quantum systems with
memory regard the process as a dynamical map which
maps the system from one time-step to the other [5–
14]. Within this approach, many models of processes
with classical memory have been developed [15–24].
However, dynamical maps study only two-time cor-
relations (time of input and output of the map) and
multi-time-correlations cannot be fully captured. Fur-
thermore, dynamical maps are in general ill-defined
in the presence of initial system-environment correl-
ations [25–28], although such correlations can be re-
sponsible for non-Markovianity.

Here, we introduce a definition of quantum process
with classical memory based on an approach that cap-
tures multi-time correlations, originally introduced by
Lindblad [29] and Accardi et al. [30], and recently re-
formulated within the comb formalism [31] by Pollock
et al. [32], Fig. 1. We provide a technique to effi-
ciently detect the presence of quantum memory in a
non-Markovian process, without requiring full tomo-
graphy. We use the process matrix formalism [33, 34]
to write the process as a multipartite state. For a
specific partition of the state, classical memory im-
plies separability, while entanglement proves quantum
memory. Therefore, we can employ all the known
techniques that verify entanglement and use them to
prove non-Markovianity with quantum memory.

To illustrate our method of detecting quantum
memory, we use entanglement witnesses to obtain
witnesses for quantum memory for the following toy
model: system and environment are qubits jointly
prepared in a maximally entangled state and later in-
teract according to the Ising model, in between two
measurement stations A and B for the system. A
quantum memory witness corresponds to a set of op-
erations at A and B. As separability criteria for the
search of witnesses we use the positive partial trans-
pose (PPT) applied on the state [35] and on symmet-
ric extensions of the state [36]. To find a witness, we
cast each criterion as a SemiDefinite Program that
can be solved efficiently [37]. This also allows us to
restrict the search for witnesses, possibly tailored to
experimental limitations.
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Figure 1: Three types of processes with three time-steps:
Markovian (top), where the environment has no memory,
classical memory (middle), where classical information from
the system is carried by the environment, and quantum
memory (bottom), where there are initial quantum correl-
ations that travel across the process. A, B and C are meas-
urement stations where arbitrary quantum operations can be
performed.

2 Quantum processes
We use the process matrix formalism [33, 34] to de-
scribe quantum processes. We consider a system that
evolves through a given sequence of time steps. Each
time step can be seen as a “measurement station”, la-
belled A,B, . . . , where an experimenter can intervene
on the system, e.g. by measuring or transforming it.
Each operation can be represented by a completely
positive map (CP)MAI→AO that maps the input sys-
tem AI to the output system AO of the operation. A
general intervention on the system is described by a
quantum instrument [38]: a collection of CP maps
J A = {MA}, corresponding to all possible outcomes
of a measurement, with

∑
MA∈JAMA being a CP

and trace preserving (CPTP) map. The joint prob-
ability for observing the outcomes corresponding to
maps MA,MB , . . . at the respective measuring sta-
tions is given by

p(MA,MB , · · · |J A,J B , · · · ) =
Tr[WAIAOBIBO···(MAIAO ⊗MBIBO ⊗ · · · )], (1)

where MAIAO ,MBIBO , · · · are the Choi matrices [39,
40] of the maps MA,MB , . . . respectively, and
WAIAOBIBO··· is the process matrix that lives on the
combined Hilbert spaces of all input and output sys-
tems. The Choi matrix MAIAO ∈ L(HAI ⊗ HAO ),
isomorphic to a CP map MA : L(HAI ) → L(HAO )
is defined as MAIAO := [I ⊗M(|1〉〉〈〈1|)]T , where I
is the identity map, |1〉〉 =

∑dAI
j=1 |jj〉 ∈ HAI ⊗ HAI ,

{|j〉}dAI
j=1 is an orthonormal basis on HAI and T de-

notes matrix transposition in that basis and some
basis of HAO . For the scenarios relevant here, where
events are in a fixed causal order, process matrices
are identical to quantum combs [31] and process
tensors [32]. In turn, these objects correspond to the

Choi matrix of a quantum channel with memory [41].
In this language, it was found that the process mat-

rix of a Markovian process, where the state of the en-
vironment is reset before each time step (Fig. 1, top),
must have the following form [42–44],

WAB···
M = ρAI ⊗ TAOBI ⊗ · · · , (2)

where ρ is the density matrix of the system before
the first time step and TAOBI is the Choi matrix of
a channel T A→B, defined as above but without the
transposition. This means that a Markovian process
can be written as a tensor product of the initial state
and the Choi matrices of the different channels that
connect the measurement stations. As we will see
later, this approach to non-Markovianity takes into
account all possible temporal correlations within a
quantum process—unlike any other definitions based
on dynamical maps which only capture two-time-step
correlations.

A non-Markovian process with classical memory is
one where, during each system-environment interac-
tion, the environment obtains some classical inform-
ation about the system, which can affect future such
interactions (Fig. 1, middle). In other words, the en-
vironment can be simulated as a feedback mechan-
ism, which measures the system at each time step
and, conditioned on the outcome, affects the system’s
evolution at future times [15–17]. To formalise this
definition we describe the evolution between two time
steps as a quantum instrument : a collection of CP
maps that sum up to a CPTP map. Each instru-
ment can depend on the classical information stored
in the environment up to that point, namely on all the
previous measurement outcomes. We provide a more
detailed definition of processes with classical memory
in Appendix A1, together with a characterisation of
their process matrices.

The main result, relevant for what follows, is that a
process matrix with classical memory is proportional
to a separable state. Indeed, we prove in Appendix
A1 that a necessary condition for a process matrix
with classical memory is that it has the form

WAB···
Cl =

∑
j

ρAI
j ⊗ T

AOBI
j ⊗ · · · , (3)

where ρj , Tj are positive semidefinite matrices.
A process with quantum memory, on the other

hand, is one that does not fall within either of
the above categories (Markovian or with classical
memory) In such a process (Fig. 1, bottom), the en-
vironment preserves coherence across different inter-
actions with the system, in a way that cannot be sim-
ulated by a measurement and feedback model.

3 Detecting quantum memory
From Eq. 2 we observe that a Markovian process is
a tensor product of a state with the Choi matrix of
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the channels involved. In what follows we focus on
scenarios with two time-steps where operations A and
B can be performed. The output of B can be ig-
nored since the only contribution to non-Markovianity
stems from the initial system-environment correla-
tions and their later interaction. If such a process has
a classical memory, it can be written as WAIAOBI

Cl =∑
j ρ

AI
j ⊗T

AOBI
j . Choi’s theorem [40] ensures that the

matrices TAOBI
j are positive semidefinite; hence the

process matrix can be viewed as a product state, up
to normalization. Therefore, WAIAOBI

Cl can be writ-
ten as a bipartite separable state ρABsep , where A = AI ,
B = AOBI .

We can now see that detecting entanglement of
the state translates to detecting a quantum memory
for the process—if the process cannot be written as
a separable state, it cannot be Markovian or with
classical memory. Note that quantum memory cor-
responds to entanglement between A and B, which
is AI and AOBI . This is our main result; we can
use known methods of entanglement detection to
verify that the environment of a non-Markovian pro-
cess provides a quantum memory—a feature that has
not been explored before. Previous works have con-
nected entanglement with non-Markovianity—for ex-
ample in [8, 45, 46]—however, these approaches are
based on dynamical maps and therefore, as we dis-
cussed, they are insufficient for a full characterisation
of non-markovianity. We proceed with the detection
method, and discuss later possible applications.

One approach to detecting entanglement is through
entanglement witnesses. An entanglement witness is a
hermitian operator Z whose expectation value is pos-
itive for all separable states, 〈Z〉 = Tr(Zρsep) ≥ 0. A
negative expectation value guarantees entanglement
of the state, whereas a positive value provides no guar-
antee for separability. In the case of processes, we
define a quantum memory witness to be a hermitian
operator Z whose expectation value is positive for all
process matrices with classical memory

〈Z〉 = Tr(ZWCl) ≥ 0. (4)

We note that an entanglement witness is also a
quantum memory witness for the associated process,
but the reverse is not necessarily true. This has to
do with the fact that Eq 3 is a necessary condition
for a process with classical memory but not sufficient.
That is, not any separable state represents a comb.
This is because the set of states is larger than the
set of combs; see Fig 2. Combs [31] obey further lin-
ear constraints W = L(W ), where L is a projector
on the subspace characterised, e.g., in [47]. Hence,
Tr(ZW ) = Tr(ZL(W )) = Tr(L(Z)W )—L is self ad-
joint.This means that, if L(Z) is an entanglement wit-
ness, then Z is also a witness for classical memory,
although not necessarily an entanglement witness. Fi-
nally, we conjecture that the space of processes with
classical memory is strictly smaller than the intersec-

tion of combs and separable states. These are in dir-
ect analogy to the fact that not all separable channels
can be realised through local operations and classical
communication [48–50]. See Appendix A1 for further
discussion.

States

Combs

Separable states

Classical memory

Markovian

Figure 2: The space of combs is smaller than the space of
states. In turn, the space of combs with classical memory
is smaller than that of separable states because combs need
to obey further constraints. We conjecture that the space of
combs with classical memory is smaller than the intersection
of combs and separable states. (During the revision stage of
this manuscript, an example confirming the conjecture was
presented in [51].)

A quantum memory witness is a hermitian matrix,
hence it can always be decomposed into combinations
of CP maps [47]. From Equation 1 we see that the
witness corresponds to the different maps of the meas-
urement stations; for example for a bipartite process,

Z =
∑
i,j

αi,jM
AIAO
i ⊗MBI

j . (5)

Crucially, measuring the witness only requires per-
forming the CP maps in (5) and does not require full
process tomography. This makes the technique suit-
able for experiments, similarly to witnesses for indef-
inite causal order [52, 53].

We note that detecting a quantum memory in an
experimental setup is a procedure similar to that of
detecting entanglement. First we need a good guess
of the realised process matrix. We proceed by finding
a witness of quantum memory, that is, an operator
consisting of general quantum operations within the
process. Experimentally, a negative expectation value
of this operator detects quantum memory.

Given the several approaches to non-Markovianity,
based on dynamical maps rather than on process
matrices, one might wonder if these could also provide
a way to witness quantum memory. As we prove in
Appendix A2, this is not the case.

3.1 Separability criteria
An entanglement witness is obtained through various
separability criteria: a property that is proved to hold
for all separable states. These criteria provide neces-
sary (but not sufficient) conditions for a state to be
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separable. The most notable criterion is based on par-
tial transposition: if a state is separable, it must have
a positive partial transpose (PPT) [35] with respect
to any subsystem. For example, for a bipartite state
ρAB it is separable if (but not only if) ρTA ≥ 0 where
ρTA denotes partial transposition with respect to sub-
system A (ρTB ≥ 0 is an equivalent condition, but is
superfluous since positivity of ρ and ρTA implies pos-
itivity of ρTB ). An entanglement witness is obtained
through the eigenvector corresponding to the negat-
ive eigenvalue of ρTA . If ρTA � 0, there exists |ψ〉
such that 〈ψ|ρTA |ψ〉 < 0. Then Z = |ψ〉〈ψ|TA is an
entanglement witness as its expectation value is neg-
ative for the state ρ and positive for any separable
state [35]

Tr(|ψ〉〈ψ|ρTA) < 0⇒ Tr(Zρ) < 0, and
Tr(ZρA ⊗ ρB) = Tr(|ψ〉〈ψ|ρT

A

sep) ≥ 0. (6)

A different family of separability criteria was intro-
duced by Doherty et al. [36]. These criteria are based
on the PPT criterion applied on symmetric extensions
of the state. For example, for ρAB , one can apply the
PPT criterion to the extended state ρ̃ABA and obtain
the following necessary conditions for the state to be
separable:

ρ̃ ≥ 0, ρ̃TA ≥ 0, ρ̃TB ≥ 0, (7)

One can keep extending the state (i.e. ρABAA) and
obtain new families of conditions, each at least as
strong as the previous ones. This creates a hierarchy
of families of separability criteria which was proven
to be complete—for an entangled state it is guaran-
teed that some level of the hierarchy will prove non-
separability. The first step of the hierarchy is the PPT
criterion, the first symmetric extension is the second
step, and so on. As we discussed earlier, these res-
ults directly extend to define a family of criteria for
classical memory.

3.2 Example
We use the above separability criteria to detect a
quantum memory on a two time-step process, like the
one on Fig 1 (bottom), up until time t2. When the
initial system-environment state is a product or separ-
able state, the process is Markovian or with classical
memory, respectively, for any unitary U , as we prove
in the Appendix A3. Hence, initial entanglement is
necessary for the environment to provide quantum
memory. However, it is not sufficient, as T1 must
also provide an appropriate interaction between sys-
tem and environment.

We choose the following: system and environ-
ment are two qubits prepared in the state |φ+〉 =
1/
√

2(|00〉 + |11〉), and the later interaction is ac-
cording to the transverse-field Ising model for nearest
neighbour interaction between two dipoles [54] with

the following Hamiltonian

H = −Jσxσx − h(σz1+ 1σz), (8)

where J is the coupling strength with which the di-
poles are aligned along the x direction and h is the
strength of the external magnetic field along the z
direction. The operator that describes the evolu-
tion of system and environment is T1 = U(J, h, t) =
e−iH(J,h)t acting on AOE1.

The process matrix, as we obtain in Appendix A4,
is

WAIAOBI (J, h, t) = TrE2 [[U(J, h, t)]], (9)

where, for a linear operator x, we define [[x]] = 1 ⊗
x|1〉〉〈〈1|1⊗ x†.

To detect quantum memory for this process, we
start with the PPT criterion [35]. As discussed above,
we can simply check if the partial transpose of the
corresponding state WAI |AOBI = ρAI |AOBI = ρAB is
not positive semidefinite, that is if ρTA � 0. If so, the
state is entangled and an entanglement witness can be
constructed by taking the projector of the apppropri-
ate eigenvector of ρTA , as discussed above. Although
the problem is a simple check of negativity of the par-
tial transpose ρTA , it can be cast as a SemiDefinite
Program (SDP).

An SDP is a particular type of convex optimisa-
tion problem and includes the optimisation of a lin-
ear function subject to linear constraints. We provide
a short introduction to SDPs in Appendix A5. The
problem of detecting entanglement in ρ using the PPT
criterion, it can be cast as the following SDP

variable Z hermitian semidefinite

minimize Tr(ZρTA)
subject to TrZ == 1. (10)

For a negative value of the minimising quantity (over
the hermitian semidefinite Z), the quantum memory
witness is ZTA . Although this way of finding a witness
is slower than to simply check if ρTAI � 0, the advant-
age of the SDP is that we can add restrictions to the
witness search, as long as they are linear constraints.

For example, one might wish to obtain a witness of
the form Z =

∑
i,j ψ

AI ⊗ ψAO ⊗ EBI
j , where Alison

performs projective measurements and re-prepares
the measured state, while Ben is measuring with some
projector Ej . In this case the corresponding linear
constraint we need to add on the SDP is PZP = Z,
where P is an operator that swaps the systems AI
and AO on the witness Z.

The second step of the hierarchy developed by Do-
herty et al. [36] provides stronger criteria for separ-
ability. The main idea is that the PPT criterion is
applied on a symmetric extension of the state, i.e. on
WAIAOBIAI . We present the associated SDPs in Ap-
pendix A5.

We run our code using the PPT criterion across the
parameter space (J, h) for fixed t. As t is the time of
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interaction between the system and the memory, for
time t = 0 the process is trivially Markovian for every
nonzero (J, h). This is also the case for J = 0 for every
nonzero (t, h) because the magnetic field is affecting
both systems separately. In Appendix A6 and A7
we find all the other parameter values for which the
process is Markovian and we prove that for h = 0
and every nonzero (J, t) the process is with classical
memory (or Markovian).

For a fixed time t = 1 we run the code for (J, h) ∈
[0, 10] and present our findings in Figure 3. The value
Tr(ZW ) becomes negative when the PPT criterion
has detected a quantum memory while in all other
areas, a value close to zero is in general inconclusive.
For this reason, we run the SDP testing the second
step of the hierarchy. We find the same results, sug-
gesting that the areas of not detecting a quantum
memory were probably areas with classical memory.
However, as we present in Appendix A7, the points
in the Figure where the lines are crossing correspond
to Markovian processes. Additionally, we verify that
these are the only Markovian points by calculating
the measure of non-Markovianity introduced in [44],
which is the relative entropy [55] between each process
with an associated Markovian one [43]. This measure
becomes zero when the process is Markovian.

Figure 3: Heatmap of the value Tr(ZW ) across the para-
meter space (J, h) ∈ [0, 10] with steps of 1/15, for t = 1,
where Z is the witness obtained through the PPT criterion
and W is the process matrix of our example

4 Conclusion
We provide a novel approach to the study of non-
Markovianity that captures genuine quantum multi-
time correlations within a process and allows us to de-
tect an environment with quantum memory without
process tomography. Our method expands consider-
ably the investigation of open quantum systems. Our
definition of non-Markovianity with classical memory,
which leads to mapping entanglement to a quantum

memory, provides an experimentally accessible tool
and paves the way for further research. It can be used
in experimental situations to detect that an external
quantum system (environment) retains quantum cor-
relations over time—whether this is desired or not.
Furthermore, entanglement leads to many properties
for states, which can be mapped to interesting proper-
ties for processes, for example multipartite entangle-
ment could correspond to novel types of quantum non-
Markovianity in multi-time-step processes. Hence, in-
vestigating other properties of entanglement could un-
veil more information about quantummemory in open
quantum systems.
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A Appendix
A.1 Choi representation of processes with clas-
sical memory
In this section we provide the definition of a process
matrix with classical memory and prove that, as a
necessary condition, it is proportional to a separable
state.

We consider a finite number t1, . . . , tn of time steps.
Each time step is associated with an input and an
output space, AjI ≡ L(HA

j
I ), AjO ≡ L(HA

j
O ), j =

1, . . . , n, corresponding to the input and output of
an operation that can be performed on the system
at time tj . We use the short-hand Aj ≡ AjI ⊗ A

j
O.

We take the last output space to be trivial, so that
An ≡ AnI . (Equivalently, we could keep a non-trivial

Accepted in Quantum 2021-03-14, click title to verify. Published under CC-BY 4.0. 6

https://doi.org/10.1103/PhysRevLett.112.120404
https://doi.org/10.1103/PhysRevLett.112.120404
http://stacks.iop.org/0034-4885/77/i=9/a=094001
http://stacks.iop.org/0034-4885/77/i=9/a=094001
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/https://doi.org/10.1016/j.physrep.2018.07.001
https://doi.org/https://doi.org/10.1016/j.physrep.2018.07.001
https://doi.org/10.1103/RevModPhys.89.015001
https://doi.org/10.1103/RevModPhys.89.015001
https://doi.org/10.1364/JOSAB.4.001604
https://doi.org/10.1364/JOSAB.4.001604
https://doi.org/10.1103/PhysRevA.36.5543
https://doi.org/10.1103/PhysRevA.36.5543
https://doi.org/10.1103/PhysRevLett.70.548
https://doi.org/10.1103/PhysRevLett.70.548
https://doi.org/10.1103/PhysRevA.64.052110
https://doi.org/10.1007/s11128-010-0165-2
https://doi.org/10.1007/s11128-010-0165-2
https://doi.org/10.1142/S0219477512420035
https://doi.org/10.1142/S0219477512420035
https://doi.org/10.1103/PhysRevA.87.052113
https://doi.org/10.1103/PhysRevA.87.052113
https://doi.org/10.1038/ncomms3851
https://doi.org/10.1038/ncomms3851
https://doi.org/10.1103/PhysRevA.87.030101
https://doi.org/10.1103/PhysRevA.97.052133
https://doi.org/ https://doi.org/10.1016/j.physleta.2005.04.029
https://doi.org/ https://doi.org/10.1016/j.physleta.2005.04.029
https://doi.org/10.1103/PhysRevLett.73.1060
https://doi.org/10.1103/PhysRevA.64.062106
https://doi.org/10.1103/PhysRevA.64.062106
https://doi.org/10.1103/PhysRevA.100.022112
https://doi.org/10.1103/PhysRevA.100.022112
https://projecteuclid.org:443/euclid.cmp/1103904877
https://doi.org/10.2977/prims/1195184017
https://doi.org/10.2977/prims/1195184017
https://doi.org/10.2977/prims/1195184017
https://doi.org/10.1103/PhysRevA.80.022339
https://doi.org/10.1103/PhysRevA.97.012127
https://doi.org/10.1038/ncomms2076
http://arxiv.org/abs/1105.4464
http://arxiv.org/abs/1105.4464
http://stacks.iop.org/1367-2630/18/i=9/a=093020
http://stacks.iop.org/1367-2630/18/i=9/a=093020
https://doi.org/10.1103/PhysRevLett.77.1413
https://doi.org/10.1103/PhysRevLett.77.1413
https://doi.org/10.1103/PhysRevA.69.022308
https://doi.org/10.1007/BF01647093
https://doi.org/10.1007/BF01647093
https://doi.org/10.1016/0034-4877(72)90011-0
https://doi.org/10.1016/0024-3795(75)90075-0
https://doi.org/10.1103/PhysRevA.72.062323
https://doi.org/10.1103/PhysRevA.72.062323
https://doi.org/10.1088/1367-2630/18/6/063032
https://doi.org/10.1088/1367-2630/18/6/063032
https://doi.org/10.1038/s41534-018-0062-6
https://doi.org/10.1038/s41534-018-0062-6
https://doi.org/10.1103/PhysRevLett.120.040405
https://doi.org/10.1103/PhysRevLett.120.040405
https://doi.org/10.1103/PhysRevA.101.020303
https://doi.org/10.1103/PhysRevA.101.020303
https://doi.org/10.1103/PhysRevLett.112.120404
https://doi.org/10.1103/PhysRevLett.112.120404
https://doi.org/10.1088/1367-2630/17/10/102001
https://doi.org/10.1088/1367-2630/17/10/102001
https://arxiv.org/abs/quant-ph/9707002
https://doi.org/10.1103/PhysRevA.57.1619
https://doi.org/10.1103/PhysRevA.57.1619
https://doi.org/10.1103/PhysRevA.59.1070
https://arxiv.org/abs/2101.11630
https://doi.org/10.1126/sciadv.1602589
https://doi.org/10.1126/sciadv.1602589
https://doi.org/10.1103/PhysRevLett.121.090503
https://doi.org/10.1103/RevModPhys.74.197
https://doi.org/10.1103/RevModPhys.74.197
https://doi.org/10.1103/PhysRevLett.123.040401
https://doi.org/10.1103/PhysRevLett.123.040401
https://doi.org/10.22331/q-2020-04-20-255
https://doi.org/10.1103/PhysRevA.83.052128
http://github.com/Christina-Giar/SDP2_non_markov


final output space AnO, but the constraints defin-
ing a causally ordered process—or comb—imply that
WA1...An

I ⊗1An
O [1, 2], which means AnO is not relevant

for calculating observable probabilities.)
In a quantum process with classical memory, the

environment can acquire classical information about
the system, which then feeds forwards to influence
the system’s evolution at later times. The acquisition
of classical information by the environment can be
understood as a measurement: during the evolution
between times tj and tj+1, the environment measures
the system and obtains a classical outcome aj . The
conditional evolution of the system, in general, de-
pends on aj . Furthermore, the evolution can depend
on the information stored by the environment up to
that point, which we represent as a classical variable
xj . The most general evolution of this type is repres-
ented by a CP map T jaj |xj

: AjO → Aj+1
I .

If the outcome aj is discarded, the unconditional
evolution of the system between times tj and tj+1 is
represented by the sum

∑
aj
T jaj |xj

, which must be a
CPTP map. In other words, each set of CP maps{
T jaj |xj

}
aj

has to be an instrument. In Choi repres-

enation, an instrument is given by a set of matrices
that satisfy

T
Aj

O
Aj+1

I

aj |xj
≥ 0, trAj+1

I

∑
aj

T
Aj

O
Aj+1

I

aj |xj
= 1A

j
O . (1)

The value of xj at time tj can depend on the value
of x at all previous times, as well as on all the inform-
ation hitherto extracted from the system, through an
arbitrary conditional probability P (xj |~a|j , ~x|j), where
we use the short-hand notation ~a|j ≡ (a0, . . . , aj−1)
(and similarly for ~x|j). All the classical information
in the environment is eventually discarded, leading to
the process matrix

WA1...An

Cl =
∑
~a ~x

n−1⊗
j=0

T
Aj

O
Aj+1

I

aj |xj
P (xj |~a|j , ~x|j), (2)

with ~a ≡ (a0, . . . an−1), ~x ≡ (x0, . . . xn−1). Note that,
since we start with an input space, A1

I , the “zeroth”
instrument reduces to a set of sub-normalised states,{
T
A1

I

a0|x0

}
a0
≡
{
ρ
A1

I

a0|x0

}
a0
, summing up to a normal-

ised state, tr
∑
a0
ρa0|x0 = 1. This describes an envir-

onment that, given the variable x0, prepares the state
ρa0|x0/ tr ρa0|x0 with probability P (a0|x0) = tr ρa0|x0 .

It can be helpful to give a temporal description of
the process (2). Before time t1, the environment con-
tains some classical variable x0. Upon measuring the
system, the environment obtains a classical outcome
a0. This leaves the system in the (non-normalised)
state ρa0|x0 . At time t1, the environment’s inform-
ation is updated to the classical variable x1, which
depends on the previous variables through the con-
ditional probability P (x1|a0, x0). Then, between

times t1 and t2, the environment measures the sys-
tem, obtaining an outcome a1 and resulting in the
conditional evolution T 1

a1|x1
: A1

O → A2
I of the sys-

tem. The memory at t2 updates to x2, through
P (x2|a1, a0, x1, x0), and so on.

We can re-define the CP maps to include the con-
ditional probabilities representing the dependency on
past information. Thus we set

T
Aj

O
Aj+1

I

ajxj |~a|j ,~x|j := T
Aj

O
Aj+1

I

aj |xj
P (xj |~a|j , ~x|j), (3)

ρ
A1

I
a0x0 := ρ

A1
I

a0|x0
P (x0), (4)

where P (x0) is the marginal probability for the initial
variable x0. It is easy to verify that the newly defined
maps form properly normalised instruments:

trAj+1
I

∑
ajxj

T
Aj

O
Aj+1

I

ajxj |~a|j ,~x|j = 1A
j
O ,

tr
∑
a0x0

ρa0x0 = 1.

As now both variables aj , xj correspond to meas-
urement outcomes in the instrument, we can further
simplify the expression by combining the variables as
(aj , xj) 7→ xj , (~a|j , ~x|j) 7→ ~x|j . The process matrix
now takes the form

WA1...An

Cl =
∑
~x

n−1⊗
j=0

T
Aj

O
Aj+1

I

xj |~x|j . (5)

As this is a particular form of Eq. (2), we see that a
process matrix has classical memory if and only if it
can be written in this way. In other words, we can
take Eq. (5) as a definition of process with classical
memory.

By relabelling ~x 7→ x, we see that the process mat-
rix (5) is a particular case of the form

WA1...An

Cl =
∑
x

ρ
A1

I
x ⊗ TA

1
OA

2
I

x ⊗ · · · ⊗ TA
n−1
O

An
I

x , (6)

ρ
A1

I
x ≥ 0, T

Aj−1
O

Aj
I

x ≥ 0,

where we no longer require that the CP maps Tx sum
up to a CPTP map. In other words, the process mat-
rix is proportional to a separable state for the parti-
tion A1

I |A1
OA

2
I | . . . |A

n−1
O AnI , as we set out to prove.

Note that this is equivalent to a convex combina-
tion of product matrices, as easily seen be redefining
ρx 7→ pxρx, px = tr ρx.

We remark that, although all process matrices with
classical memory have the form (6), not all matrices of
that form are process matrices with classical memory.
In other words, it might not be possible to re-write
a matrix of the form (6) into the form (5). This is
certainly the case for separable states that do not
satisfy the constraints for causally ordered process
matrices (combs). However, we conjecture that there
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are combs of the form (6) that cannot be rewritten in
the form (5), i.e., that cannot be realised as processes
with classical memory.

This conjecture is motivated by the close analogy
with “quantum non-locality without entanglement”
[3]. In detail, a multi-time process (or comb) defines
a multipartite channel from all output to all input
spaces, W :

⊗
j A

j
O →

⊗
j A

j
I . The process mat-

rix W is the Choi representation of W. To put this
in the context of the relevant literature, we can take
A1
I to be trivial and n = 3. Furthermore, assuming

matching dimensions, we identify A1
O ≡ A2

I ≡ A and
A2
O ≡ A3

I ≡ B. A process matrix of the separable
form (6) then corresponds to a channel

Wsep =
∑
x

T Ax ⊗ T Bx , (7)

where each T Ax , T Bx is a CP (but not necessarily
CPTP) map. A channel of the above form is called
separable, in analogy to separable states [4]. A sub-
class is that of LOCC channels, namely channels that
can be realised with Local Operations and Classical
Communication. For example, an LOCC channel can
consist of an instrument

{
T Aa|x

}
a
performed on system

A and an instrument
{
T Bb|y

}
b
on B, where y depends

probabilistically on a and x (thanks to “classical com-
munication” from A to B):

WLOCC =
∑
abxy

P (y|ax)P (x)T Aa|x ⊗ T Bb|y. (8)

More generally, an LOCC channel can involve the
composition of multiple instruments on each side,
with multiple rounds of communication between A to
B.

It is relatively simple to see that a channel of
the form (8) corresponds to a process with classical
memory, according to our definition. The fact that
there exist separable channels that do not have an
LOCC realisation [3] strongly suggests that there are
combs with the separable form (6) that cannot be real-
ised as processes with classical memory. The only gap
is that combs correspond to a strict subset of multi-
partite channels. Therefore, it is possible that, when
adding the comb constraints, separable channels may
fall into the LOCC class, and possibly even in the
smaller class of processes with classical memory.

A.2 Non-Markovianity witnesses based on dy-
namical maps
A large body of work on open quantum systems has
been concerned with identifying non-Markovian beha-
viour in dynamical maps, leading to several witnesses
and measures of non-Markovianity [5, 6]. Here we
compare this approach to our definition of quantum

memory and show that common measures of non-
Markovianity are not sufficient do decide whether a
general process has quantum or classical memory.

A dynamical map is a time-dependent quantum
channel, describing the evolution of a system as
ρ(t1) 7→ ρ(t) = Et,t1 (ρ(t1)). The map Et,t1 can be seen
as the quantum analogue of a conditional probability
distribution P (Xt|Xt1) for a classical time-dependent
stochastic variable Xt. Knowledge of these condi-
tional probabilities does not provide full information
about the stochastic process, which is defined through
joint probabilities P (Xt1 , Xt2 , . . . , Xtn). Similarly,
knowledge of the dynamical map Et,t1 does not
provide full information about the processes matrix
WA1,...,An , which encodes arbitrary multipartite cor-
relations [7].

Nonetheless, one can use dynamical maps to de-
rive sufficient conditions for non-Markovianity. The
most commonly used criteria are based on the no-
tion of divisibility [8]. A set of dynamical maps is
called divisible if, for any three times t1, t2, t3, the
decomposition Et3,t1 = Et3,t2 ◦ Et2,t1 holds, where all
maps are completely positive. Although not all di-
visible maps correspond to Markovian processes, all
Markovian processes give rise to divisible maps [9].
Therefore, a failure of divisibility is a signature of
non-Markovianty. Our question is whether it is also a
signature of quantum memory, as per our definition.
Conversely, we also want to know whether a process
with classical memory necessarily leads to divisible
dynamics. We are going to answer both questions in
the negative.

An important observation is that, in the presence
of initial correlations between system and environ-
ment, dynamical maps are in general not well-defined,
as it becomes unclear how to vary the input to the
map without specifying the full system-environment
state [10–13]. This already shows that dynamical
maps are unsuitable to study memory in two-time-
step scenarios (as our in example in the main text)
where non-Markovianity can only arise due to system-
environment correlations.

Dynamical maps become well defined in scenarios
where the first operation is restricted to be a strong
state preparation, removing all initial correlations
with the environment (a “causal break” in the lan-
guage of Refs. [7, 14]). In this scenario, we can take
the input space associated with the first time-step
to be trivial, A ≡ AO. Non-trivial memory effects
can arise when we consider two additional time-steps,
B ≡ BI ⊗BO and C ≡ CI . This leads us to consider
process matrices WAOBIBOCI , whose circuit repres-
entation is shown in Figure 1. In such a process,
the relevant partition to detect quantum memory is
AOBI |BOCI .

As this process involves three time-steps, we can
associate to it three maps: EA0→BI (evolution from
t1 to t2), EB0→CI (t2 to t3), and EA0→CI (t1 to t3).
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A
U1

B
U2

CΑΟ ΒΙ BΟ CΙ

Figure 1: Circuit representation of a three-time-step process.

The relation with the process matrix is as follows (see,
e.g., Ref. [15, 16]):

1. EA0→BI is obtained by discarding the last time-
step. It is a general property of a quantum comb
(causally ordered process matrix) that tracing
out the last input space results in the identity
matrix on the last output [1]:

TrCI
WAOBIBOCI = EAOBI

1 ⊗ 1BO . (9)

EAOBI
1 is the Choi matrix of the map EA0→BI ,

and can be obtained directly from the process
matrix through

EAOBI
1 = 1

dBO
TrBOCI

WAOBIBOCI , (10)

where dBO is the dimension of BO.

2. EA0→CI is obtained by inserting the identity map
as B’s operation. In Choi representation,

EAOCI
2

= TrBIBO

[(
1AICI ⊗ [[1]]BIBO

)
WAOBIBOCI

]
.

(11)

Note that, in expressions such as Eq. (11), a re-
ordering of subsystem is implied (i.e., appropriate
subsystem swaps should be applied to matrices so
that subsystems are all in the same order, e.g.,
the standard order AOBIBOCI).

3. EB0→CI is not uniquely specified by W , as it de-
pends on the state preparation at AO. However,
in the following we will not need an explicit ex-
pression of this map. (In fact, divisibility cri-
teria typically only require the existence of any
CP map EB0→CI , not necessarily operationally
defined [9]).

The first thing we want to prove is that divisib-
ility does not imply classical memory. To this end,
we present a process matrix that is entangled across
the partition AOBI |BOCI and whose associated maps
satisfy divisibility. The example is

WAOBIBOCI = [Φ]AOBICI ⊗ 1BO , (12)
|Φ〉 = |000〉+ |111〉, (13)

with the notation [Φ] ≡ |Φ〉〈Φ|. This process can be
realised through the circuit in Fig. 2. As the “GHZ
state” |Φ〉 is entangled across any bipartition, it is

clear that this process matrix has a quantum memory.
A simple calculation reveals the Choi matrices of the
relevant maps to be

EAOBI
1 = trCI

[Φ]AOBICI = ([00] + [11])AOBI , (14)

EAOCI
2 = TrBI

[Φ]AOBICI = ([00] + [11])AOCI . (15)

Thus, the two maps are equal, each describing a de-
phasing channel ρ 7→ [0] 〈0|ρ|0〉 + [1] 〈1|ρ|1〉. These
maps are clearly compatible with divisible dynamics.
In particular, the criterion in Ref. [17] states that evol-
ution is divisible if and only if the probability of suc-
cess in a one-shot state discrimination task cannot
increase. This is clearly true in our example: for any
given state preparation at time t1, tomography at t2
would reveal the same state as at time t3. Memory
signatures in process (12) are encoded in genuinely
tripartite correlations across AOBICI . Hence, divis-
ibility does not imply classical memory.

A B CΑΟ ΒΙ BΟ CΙ
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Figure 2: Process with quantum memory, identified as
Markovian by the dynamical maps approach.

Let us now show that non-divisibility does not im-
ply quantum memory. We will present a process
with classical memory and show that its associated
maps are non-divisible. To this end, for divisibility,
it is sufficient to consider the criterion proposed in
Ref. [18]: given two initial states ρ0, ρ1, prepared
at t1, their trace distance cannot increase under di-
visible dynamics; the trace distance is defined as
D(ρ0, ρ1) := 1

2 ‖ρ0 − ρ1‖1, ‖∆‖1 := Tr
√

∆†∆. We
want to present a process with classical memory that
increases the trace distance of two states, implying
non-divisibility. The example is

WAOBIBOCI =
1∑
a=0

[a]AO ⊗ ρBI ⊗ 1BO ⊗ [a]CI , (16)

with ρ an arbitrary density matrix. This process has
the form (5) and thus can be realised with classical
memory, through the circuit in Figure 3. Explicitly,
between the first and second time step (AO to BI)
the environment measures the system in the compu-
tational basis, yielding outcome a, and prepares the
unrelated state ρ. Between second and third step (BO
to CI), the system’s state is discarded and the pure
state |a〉 is prepared, which only requires the environ-
ment to keep memory of the classical output a from
the first time step. This results in a dephasing chan-
nel from the first to the third step (AO to CI). Now,
consider states ρ0 = [0], ρ1 = [1] prepared at t1.
Their trace distance drops to 0 at t2, as any state
is replaced by ρ. However, at t3 the initial value is
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restored, D([0] , [1]) = 1, as both states are mapped
identically from AO to CI . Hence, a process with clas-
sical memory can involve non-divisible maps, which
means that non-divisibility does not imply a quantum
memory.

A B CΑΟ ΒΙ BΟ CΙ

Figure 3: Process with classical memory, where the distin-
guishability between states can increase.

This example is not surprising, as it is known that
the (classical analogue of the) trace-distance criterion
is violated by classical stochastic processes [19], and
thus it is fully expected that it can be violated by
quantum processes with classical memory.

A.3 Initial system-environment correlations af-
fecting the memory
In this section we discuss what happens to a general
2-time-step scenario (one system-environment inter-
action), with initial system-environment correlations,
described in the initial joint state ρE1AI , where E1 de-
notes the environment state space at the initial time.
The process matrix is obtained using the rules to con-
struct quantum combs, by sequential composition of
processes [1]. We start with the initial state ρE1AI

and the joint unitary in the form of its Choi mat-
rix TE1AOE2BI , and combining them using the link
product, defined as

WAIAOBI = ρ ∗ T

= trE1E2

[(
ρE1AI ⊗ 1E2AOBI

) (
TE

T
1 AOE2BI ⊗ 1AI

)]
,

where the superscript on the subsystem E1 denotes
partial transposition with respect to the subsystem.

A.3.1 Case 1: ρ is a product state

In this case ρE1AI = ρE1
1 ⊗ ρ

AI
2 , with ρ1 and ρ2 being

arbitrary states. The process matrix becomes

WAIAOBI =

trE1E2

[(
ρE1

1 ⊗ ρ
AI
2 ⊗ 1E2AOBI

)
(
TE

T
1 AOE2BI ⊗ 1AI

)]
= ρAI

2 ⊗ TAOBI
s , (17)

where TAOBI
s = trE1E2

[(
ρE1

1 ⊗ 1AOE2BI

)
TE

T
1 AOE2BI

]
is the channel for the system after tracing out the
environment. We see that this is the form of a
Markovian process matrix.

A.3.2 Case 2: ρ is a separable state

In this case, ρE1AI =
∑
j qjρ

E1
j ⊗σ

AI
j , with ρj , σj ≥ 0,

0 ≤ qj ≤ 1, and
∑
j qj = 1. Now the process matrix

becomes

WAIAOBI =

trE1E2

∑
j

qjρ
E1
j ⊗ σ

AI
j ⊗ 1

E2AOBI


(
TE

T
1 AOE2BI ⊗ 1AI

)]
=
∑
j

qjσ
AI
j ⊗ T

AOBI
j , (18)

where, ∀j,

TAOBI
j = trE1E2

[(
ρE1
j ⊗ 1

AOE2BI

)
TE

T
1 AOE2BI

]
represents a CPTP map. We see that, for j > 1,
Eq. (18) has the form of a process with classical
memory, Eq. (5).

We conclude from the above that for a two-time-
step process, and any kind of system-environment in-
teraction, there can be no quantum memory in the en-
vironment if there is no initial entanglement between
the environment and the system.

A.4 Process matrix of our example
For the process matrix for our example we start with
the one written above for the general two-time-step
process

ρ ∗ T = trEI

[(
ρE1

TAI ⊗ 1AOBIE2
) (
1AI ⊗ T

)]
,

(19)
with the partial transpose acting on the common
subsystem that is traced over. We then substitute
T = [[U ]] and, omitting the tensor product symbols,

[[U ]] =
∑
jkj′k′

|jk〉〈j′k′|AOE1
(
U |jk〉〈j′k′|U†

)BIE2
,

(20)
while the initial state is ρ = |φ+〉〈φ+|, so that ρTE1 =
1
2
∑
il |i〉〈l|AI |l〉〈i|E1 . The link product then gives

|φ+〉〈φ+| ∗ [[U ]]

= 1
2
∑
ijk

|k〉〈k′|AI |j〉〈j′|AO
(
U |jk〉〈j′k′|U†

)BIE2
,

(21)

which is, up to normalisation, the same expression
as (20), with the first two factors swapped and EI
substituted with AI . The process matrix describing
the first qubit is obtained by tracing out E2.

A.5 SDP: Higher-order criteria
For the second level of the hierarchy, the problem is
no longer a simple computational task—we need to
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find if there exist a symmetric extension ρ̃ABA of a
state ρAB (corresponding to a process matrix WAB),
such the state and all its partial transposes with re-
spect to A and B are positive. The latter conditions
are linear constraints on ρ̃ABA and so the problem
can be cast as an SemiDefinite Program which can be
solved efficiently [20]. We develop this method as it
is a stronger test of non-separability, although in our
example it turns out that the first level completely
characterizes the type of non-Markovinity.

An SDP has a primal and a dual form. The primal
form is written as

variable x
minimize cTx

subject to F (x) ≥ 0, (22)

where c is a known vector, x = (x1, · · · , xn) and
F (x) = F0 +

∑
i xiFi, for some fixed hermitian

matrices Fi, is a semidefinite matrix. In the case
where c = 0 there is no function to minimise and the
problem reduces to whether the constraints are satis-
fied for some value of x. This is called the feasibility
problem. Its associated dual form is written as

variable Z hermitian

maximize −Tr(F0Z)
subject to Z ≥ 0,

Tr(FiZ) = ci (23)

In our case, the feasibility problem is formulated as
follows

variable ρ̃ semidefinite

minimize 0
subject to ρ̃⊕ ρ̃TA ⊕ ρ̃TB ≥ 0

TrA′ ρ̃ = ρ

swapA,A′(ρ̃) = ρ̃, (24)

where we have omitted the spaces the states live on,
ρAB and ρ̃ABA

′
. This SDP tries to find an extension

of ρ, ρ̃, such that it is separable according to the PPT
criterion. ρ̃ is constrained to be an extension of ρ with
the last two constraints and that it is a positive semi-
definite matrix. Note that a block diagonal matrix is
non-negative if and only if each of its block matrices
is non-negative.

The primal SDP detects entanglement when its out-
put is that the problem is infeasible, i.e. it cannot find
an extension of ρ such that it is separable according to
the PPT criterion. The dual SDP minimises a value
Tr(Zρ̃) to find a witness for ρ̃; from which we find a
witness for ρ. To explicitly write the dual form we
need some definitions. Due to symmetries on the ex-
tension ρ̃, it can be written as follows

ρ̃ = G(x) = G0 +
∑
J

xJGJ (25)

where G0 is a fixed part that depends only on the
given ρ and xJ is the coefficients for the rest of the
basis elements GJ . In particular, G0 = Λ(ρ), and Λ
is a linear map from HA ⊗ HB to HA ⊗ HB ⊗ HA.
If we then define F (x) = ρ̃ ⊕ ρ̃TA ⊕ ρ̃TB we get that
F0 = G0 ⊕GTA

0 ⊕GTB
0 and Fi = GJ ⊕GTA

J ⊕G
TB

J .
The dual form of the SDP then writes

variable Z hermitian semidefinite

maximize −Tr(F0Z)
subject to Z ≥ 0

Tr(FiZ) = 0, (26)

For a positive value of −Tr(F0Z), which yields a neg-
ative one for Tr(F0Z), we can obtain a witness Z̃ for
ρ through Z̃ = Λ∗(Z), where Λ∗ is the adjoint map of
Λ. The codes for the feasibility and dual problem for
our example are publicly available on GitHub [21].

A.6 Our example: classical memory in the h =
0 case
In this case the Hamiltonian is

H(J) = −Jσx ⊗ σx, (27)

so it has product eigenstates, built from the Pauli
matrix’s eigenstates σx|µ〉 = µ|µ〉, µ = ±1:

H(J)|µ〉|ν〉 = −Jµν|µ〉|ν〉, (28)
U(J, t)|µ〉|ν〉 = e−Jµνt|µ〉|ν〉, (29)

µ, ν = ±1.

Using the eigenstates of H(J) in the definition of
the Choi isomorphism, and taking the partial trace
over EO of expression (21), we obtain for the process
matrix

WAIAOBI (J, t)

=1
2
∑
µ1µ2
ν1ν2

|ν1µ1〉〈ν2µ2|AIAO trEO

(
U |µ1ν1〉〈µ2ν2|U†

)BIEO

=1
2
∑
µ1µ2ν

eiJ(µ1−µ2)νt|ν〉〈ν|AI |µ1〉〈µ2|AO |µ1〉〈µ2|BI .

We see that this matrix is an equal mixture of two
product matrices:

WAIAOBI (J, t) = 1
2
∑
ν=±1

|ν〉〈ν|AI [[eiνJσxt]]AOBI .

Therefore, the process we are describing is the equal
mixture of two Markovian processes: for ν = ±1 re-
spectively, these correspond to processes where the
system is initially in state |ν〉, while from A to B
it evolves according to the (single-qubit) Hamilto-
nian Hν = −νJσx. Thus, even though in our model
the initial system-environment state is entangled, the
process for the system alone can be reproduced by
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substituting the environment with a classical vari-
able, which samples with equal probabilities the val-
ues ν = ±1, and determines both the initial state and
the evolution from first to second time-step.

A.7 Our example: markovian points

Here we find the parameters J , h, for which
the process is Markovian. A sufficient condi-
tion is that the unitary matrix that represents the
system-environment evolution factorises: U(J, h, t) =
e−iH(J,h)t = Us ⊗ Ue. As U(J, h, t) = U(Jt, ht, 1), it
is sufficient to consider the t = 1 case.

We find that the unitary factorises for the para-
meter values

J = πk1, k1 ∈ Z,

h = ±π2

√
k2

2 − k2
1, k2 ∈ Z, k2

2 ≥ k2
1,

plus an additional point h = 0, J = π/2, for which
U(J, h, 1) = iσx ⊗ σx.

In principle, there could be parameter values for
which the evolution is not trivial but the process is
Markovian. We verified that this is not the case nu-
merically: for a range of parameters, we calculated
the relative entropy [7, 22] between W and the cor-
responding Markovian process WM = ρAI ⊗ TAOBI ,
where ρAI and TAOBI are obtained as partial traces of
W . The relative entropy between two states σ and ρ
is S(σ||ρ) = Trσ(ln σ−ln ρ). Note that our states cor-
responding to process matrices are non-normalised, so
we used σ = W/(TrW ) and ρ = WM/(TrWM ).

We found that the relative entropy vanishes (and
hence the process is Markovian) only for the para-
meter values found above. The values of the relative
entropy are shown in Figure 4.

Figure 4: Relative entropy S(W ||WM ) across the parameter
space (J, h) ∈ [0, 10] for t = 1.
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