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ABSTRACT
Entity candidate retrieval plays a critical role in cross-lingual en-
tity linking (XEL). In XEL, entity candidate retrieval needs to re-
trieve a list of plausible candidate entities from a large knowl-
edge graph in a target language given a piece of text in a sen-
tence or question, namely a mention, in a source language. Ex-
isting works mainly fall into two categories: lexicon-based and
semantic-based approaches. The lexicon-based approach usually
creates cross-lingual and mention-entity lexicons, which is effec-
tive but relies heavily on bilingual resources (e.g. inter-language
links in Wikipedia). The semantic-based approach maps mentions
and entities in different languages to a unified embedding space,
which reduces dependence on large-scale bilingual dictionaries.
However, its effectiveness is limited by the representation capacity
of fixed-length vectors. In this paper, we propose a pivot-based
approach which inherits the advantages of the aforementioned two
approaches while avoiding their limitations. It takes an intermedi-
ary set of plausible target-language mentions as pivots to bridge
the two types of gaps: cross-lingual gap and mention-entity gap.
Specifically, it first converts mentions in the source language into
an intermediary set of plausible mentions in the target language
by cross-lingual semantic retrieval and a selective mechanism, and
then retrieves candidate entities based on the generated mentions
by lexical retrieval. The proposed approach only relies on a small
bilingual word dictionary, and fully exploits the benefits of both
lexical and semantic matching. Experimental results on two chal-
lenging cross-lingual entity linking datasets spanning over 11 lan-
guages show that the pivot-based approach outperforms both the
lexicon-based and semantic-based approach by a large margin.
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1 INTRODUCTION
Entity Linking [12] is the task which associates mentions in a
sentence with their corresponding entities in a knowledge base.
Considering the diversity of languages used on the web, cross-
lingual entity linking (XEL) [25, 39] where the sentences are in a
source language different from the knowledge base language has
attracted wide attention recently. XEL is an important component
task for many downstream tasks, such as cross-lingual knowledge-
based question answering [37], cross-lingual information extraction
[38], etc.

Typically, XEL consists of two steps: (1) candidate retrieval, which
retrieves a small subset (e.g. 1000) of plausible candidates from a
large set of KB entries in the target language (e.g. 6 million English
entities in DBPedia); and (2) entity disambiguation, which re-ranks
the selected candidates and returns the most likely entities. Candi-
date retrieval plays a critical role for cross-lingual entity linking,
since missing entities in this step will never be recovered by the
downstream disambiguation step. Nevertheless, the quality of can-
didate retrieval under a cross-lingual setting is far from complete.
For example, as illustrated in Zhou et al. [39], a recall of retrieved
candidates can reach over 80% for English mentions with the help
of a Wikipedia mention-entity dictionary, while that of the state-
of-the-art method is only 40% for mentions in Telugu (a Dravidian
language spoken in southeastern India). The low-quality of the
candidate retrieval step is gradually becoming a key obstacle in the
XEL task.

In general, candidate retrieval for monolingual entity linking
suffers from mention-entity gap, because surface forms of entities
often differ from mentions. For example, the mention Einstein is
linked to the entity Albert_Einstein. For XEL tasks, candidate
retrieval is also hindered by cross-lingual gap, since the source and
target languages are in different scripts. For example, Manhattan
Bridge refers to pont de Manhattan in Spanish. To fill these two gaps,
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Figure 1: Comparison of lexicon-based method, semantic-
based method, and our pivot-based method.

existing works mainly take two types of approaches: lexicon-based
and semantic-based approaches.

The lexicon-based approach usually creates lexicons to bridge
both gaps with Wikipedia resources. For example, Pan et al. [23]
proposed to map source-language mentions to target-language ones
using inter-language links, and then retrieved candidate entities
from an English mention-entity dictionary. A major problem with
such approach is that it heavily relies on Wikipedia inter-language
links, which can only cover a small percentage of target-language
entities, and this problem is especially severe for low-resource
languages.

The semantic-based method generates candidate entities by
leveraging the cross-lingual semantic retrieval. It usually builds
an aligned embedding space between the source-language men-
tions and target-language entities, where synonyms of different
languages have similar embeddings, and candidate entity retrieval
can be undertaken by searching nearest neighbors of each men-
tion in the embedding space of target entities. However, a single
low-dimensional embedding has limited representation capacity
for mentions or entities, and tends to lose lexical matching in-
formation which is critical to retrieval [11]. For example, for the
French mention pont de Manhattan (Manhattan Bridge in English),
the semantic-based approach tends to retrieve different kinds of
bridges, such as Belmont Avenue Bridge in Philadelphia, Bridges
of the Merritt Parkway, which successfully captures the keyword
bridge while ignores the other one Manhattan.

In this work, we propose a pivot-based approach for the cross-
lingual entity candidate retrieval task, which fully explores the
advantages of both lexicon-based and semantic-based retrieval and
avoids their limitations. In one aspect, it is usually difficult to derive
an inter-language lexicon with high coverage. However, there is
relatively large volume of monolingual data for both source and
target languages, which can be fully leveraged by pre-trained mod-
els to map words into embeddings. Furthermore, with only a small
set of bilingual word pairs, cross-lingual alignment can easily map
word embeddings from one language to those in another language.
Therefore, our approach first converts source-language mentions
into an intermediary set of plausible target-language mentions with

word-level cross-lingual semantic retrieval and a selective mecha-
nism. In another aspect, there is usually rich lexicons such as alias
or anchor texts to bridge the gap between entities and mentions
in the target language. Therefore, our approach further conducts
lexical retrieval with the generated intermediary target-language
mentions.

We illustrate the difference among lexicon-based, semantic-based,
and our pivot-based approach in Figure 1. Compared to lexicon-
based approach, the proposed pivot-based method does not rely on
Wikipedia inter-language links, and it fully leverages pre-trained
word embeddings and only needs a small set of seed bilingual word
pairs to learn cross-lingual alignment. Compared to semantic-based
approach, our method converts a source-language mention into
a diverse intermediary set of plausible target-language mentions
with a flexible selective mechanism, and fully leverages the rich
lexical resources of target-language knowledge base, and thus can
retrieve more diverse and accurate candidates.

Merhav and Ash [20] suggested that most of the candidate gen-
eration methods perform well on the Wikipedia-based datasets
but fail to generalize beyond Wikipedia because they rely heavily
on Wikipedia resources (e.g. inter-language links). Therefore, we
evaluate the proposed method on two XEL entity linking datasets,
QALD which contains non-Wikipedia questions in 8 languages
and WIKI-LRL which contains Wikipedia titles in 3 low-resource
languages. Experimental results show that it outperforms both the
lexicon-based and semantic-based approach by a large margin. The
source code of our method is available in the GitHub1.

The main contributions of this work are summarized as follows.
• We propose a pivot-based candidate retrieval framework for
XEL, which jointly leverages semantic retrieval and lexical
retrieval.

• We emphasize the importance of leveraging English pivots
to bridge the cross-lingual and mention-entity gaps.

• We perform extensive experiments on both non-Wikipedia
question-based and Wikipedia-related sentence-based XEL
datasets. Experimental results demonstrate the effectiveness
of our method for both cross-lingual entity candidate re-
trieval and the end-to-end entity linking task.

2 RELATEDWORKS
In this section, we introduce representative candidate retrieval
methods for XEL.

Lexicon-based methods. For the monolingual candidate re-
trieval task, candidate retrieval mainly relies on string matching
or mention-entity lexicons [2, 10, 16, 36]. For a cross-lingual entity
linking task, Wikipedia inter-language resources are employed to
fill the cross-lingual gap, such as parallel Wikipedia titles, inter-
language entity links. Several lexicon-based candidate retrieval
methods have been widely-used in existing state-of-the-art XEL
systems [28, 29, 32]. For example, Tsai and Roth [30] build a direct
probabilistic mapping table using parallel Wikipedia titles and the
anchor text mappings, between the source-language and English. It
first extracts a source-language mention-entity map from anchor-
text mapping in Wikipedia pages. Then, the source-language entity
is redirected to its corresponding English entity using theWikipedia
1https://github.com/qianliu0708/PivotsCR
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inter-language links. Pan et al. [23] and Zhang et al. [38] proposed
to induce word-by-word translations using parallel Wikipedia titles,
and used the translated mention to retrieve candidate entities from
an existing English mention-entity map. This improved method
reduces reliance on source-language anchor-text mapping. Lexicon-
based methods are effective for high-resource languages, such as
Spanish, but they rely heavily on the coverage of Wikipedia re-
sources, resulting in restrictions on low-resource languages.

Semantic-basedmethods.Word semantic representationmeth-
ods [19, 21], which encode meanings of words to low dimensional
vector spaces, have become very popular in natural language pro-
cessing and information retrieval, such as query expansion [18]
and text classification [17]. Recently, pre-trained multilingual word
representations [1, 4, 15] have been employed to bridge the cross-
lingual gap. These methods learn a mapping function to align the
source and target embedding space, where synonyms of different
languages have similar embeddings. The mentions and entities are
represented as fixed-length vectors. Candidate entities retrieval can
be undertaken by searching the nearest neighbors of each men-
tion in the embedding space. However, a single low-dimensional
embedding has limited representation capacity for mentions or
entities [11]. Moreover, powerful pre-trained language models (e.g.,
Multilingual-BERT) have powerful representation capacities, but
they are cost-prohibitive for the candidate retrieval step.

Pivoting language methods. These methods improve the per-
formance of candidate retrieval for low-resource languages (LRL)
using a closely related high-resource language (HRL) as an interme-
diate pivot. For example, Poland in Marathi and Hindi are written
similarly, and Hindi can be used as a pivoting language for Marathi.
Rijhwani et al. [25] train a neural character level string matching
model to encode the LRL mentions by leveraging HLR training
data. Zhou et al. [39] show that the character-level string matching
can be further improved with character n-gram information [34]
and extending entity-entity pairs with mention-entity pairs in the
training process.

Transliteration methods. These methods are employed when
the source-language and English word pairs have similar pronuncia-
tion. For example, Upadhyay et al. [33] use a sequence-to-sequence
model and a bootstrapping method to transliterate low-resource
entity mentions using extremely limited training data. Tsai and
Roth [31] combine the standard translation method for candidate
retrieval with a transliteration score to improve candidate recall.

Different from the previous methods, our method jointly lever-
ages semantic retrieval and lexical retrieval to search candidate
entities for source-language mentions. We learn an intermediary
collection with several plausible English mentions to fill the cross-
lingual gap and mention-entity gap.

3 TASK DESCRIPTION
Cross-lingual entity linking aims to link mentions in a source lan-
guage to entities in a knowledge base which is written in a target
language. It usually consists of two steps: candidate retrieval and
entity disambiguation. In this work, we mainly focus on the candi-
date retrieval component, which plays a critical role in cross-lingual
entity linking. For a better understanding, we elaborate on the ter-
minology and corresponding examples in Table 1. Formally, given

Table 1: Terminology and the corresponding description and
examples used in the cross-lingual candidate retrieval task.

Term Description Examples

Source language the language of the text to be linked to KB French
Target language the language of the used structural KB English

Mention a piece of text in a sentence/question to
be linked to KB pont de Manhattan

Gold Entity the correct entity in KB for the mention Manhattan_Bridge
Candidate Entity retrieved entity from KB for the mention Bridges_of_Dee

a set of source-language mentionsM = {m1,m2, · · · ,m |M |} and
a target-language knowledge base K which contains millions of en-
tities, the goal of candidate retrieval is to retrieve a list of candidate
entities Ei = {ei1, ei2, · · · , eiN } from K for each mentionmi ∈ M,
where N is the size of each candidate list.

As the final results of XEL are only generated from candidate
entities in E, the candidate list should be as comprehensive as pos-
sible to ensure that gold entities are included. Therefore, candidate
retrieval methods are measured by recall, which is the percentage
of retrieved candidate lists that contain corresponding gold entities.
Suppose the gold entity of mentionmi is êi , Recall@N is defined
as,

Recall@N =

∑ |M |

i=1 I (êi ∈ Ei )

|M|
, (1)

where I (·) is the indicator function which is set to 1 if true else 0,
|M| is the number of mentions, and N is the number of candidate
entities in the retrieved list Ei .

4 METHODOLOGY
To bridge these two gaps, the key idea of our method is to learn
an intermediary collection of target-language words which are
semantically similar to the source language mention and lexically
similar to the target-language gold entity. Figure 2 illustrates our
method. The proposed method consists of three stages.

• First, we generate an initial intermediary collection of target-
language words using cross-lingual semantic representa-
tions. It fills the cross-lingual gap and does not rely on
Wikipedia bilingual resources [23, 29], such as anchor-text
links and inter-language links. In addition, high-quality and
publicly available multilingual word representations, such
as MUSE [15], have a better ability than bilingual lexicons
to find a comprehensive collection of related words.

• Second, we design a selective mechanism to refine the initial
intermediary collection. The goal is to alleviate the duplica-
tion and coverage issue, and thus empower the following
lexical search to retrieve a more comprehensive set of candi-
dates.

• Third, we fill the mention-entity gap using lexical retrieval.
Eachmention is represented as target-language string queries
based on the intermediary collection, and the lexical retrieval
model uses string overlap information to score mention-
entity pairs.
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Figure 2: An example to illustrate our pivot-based approach.

The main contribution of this work lies in the framework which
effectively combines the advantage of semantic-based and lexical-
based retrieval, and a flexible selective mechanism in the framework
which can alleviate the duplication and coverage issues.

For the sake of convenience, we assume the source language is
Spanish and the target language is English to illustrate our method
in the following section.

4.1 Filling the Cross-lingual Gap
Given a Spanish mentionm = {x1,x2, · · · ,xk } which contains k
words, we first generate a set of English words as the intermediary
collection P, by searching the English vocabulary. The collection
P aims to represent the semantics ofm as comprehensively and
accurately as possible to bridge the gap between source and target
languages.

Inspired by Lample et al. [15], we employ bilingual word-by-
word induction with the help of cross-lingual word embeddings.
This process involves (1) aligning source and target embedding
spaces and (2) retrieving English words for each Spanish word xi
inm.

Let X and Y be the Spanish and English embedding spaces2,
respectively. We learn a mapping W ∈ Rd×d from X to Y to align
the two spaces, with the objective that synonyms have similar
representations. Concretely, we use a seed dictionary of l pairs of
words {xi ,yi }i ∈{1,l } , and learn the linear mapping by optimizing,

W∗ = argmin
W∈Rd×d

∥WX − Y∥F, (2)

where d is the dimension of the embeddings, X,Y ∈ Rd×l are cor-
responding word embeddings of word pairs in the seed dictionary,
and ∥·∥F indicates the Frobenius norm. To improve the performance,
following Xing et al. [35], we impose an orthogonality constraint
onW, i.e.,WW⊤ =W⊤W = I. The optimization ofW corresponds

2In our method and experiments, we employ the fastText to train monolingual word
embeddings: https://fasttext.cc/docs/en/crawl-vectors.html

to the singular value decomposition (SVD) of YX⊤,

W∗ = UV⊤,

with UΣV⊤ = SVD (YX⊤).
(3)

Then, we retrieve English words for each Spanish xi in mention
m. Specially, xi is represented by applying projection matrix W
on its Spanish embedding xi , as x∗i = Wxi . Next, we explore the
nearest English words to x∗i inY. Tomeasure the similarity between
Spanish word xi and each English word y we use the cross-domain
similarity local scaling metric (CSLS),

CSLS(Wxi , y) = 2cos(Wxi , y) − rY (Wxi ) − rX(y). (4)

Here y ∈ Rd denotes the embedding of word y in Y. rY (Wxi ) is
the mean similarity of xi to its K neighborhoods in Y,

rY (Wxi ) =
1
K

∑
y′∈NY (Wxi )

cos(Wxi , y′), (5)

where cos(·) denotes the cosine similarity,NY (Wxi ) is theK neigh-
borhoods associated withWxi in Y. Similarly, rX(y) denotes the
mean similarity of a target word y to its neighborhoods. We re-
fer readers to Johnson et al. [14] and Lample et al. [15] for more
details. We employ CSLS here because it significantly increases
the accuracy of word retrieval and does not require any parameter
tuning.

We select K English words for each Spanish word xi in mention
m, and combine them as the intermediary collection, i.e., P(m) =

{y1,1,y1,2, · · · ,y1,K , · · · ,yk,1,yk,2, · · · ,yk,K }. Each English word
yi, j ∈ P(m) is assigned with a score, i.e., CSLS(Wxi, yi, j).

Moreover, in order to alleviate the out-of-vocabulary problem for
Spanish word embedding, we also employ multilingual character
embeddings [25] to estimate the similarity between xi and each
English wordyj , and retrieve xi ’sK most similar English words. We
detail the multilingual character embedding training and retrieval,
and evaluate its effectiveness in Section 5.4.1.

Compared to the lexicon-based approach, our method only relies
on a small bilingual dictionary (around 5K word pairs) to align the
source and target embedding spaces.

4.2 Selective Mechanism
The initial intermediary collection P suffers from duplication and
coverage issues in its role to connect the Spanish mention and
English candidate entities. For example, the top-5 retrieved Eng-
lish words for the Spanish word maravillas (wonders in English)
are {miracle, miracles, miraculous, miraculously, wonderful}. The
duplication issue arises because multiple words have the same
meaning with different morphologies, leading to a large number
of the same candidate entities appearing repeatedly in the down-
stream retrieval. The coverage issue arises because some important
words with lower similarity are ignored, e.g., the word wonders is
excluded in P(marvillas). The low diversity of intermediate sets
may result in incomplete candidate entities.

To alleviate these issues, we employ a selective mechanism to
refine the intermediary collection. Inspired by the non-maximum
suppression (NMS) algorithm [27] that is used to prune redundant
bounding boxes in object detection [24] and candidate answer spans
in machine reading comprehension [13], we design a word-level

1079

https://fasttext.cc/docs/en/crawl-vectors.html


Pivot-based Candidate Retrieval for Cross-lingual Entity Linking WWW ’21, April 19–23, 2021, Ljubljana, Slovenia

NMS to prune morphological variations and improve diversity.
Given the initial intermediary collection P(xi ) = {y1,y2, · · · ,yk },
after selecting the wordya which possesses the maximum score, we
remove it from the set P(xi ) and add it to PNMS (xi ), and delete any
yn in P(xi ) that is a duplication toyb . We define that two words are
duplicates of each other if they are the same after stemming. This
process is repeated for the remaining words in P(xi ), until P(xi ) is
empty or the size of PNMS (xi ) reaches a maximum threshold Tw .
Algorithm 1 details the word-level NMS method.

Algorithm 1:Word-level NMS
Input: P(xi ) = {y1, · · · ,yk }; S(xi ) = {s1, · · · , sk }; Tw

P(xi ) is the set of candidate translations
S(xi ) is the set of corresponding scores for word in P(xi )
Tw denotes the maximum size threshold

Initialize PNMS (xi ) = {}

while P(xi ) , {} and len(PNMS (xi ))≤ Tw do
sa = argmaxS
PNMS (xi ) = PNMS (xi ) ∪ {ya }
P(xi ) = P(xi ) − {ya }
S(xi ) = S(xi ) − {sa }
for yb ∈ P(xi ) do

if stem(ya )==stem(yb ) then
P(xi ) = P(xi ) − {yb }; S(xi ) = S(xi ) − {sb }

end
end

end
Return PNMS (xi )

Next, we use the softmax function to normalize the word scores
in PNMS (xi ) = {y1, · · · ,yTw }. For mentionm = {x1,x2, · · · ,xk }

with k words, we generate all T kw combinations3. We denote these
combinations as plausible English mentions because they may be
out of word order. For each plausible English mention we denote its
relevance score to the original Spanish mentionm as the averaged
score of words in it, and Tm plausible English mentions with the
highest scores are selected in the final intermediary collection P(m).

Equipped with the selective mechanism, semantic retrieval is
capable of generating diverse English words which are related to
the original Spanish word, and avoids the vocabulary mismatch
problem from which bilingual lexicon-based methods suffer.

4.3 Filling the Mention-Entity Gap
Given the final intermediary collection of plausible English men-
tions, we search the candidate entities from the knowledge base
using each element of the collection.

We first construct a search space with all the entities in the
knowledge base. Each entity is represented by splitting its sur-
face string into words and converted to lowercase. For example,
Manhattan_Bridge is converted tomanhattan bridge, ChessPlayer
is converted to chess player. The lexical retrieval model uses word
overlap information to score query-entity pairs. We use BM25 [26]
to generate the query-entity score based on query statistics and

3Note we set Tw = 10 and usually k <= 2, so there are only about 100 combinations.
So the time cost for this step is very small.

entity statistics. The lexical matching score of a plausible English
mention q and an entity e is defined as,

lex_score(q, e) = Sim(q,m) · BM25(q, e), (6)

where Sim(q,m) is the relevance score of plausible English mention
q to its original Spanish mentionm. The top N entities are selected
as the candidate entities according to their lexical score.

In the process of bridging mention-entity gap, our method is
flexible compared with hard matching methods using anchor-text
links. It also runs quickly to search the whole entity space because
statistics-based lexical retrieval is more efficient than the high di-
mensional vector retrieval used in semantic-based methods.

5 EXPERIMENTS
5.1 Datasets
We evaluate our method on the following two cross-lingual entity
linking datasets, spanning 11 languages.

• QALD: We collect cross-lingual entity linking data from the
multilingual QALD dataset4, which is a benchmark for the
task of cross-lingual question answering over knowledge
base (KBQA). The first step of KBQA is XEL, which links
mentions in other languages to their corresponding entities
in the English KB. Each item in this dataset contains a ques-
tion, mentions in this question, and the SPARQL to answer
this question. We extract gold entities of mentions from
the SPARQL query. The used knowledge base is DBpedia5,
with 6 million entities. Specifically, we merge all multilin-
gual QALD data, from QALD-4 to QALD-9, and filter out
questions whose SPARQL cannot be executed in this knowl-
edge base. For the remaining data, we collect all mentions
and their corresponding gold entities to perform the candi-
date retrieval task. These mentions are from eight languages,
namely German, French, Russian, Spanish, Italian, Dutch,
Romanian, and Portuguese. We released the used QALD data
in our experiment on Github6.

• WIKI-LRL: This is a cross-lingual entity linking dataset7
for low-resource languages (LRL) collected by Zhou et al.
[39]. The knowledge is Wikipedia. The candidate retrieval is
conducted on 2 million entities of proper nouns inWikipedia.
The mentions are in three low-resource languages, namely
Marathi (Indo-Aryan language spoken inWestern India, writ-
ten in Devanagari script), Lao (a Kra-Dai language written
in Lao script), and Telugu (a Dravidian language spoken in
southeastern India written in Telugu script).

In our experiments, we compare our methods with other candi-
date retrieval methods on these two challenging datasets. Previous
works [20] show that most of the candidate retrieval methods per-
form well on the Wikipedia-based dataset but fail to generalize
beyond Wikipedia, to news and social media text. For a more con-
vincing evaluation, we collect the QALD dataset where mentions
are extracted from the user’s short search question. Moreover, the

4The dataset is available on https://github.com/ag-sc/QALD.
5We use the DBpedia 16-10 version: https://wiki.dbpedia.org/downloads-2016-10
6https://github.com/qianliu0708/PivotsCR/tree/main/QALD_data
7This dataset is available in https://github.com/shuyanzhou/pbel_plus.
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Table 2: Top-1000 recall (R@1000) of different methods on the QALD dataset. #Mentions denotes the number of mentions for
each language in QALD.

Languages German French Russian Spanish Italian Dutch Romanian Portuguese Average(#mentions) (672) (672) (309) (621) (672) (621) (615) (309)

TRANS-Match 0.525 0.365 0.375 0.422 0.451 0.514 0.514 0.434 0.450
TRANS-Search 0.609 0.588 0.458 0.562 0.570 0.607 0.486 0.553 0.554
SemSearch 0.579 0.484 0.518 0.507 0.540 0.452 0.512 0.489 0.510
Spotlight 0.430 0.342 0.346 0.396 0.374 0.443 - 0.469 0.400
TagMe 0.338 - - 0.316 - - - - 0.327
OurMethod 0.824 0.801 0.722 0.815 0.799 0.828 0.828 0.812 0.804

existing low-resource XEL performance still lags far behind its high-
resource counterparts [39]. We use the low-resource WIKI-LRL
dataset to evaluate the robustness of our method to low-resource
scenarios.

5.2 Baselines
We compare our method with the following five candidate retrieval
methods, including lexicon-based methods and semantic-based
methods.

• TRANS [23]: This is the most widely used lexicon-based
candidate retrieval method for state-of-the-art XEL systems
such as XELMS [32]. It translates the source-language men-
tion into English in order to predict the entity link. Fol-
lowing Rijhwani et al. [25], we generate a bilingual lexi-
con with word alignments on parallel Wikipedia titles8 us-
ing fast_align [8], which is a fast and unsupervised word
aligner. Each word in the source-language mention is trans-
lated into English words using the lexicon. Then we ex-
periment with two varieties to generate candidate entities.
Match employs the English mention-entity lookup table9
to generate candidate entities. Search utilizes the translated
mention as a query and generates candidate entities by a
lexical search of the entity space.

• SemMatch [15]: This is a semantic-based candidate retrieval
method, leveraging cross-lingual word embeddings [4]. Fol-
lowing Pan et al. [22], we convert source-language mentions
and target-language entities as fixed-length vectors in an
aligned embedding space. We use the approximate nearest
neighbors search tool to generate candidate entities. We use
MUSE10 to learn the aligned multilingual word embeddings.
Each mention and entity are represented as averaged vec-
tor of words it contains. It is notable that some aggregation
methods (such as BiLSTM and Transformer) are more pow-
erful, however they are too complex for large-scale entity
representation and retrieval to be feasible.

• Spotlight [5]: This is a publicly available tool11 to auto-
matically annotate mentions of DBpedia resources in text,
providing a solution for linking unstructured information

8The parallel Wikipedia titles are available in https://linguatools.org/tools/corpora/
wikipedia-parallel-titles-corpora/.
9https://github.com/dbpedia/lookup
10https://github.com/facebookresearch/MUSE
11https://www.dbpedia-spotlight.org/

sources to the structural DBpedia. In our experiment, we use
the pyspotlight12, which is a thin python wrapper around
the DBperdia Spotlight and supports ten languages including
German, Dutch, French, Italian, and Spanish.

• TagMe [9]: This is a fast tool13 to efficiently and judiciously
augment plain text with the corresponding entities inWikipedia.
It is available in English, German and in Italian. We use the
tagme-python version14 in our experiment.

• PBEL [25]: This is a pivot-based entity linking for low-
resource language (LRL) tasks. It performs cross-lingual
string matching based on an entity gazetteer between a
related high-resource language and English. This method
removes reliance on the resource of LRL, and achieves state-
of-the-art for candidate retrieval in low-resource XEL. In
our experiment, we compare our method with PBEL on the
WIKI-LRL dataset.

5.3 Main Results
5.3.1 Comparison on QALD. We first conduct the evaluation of
different candidate retrieval methods on the QALD dataset. Table 2
shows the overall performance of our method as well as the baseline
methods on the QALD dataset. The gold entity recall of top-1000
(R@1000) candidate entities is reported. We observe that,

• our method performs the best compared with the baseline
methodsmainly because it leverages both semantic matching
and lexical matching information.

• our method and TRANS-Search both use lexical retrieval to
generate candidates from the entity space. Our method sig-
nificantly outperforms TRANS-Search, which implies that
the plausible English mentions generated in our method
perform much better than the lexicon generated from par-
allel Wikipedia titles. This indicates that semantic match-
ing information is helpful in candidate retrieval for XEL.
TRANS-Search performs slightly better than TRANS-Match,
indicating lexical retrieval is more effective than a lookup
table.

• the SemSearch method also employs semantic retrieval to
fill the cross-lingual gap. It performs worse than our method
mainly because a low-dimensional vector is not so accurate
enough to represent a mention or an entity, resulting in an

12https://github.com/ubergrape/pyspotlight
13The official TagMe API: https://tagme.d4science.org/tagme/.
14 https://github.com/marcocor/tagme-python
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Table 3: Comparison of different methods in terms of av-
erage recall on QALD dataset. CR denotes the candidate re-
trieval in XEL. ED denotes entity disambiguation on the top-
1000 candidate entities.

Avg. TRANS-Search SemSearch Ours

CR
R@50 0.381 0.408 0.544
R@200 0.436 0.434 0.719
R@500 0.513 0.467 0.765
R@1000 0.554 0.510 0.804

ED
R@1 0.399 0.356 0.573
R@5 0.486 0.451 0.739
R@10 0.502 0.468 0.763

inaccurate mention-entity similarity measure. Our method
employs plausible English mentions as pivots, and leverage
lexical matching information to improve the accuracy.

• our method achieves better performance than Spotlight and
TagMe. This indicates that our method is more flexible and
feasible for mentions extracts from a user’s actual questions.

For a more comprehensive comparison, we vary the size of the
candidate entities in range of {50, 200, 500, 1000}, and report the
average recall of TRANS-Search, SemSearch, and our method in
Table 3. Moreover, we take the top-1000 candidate entities as input,
and perform downstream entity disambiguation using the state-of-
the-art method, i.e., multilingual-BERT [6]. For each mention-entity
pair, we concatenate the questionwhere the mention extracted from
and the short abstract of the entity as a string, and perform entity
disambiguation as the text classification task. The training data
is collected from LC-QuAD [7], which is an English KBQA task.
Similar to QALD, we extract questions and their corresponding
mentions and entities to train the classifier. Table 3 reports the
average recall at the top-1, top-5, and top-10 of different methods
in entity disambiguation. We observe that,

• in candidate retrieval (CR), our method is consistently supe-
rior to other methods with different sized candidate entities,
indicating the robustness of our method, and

• in entity disambiguation, pre-trained language model (i.e.,
multilingual-BERT) is powerful to learn the relevance be-
tween the source-language text and the target-language en-
tity. Compared with the other method, our method achieves
better performance, mainly due to the high recall in upstream
candidate retrieval.

5.3.2 Comparison on WIKI-LRL. Then, we compare our method
with the other baselines on the WIKI-LRL dataset in Table 4. Fol-
lowing [3], we report top-30 gold candidate recall. In the WIKI-LRL
dataset, the source-language mentions are Wikipedia titles and the
TRANSmethods that rely directly on theWikipedia titles as lexicons
are excluded from the comparison. We observe that our method
achieves the best performance across all three languages. PBEL is
the state-of-the-art candidate retrieval method for low-resource
language, and it is effective to leverage related high-resource lan-
guages as pivots to reduce the disconnect between mentions and
entities. Our method leverages plausible English mentions as an

Table 4: Top-30 recall (R@30) of different methods on the
WIKI-LRL dataset. PBEL_Char and PBEL_BiLSTM denote
the PBEL method which encodes entities into vectors using
BiLSTM and character-based CNN, respectively.

Languages Marathi Lao Telugu Average(#mentions) (2449) (799) (1742)

SemSearch 0.596 0.195 0.418 0.403
PBEL_BiLSTM 0.535 0.210 0.407 0.407
PBEL_CharCNN 0.477 0.180 0.246 0.348
OurMethod 0.702 0.307 0.532 0.514

intermediate without additional high-resource language informa-
tion and achieves better results. Compared with SemSearch, our
method performs better mainly because it combines the semantic
similarity and lexical similarity between the mention and entity
using plausible English mentions as the intermediary, instead of
directly computing their similarity in the aligned latent space.

5.4 In-depth Analysis
The intermediary collectionP plays an important role in ourmethod.
To analyze the performance of different modules and investigate
their impact on the final results, we evaluate the effect of charac-
ter information, word-level NMS, and the size of the intermediary
collection. Then, we analyse the bilingual-resource reliance and
time-efficiency of our method.

5.4.1 Effect of Character Information. When filling the cross-lingual
gap, if a source-language word xi is out of vocabulary of the embed-
ding spaceX, we cannot find its semantically related English words.
Inspired by the previous method [25, 34], we leverage character-
level semantic matching to alleviate this problem.

To be specific, we randomly initialize all the characters in the
source and target languages as fixed-length embeddings. Then, we
design two character-level BiLSTM to encode words in the source
and target languages in the latent vector space. Consider a source-
language word xi and its parallel target-language word yi . Each
word is a sequence of characters. The character embeddings are
used as input to the BiLSTM and the final character embedding of
each word is the concatenation of the last states from the forward
and backward LSTMs. We train the model with a max-margin
loss to maximize the cosine similarity between words which have
same meaning in different languages, and minimize the similarity
between negatively sampled word pairs:

L = max(0, sim(x ,y−) − sim(x ,y) + λ), (7)

where x and y is a word-pair in the seed dictionary which have the
same meaning, y− is a negative word in target language, and λ is
the margin.

In our experiment, for the out-of-vocabulary source-language
words, we search its most similar target-language words according
to their character cosine similarities. We evaluate the performance
of character information in the QALD dataset in Table 5.We observe
that 4% mentions are out-of-vocabulary in word-level embedding
space. Character-level information helps to improve our method,
with an average performance gain of 1.2%.

1082



WWW ’21, April 19–23, 2021, Ljubljana, Slovenia Liu, et al.

Table 5: R@1000 on the QALD dataset to investigate the in-
fluence of character information. OOV denotes the percent-
age of our-of-vocabulary mentions. ∆ denotes the perfor-
mance improvement.

Languages OOV(%) w/ Char w/o Char ∆

German 4.17% 0.821 0.824 0.003
French 4.03% 0.796 0.801 0.004
Russian 4.17% 0.718 0.722 0.003
Spanish 4.17% 0.805 0.815 0.010
Italian 4.03% 0.786 0.799 0.013
Dutch 3.74% 0.821 0.828 0.006
Romanian 3.88% 0.811 0.828 0.016
Portuguese 3.88% 0.780 0.812 0.032

Average 4.01% 0.792 0.804 0.012

German French Russian Spanish Italian Dutch RomanianPortuguese Average
0.65

0.7

0.75

0.8

0.85

0.9

w/o NMS w/ NMS

Figure 3: R@1000 on the QALD dataset to investigate the ef-
fectiveness of the NMS component.

5.4.2 Effect of Word-level NMS. We assess whether the word-level
NMS is effective for generating diverse English mentions in Figure 3.
We observe that our method achieves a significant performance
gain using the word-level NMS method, with an averaged per-
formance gain of 3.6%. This improvement is mainly comes from
duplication reduction of the NMS component, which enhances the
diversity of the intermediary collection and better covers the salient
information in the mention. For example, the top-5 retrieved Eng-
lish words for the Spanish word milpiés (millipede) are {springtails,
centipedes, mantis, mantises, centipede}. With the word-level NMS
mechanism, the English word {millipedes} is included, which is
salient in searching the gold entity, i.e., Millipede in downstream
lexical retrieval.

5.4.3 Size of the Intermediary Collection. For each source-language
mentionm, we generate an intermediary collection withTm plausi-
ble English mentions. To investigate the influence of Tm on candi-
date retrieval, we varyTm between 1 and 10. The detailed results of
R@1000 for different languages are plotted in Figure 4. The green
bars represent the averaged recall of different languages. We ob-
serve that it performs worst when Pm only contains one plausible
English mention (i.e.,Tm = 1). This is mainly because that a word or
phrase usually has multiple expressions, and one plausible English
mention may be inaccurate and incomplete to capture the original
source-language mention. Our method achieves best performance
when Tm is set to 7. It is notable that adding plausible English
mentions will result in a linear increase in time complexity of the
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Figure 4: Influence of the size of intermediary collection on
the QALD dataset. The x-axis shows the size of the interme-
diary collection, the left y-axis corresponds to the average
R@1000 across eight languages, and the right y-axis denotes
R@1000 of each language.
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Figure 5: Comparison between our method and Google
translator on the QALD dataset. The y-axis denotes R@1000
score of candidate retrieval.

lexical retrieval process. In practice, the recommend Tm is in range
of [3,7].

5.4.4 Bilingual Resource Reliance. Our method only needs a bilin-
gual word dictionary to align the source and target embedding
space, which is a low-resource reliance method. We compare our
methodwith theGoogle translator, which translates source-language
mentions to target-language mentions and then generates candi-
date entities with lexical retrieval using BM25. It is important to
note that the Google translator is trained on massively bilingual
resources and is not available in many practical and industry sce-
narios. Figure 5 compares the performance of our method with
the Google translator on the QALD dataset. The blue bar denotes
the performance of Google translator in different language. The
red line denotes the performance of our method. We observe that
our method achieved better performance for Portuguese, Spanish,
and French, but a bit worse for Russian. Considering the average
R@1000 of eight languages, the Google translator (i.e., 0.808) only
achieves a slight improvement of 0.4% over our method (i.e., 0.804).
This demonstrates the effectiveness of intermediate collection, and
the effectiveness of semantic retrieval and selection mechanisms in
filling the cross-language gap.
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Source Mention Gold Entity Plausible English Mentions

Norte Mar
(Portuguese)

North_Sea norte sea, south sea, north sea, south sea, 
southern mar

francés quinto 
República
(Spansih)

French_Fifth_
Republic

french fifth republic,  france five republic, 
france fourth republic, french fifth 
republic, french fifth republican

burro di 
noccioline
(Italian)

Peanut_butter butter di peanuts, lard di peanuts, burro 
di peanuts, butter di custard, burro di syru

Финляндия
(Russian)

Finland finland, finnish, sweden, estonia, norway

Figure 6: Examples in the QALD dataset. The red plausible
mentions are salient mentions to recall gold entity, marked
by human evaluation.

5.5 Case Study
In this section, we present several examples from the QALD dataset
in Figure 6 to give an intuitive impression of ourmethod.We present
the source mentions, their corresponding gold entities, and plau-
sible English mentions generated by our method. We observe the
plausible English words are effective to fill the cross-lingual gap be-
tween source and target language. For example, semantic retrieval
is accurate to connect Finland in Russian and English scripts. The
plausible English mentions that are important to recall the gold
entity in downstream lexical retrieval are marked in red. For ex-
ample, butter di peanuts is an effective query to search the entity
Peanut_butter.

6 CONCLUSION
In this paper, we proposed a pivot-based candidate retrieval method
for cross-lingual entity linking. It takes an intermediary set of plau-
sible target-language mentions as pivots to bridge two types of gaps:
cross-lingual gap and mention-entity gap. The learned plausible
target-language mentions are capable of capturing the semantics
of source-language mentions, and are effective to recall gold entity
in the lexical retrieval. In the experiments, we evaluate our method
on two challenging XEL datasets and the results demonstrate the
competitiveness of our method. In the future, we plan to improve
the quality of the intermediary set by automatically detecting the
key-phrase of the source-language mention and alleviating the
out-of-vocabulary problem.
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