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Abstract

In this paper, a systematic machine learning strategy is proposed to classify wood properties based on

a contact ultrasonic testing results. As such, several aspects of the wood material including the type of

wood (hardwood or softwood), the direction of an ultrasonic test with respect to the growth rings of the

wood, and, whether the wood is damaged or intact are investigated. As a pre-processor, the Variational

Mode Decomposition technique is applied to the nonlinearly modulated ultrasonic signals, and the center

frequencies of the decomposition results are taken as features for Machine learning Algorithms (MLAs).

Then with each of the MLAs, hyperparameter settings were optimised and technical aspects of the feature

engineering are discussed. Best results were achieved using Ensemble classifiers, SVM, and KNN using

three features/decomposition. To explore the physics behind the nonlinear problem, the relative false

discovery rate obtained from the confusion matrix associated with applying the MLAs is proposed as a

metric. We show that different features are capable of exploring different aspects of the problem better.

The techniques of this paper can be applied to quality assessment of wood materials. The paper also

demonstrates the capability of MLAs in exploring some physics of such problems. Moreover, billets with

natural imperfections harvested from the site Collie in WA, Australia are classified to demonstrate the

applicability of the proposed approach in real world problems. The result of 94% 5-fold cross-validation

accuracy indicates the effectiveness of the proposed approach.
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1. Introduction

Different techniques have been exploited for non-destructive damage testing of wood materials, the

most common of which are ultrasonics [1], radiography [2] and thermography techniques [3]. Ultrasonic

testing has been the most widely used approach for assessment of wood material properties [4, 5, 6, 7, 8, 9],

mainly because ultrasonic tests are both non-intrusive and inexpensive [10], and ultrasonic waves are

highly sensitive to wood mechanical properties [11].

There are many factors that can affect the wood quality adversely, either during production and/or

while in-service. It is known that if standing trees in plantations are not pruned in time, they will

undergo a process of natural self-pruning which, in turn, will leave knots in the trunk [12]. These knots

are regarded as defects in the wood, making it less useful for industrial application. The two main

factors affecting the quality of in-service wood materials post construction are biological and physical

processes [13]. The former occurs due to decay, fungi, and termites, while the latter results from climatic

condition variations such as rain and sun cycles.

Damage assessment in wood sections is therefore of great importance in different industries. Such

assessment may be required at different stages in the product life-cycle. For instance, mechanised

harvesting prompts wood damage monitoring in order to evaluate wood properties in standing trees [14].

Damage detection in in-service wooden poles is of great importance to ensure the functionality of these

structures [15, 16, 17]. Moreover, preservation of wooden architectural heritage has received a great deal

of attention during the past decades [18, 19, 20, 21].

There are two types of ultrasonic devices that are commonly used for non-destructive damage as-

sessment of wood sections, namely contact and non-contact ultrasonic devices. The use of non-contact

ultrasonics for NDT has been reported widely in the literature. This include electromagnet ultrasonics

(EU) [22], laser ultrasonics (LU) [23], and air-coupled ultrasonics (ACU) [24, 25, 26, 27]. However, there

are some limitations in terms of applying a non-contact ultrasonic device for assessment of wood prop-

erties. For instance, EU devices do not perform well in non-conductive mediums. On the other hand,

LU devices are relatively expensive, where industrial laser ultrasonic systems can range from 0.5 to 2

million U.S. dollars [28]. It is also known that while ACU devices are effective when used for assessment

of low density materials such as wood [26], the quality of ACU signals is usually poor, which will further

demand more advanced signal processing techniques to be used to process signals obtained from ACU

tests [25]. However, the effectiveness of these signal processing approaches are yet to be borne out by

further experiments. Therefore, CU seems to be the most promising technique for quality assessment of

wood materials due to its relatively cheap price and good transmissibility to the wood materials.

However, there are still some challenges with using contact ultrasonic devices, which makes further

study of the application of this technique for assessment of wood materials crucial. Some of these

challenges stem from the necessity of using a couplant gel to fill the gap between the transducer/receiver

and the surface of the wood section, to ensure proper transmissibility of the ultrasonic waves into the
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wood material. For instance, the pressure applied to the transducer/receiver can squeeze some of the

gel out of the gap, which will further affect the quality of the test, especially if the pressure is not

maintained and the gel does not completely bridge the gap. Moreover, any misalignment or vibration of

the transmitter or receiver can also affect the quality of the test. Therefore, the results of the test may

be highly affected by these factors.

There are generally two approaches that can be taken when it comes to studying wood using ultrasonic

techniques. The first one, that involves the study of more complex underlying physics, is the guided wave

technology (GWT). The guided wave ultrasonic testing (GWUT) allows the inspection of an elongated

member through guiding ultrasound by the member’s boundaries. The proper probing frequency in this

technique is dependent on the size and thickness of the studied member, ranging from 20 to 100 kHz

[29]. Moreover, the method mainly relies on advanced mathematical modeling, graphically presented in

plots, called dispersion curves. However, due to the complexity of guided waves, the solutions of the

wave equation for structures composed of orthotropic materials, such as cylindrical wooden poles, are

not yet at hand [30]. As such, GWUT techniques are not fully capable of interpreting wave patterns

extracted from field measurements conducted on timber structures. This is mainly due to the fact that

the GW propagation in wood structures, such as timber poles, is relatively incomprehensible [31].

Conventional ultrasonic techniques, on the other hand, monitor the time of flight and/or velocity of

ultrasonic bulk waves propagated in materials for evaluation of their properties [32, 33, 34, 35]. However,

since Wood is an orthotropic material [36], many of its properties vary with direction [37, 38], resulting

in independent mechanical properties in three mutually perpendicular axes, namely 1) the longitudinal

direction, parallel to the fiber/grain, 2) the radial direction, normal to the growth rings of the wood,

and 3) tangential direction, tangent to the growth rings [39]. On the other hand, due to the change of

the microfibril angle from one type of wood to another, this diversity of mechanical properties is also a

function of wood species [40]. Therefore, there are many uncertainties involved with using conventional

techniques for assessment of wood material properties. For instance, even though the wood species can

usually be determined by visual inspection, it is very difficult to identify after testing, just from the

ultrasonic signal, the direction through which the ultrasonic test was conducted. This will make it hard

to distinguish which direction the evaluated mechanical properties correspond to (e.g. tropical woods,

[41]).

MLAs provide strong tools for tackling the aforementioned problems associated with using CU de-

vices. As such, the aim of this paper is to use MLAs to solve a supervised learning problem of ultrasonic

signal classification derived from an ultrasonic test conducted on wood specimens using a CU device.

To that end, we propose to solve a classification problem that classifies wood specimens based on: 1)

the type of the wood, 2) state of damage of the wood, and 3) direction of the test with respect to the

growth rings of the wood.

To demonstrate these features, tests conducted on softwood and and hardwood, and in the tangential
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and radial directions (with respect to the growth rings of the wood), are studied. In addition, both

healthy and damaged conditions for each type of wood specimens are considered, with the damage

implemented in different directions. In many studies, an artificial defect is synthesised in wood sections

to study their effects on wood properties [5, 42, 43, 13], and a similar technique is used in the present

paper.

In order to minimise uncertainties resulting from the quantity of applied gel and other test conditions,

50 replicate of each test are conducted. The outcomes of the ultrasonic tests are ultrasonic signals that

are nonlinearly frequency-modulated due to their interaction with wood grains and damage geometry

[44, 45]. In order to derive some features for the classification problem, Variational Mode Decomposition

(VMD), a nonlinear signal decomposition algorithm, is proposed to be employed through decomposing

the modulated ultrasonic signals into their constructive oscillatory modes [46]. The center frequencies

of the extracted modes are taken as features to be fed into the classification problem.

Data classification problems can be seen as a process of four general steps: 1) data collection, 2)

feature extraction, 3) feature classification using machine learning models, and 4) model optimisation

with the aim of optimising the hyperprameters of the selected model (Figure 1). However, while often

used as ‘black boxes’, MLAs are believed to be able to provide further insightful information about the

physics of the problem beyond solving the classification task. One of the informative output of MLAs is

the confusion matrix.

As mentioned above, the main novelty of the present work relies on employing and testing the

capability of the variational mode decomposition algorithm for decomposing ultrasonic bulk waves into

some intrinsic mode functions, termed IMFs, through which deriving meaningful features are made

possible. One key factor of the proposed method is that it uses features derived from the time-frequency

domain of the ultrasonic signals. As such, the derived features are independent from the length through

which the ultrasonic wave travels. This makes the proposed method successful in health assessment of

specimens regardless of their geometry.

Generally, signal decomposition has been proven effective in extracting information from ultrasounic

waves. For instance, Najjar et. al [30] employed the EEMDAN algorithm (complete ensemble empirical

mode decomposition with adaptive noise) to identify mode reflections and compare two ultrasonic signals

obtained from guided ultrasonic tests conducted on wooden poles. The authors concluded that most

information was embedded in the first four modes of the decomposition results. The higher modes

(IMFs 5 to 10), that correspond to lower frequency ranges compared to the original signal, contained

less information. In another study conducted by Mousavi et al. [46], the authors concluded that three

decompositions of an ultrasonic bulk wave obtained from a contact ultrasonic test, using VMD, can

extract enough information about damage. The higher modes of the VMD algorithm are of higher

frequency content and may either present duplicated information or do not carry any information about

damage at all.
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Feature extraction Feature classification Model optimisation
Exploring some
physics of the

problem
Data collection

Figure 1: Augmented data classification steps.

Machine learning algorithms have been used for solving different classification and regression problems

of wood inspection using ultrasonic testing. For instance, Nasir et. al [47], employed machine learning

algorithms to work out the modulus of elasticity (MOE), and modulus of rupture (MOR) in a UV-

degraded wood sections using decision trees. In this paper, a further step is taken in which the confusion

matrix of the optimised machine learning results is used to explore some aspects of the physics of the

problem. In order to determine which feature addresses which property of the tested specimens better,

a metric is proposed that uses the confusion matrix obtained from solving the classification problem

using only one of the obtained features. We will show that useful information can be derived from the

proposed metric, the details of which are fully discussed in the sections to follow. Further, experimental

study of the billets harvested from standing trees with and without natural imperfections demonstrate

the effectiveness of the proposed method for classification of wooden specimens based on their health

condition.

2. Experimental set-up and measurements

Two types of woods are studied in this paper, a softwood (Radiata Pine, or pinus radiata) and

a hardwood (Merbau, or instia palembanica). There were in total six specimens of each type, of size

300×90×90 mm3. Three different testing scenarios were conducted: (1) intact specimens, (2) specimens

with a small defect in the form of a hole drilled through them, and (3) specimens with a large defect.

In scenario (1), all six intact specimens of each type were first tested in both their radial and tangential

directions. In scenario (2), a 6 mm hole, roughly 7% of the cross section of the specimens, was drilled into

three out of six specimens in the tangential direction to simulate a small hole-defect. The specimens were

then tested in the direction perpendicular direction to the line of defect, i.e. along the radial direction

as depicted in Figure 2b. The remaining three specimens of the same type were drilled with a hole of

the same size through their radial direction and were tested through the tangential direction. These are

illustrated in Figure 2c. In scenario (3), the hole-defects in all defective specimens from scenario (2)

were enlarged to 13 mm diameter, roughly 14% of the cross section of specimens, and were tested in a

similar manner as in scenario (2).

The meteorological conditions of the room upon testing were as follows: there were limited temper-

ature fluctuations–the temperature ranged from 20–22◦C. The average humidity level was around 60%.

The ultrasonic testing device was a Pundit PL200 (Figure 2a), in which a 54 kHz transducer was used
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(a) Ultrasonic device (Pundit PL 200)

Transducer

Hole-defect

Couplant gel

Receiver

Growth rings

(b) Radial test

Transducer

Hole-defect

Growth rings
Couplant gel

Receiver

(c) Tangential test

Figure 2: Ultrasonic test experimental set-up.

to transmit a sinc-like probing P-wave (compression wave). The pulse repetition frequency (PRF) was

5 Hz. The receiver recorded the transmitted and modulated ultrasonic waves (due to its interaction

with wood irregularities) at a sampling frequency of 10 MHz. Similar sampling frequencies were applied

in other works such as [47].1 Couplant gel (Proceq Ultraschall-Koppelpaste) was used to fill the gap

between transducer/receiver and the specimen surfaces in order to ensure proper transmissibility of the

ultrasonic waves into and out of the wood materials. However, there were uncertainties regarding the

amount of gel used and the level of the pressure applied to the transducer/receiver by hand. As such,

50 replicates of each ultrasonic test were conducted for each configuration. Table 1 shows the number

of tests conducted on specimens of different type and health condition, and in different directions.

As can be seen from Table 1, there were 12 different configurations of specimens, encompassing

different wood spcies (Merbau “M” and Pine “P”), health condition (intact “I”, small damage “S”,

1The readers are referred to [48] for further details.
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Table 1: The number of tests per sample regarding 12 different classes.

Specimen and the test type # class # tests

MI
r 1 300

MS
r 2 150

ML
r 3 150

MI
t 4 300

MS
t 5 150

ML
t 6 150

PI
r 7 300

PS
r 8 150

PL
r 9 150

PI
t 10 300

PS
t 11 150

PL
t 12 150

and large damage “L”), and the direction of the test (radial “r” and tangential “t”). Considering the

replication of samples (6 for each intact condition and 3 for each damaged condition) and the repetitions

of the test (50 for each configuration), there were, in total, 2400 test results available.

Next we explain how some damage sensitive features (DSF) can be derived from each measurement

using the advanced signal decomposition technique, Variational Mode Decomposition (VMD).

3. Feature extraction using Variational Mode Decomposition

The transmitted ultrasonic signals are hypothesised to be nonlinearly modulated due to their inter-

action with wood grain and damage. One way to extract information out of these signals is, therefore,

to decompose them into their constructive modes. To that end, however, a nonlinear decomposition

algorithm should be used. Therefore, we propose to use the Variational Mode Decomposition (VMD)

algorithm to perform the decomposition, and to take center frequencies of all modes as features. The

details follow.

VMD is a time–frequency signal decomposition algorithm that solves a variational optimisation

problem to decompose a given complex signal S(t) into a specified number K of oscillatory modes,

{uk} = {u1, u2, ..., uK}, denoted Intrinsic Mode Functions (IMFs) [49]. VMD can be also used to denoise

the signal while decomposing it into its noise-free modes. In the case that denoising is not intended, the

sum of all IMFs perfectly reconstructs the original signal.

Each IMF can be both frequency and amplitude modulated, hence is of the form

uk(t) = Ak(t) cos(ϕk(t)) , (1)
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where Ak(t) and ϕk(t) are the time varying amplitude and phase of the kth IMF. The instantaneous

frequency ωk(t) = dϕk(t)/dt, is also time dependent, but is constrained by the extraction algorithm to

vary significantly more slowly than ϕk(t).

Despite the time dependent property of the phase, each IMF is narrow-band, i.e. the frequency

variation occurs within a limited frequency range. Therefore, IMFs extracted from VMD are considered

as monocomponent. As such, the center frequency of each IMF can well characterise that IMF and,

therefore, is taken as a feature in this paper. There can be K center frequencies (features) extracted

from K IMFs as {ωk}, where k ∈ {1, ...,K}.

The constraint variational optimisation problem of VMD is,

min
{uk} & {ωk}

∑
k

∥∥∥∥∂t (δ(t) + j

πt
∗ uk(t)

)
e−jωkt

∥∥∥∥2 s.t. S(t) =
∑
k

uk(t), (2)

where ∗ is the convolution operator, j is the imaginary unit, and δ is the Dirac distribution. The solution

to the minimization problem of (2) is the saddle point of its augmented Lagrangian in a sequence of

iterative sub-optimizations, i.e. alternate direction method of multipliers (ADMM) [49],

L ({uk}, {ωk}, λ) := α
∑
k

∥∥∥∥∂t (δ(t) + j

πt
∗ uk(t)

)
e−jωkt

∥∥∥∥2
2

+

∥∥∥∥S(t)−∑
k

uk(t)

∥∥∥∥2
2

+

〈
λ(t), S(t)−

∑
k

uk(t)

〉
. (3)

VMD is thus a parametric decomposition algorithm and, therefore some parameters need to be specified

prior to running the decomposition task as follows:

1. K: is an integer that determines the number of IMFs into which the signal is to be decomposed.

K IMFs also means K center frequencies or features. Therefore, by varying K, different numbers

of features can be extracted. In this paper, several K values have been trialled.

2. α: is the quadratic penalty term and is a denoising factor, a larger value of which results in less

noise in the IMFs.

3. τ : is the time step, which determines how quickly the Lagrangian multiplier accumulates the

reconstruction error. One may set τ to a small number such as 0.1 (as suggested by proposers

of VMD [50]) should an exact reconstruction be intended. In such a case, the effect of α will be

neglected. Otherwise, one can set τ to zero, where the reconstruction is not strictly enforced, but

encouraged in a least-squares sense. In this paper, a low-pass filter is used for denoising, therefore,

to make the effect of α irrelevant, τ is set to 0.1.

4. ϵ: is the error tolerance, and controls the convergence of the algorithm. A value of ϵ = 10−5 is

chosen in this paper.

5. init: which initialises ω either as either zero (init = 0), uniform (init = 1), or random (init = 2).

Based on the findings in [51], the method of initialising center frequencies has little effect on the

decomposition results. Therefore, init = 0 in this paper.
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Figure 3: Examples of normalised ultrasonic signals obtained from different specimens with various health condition.

6. DC: is a Boolean variable and determines whether or not the first IMF is set and kept at DC

(a mode with zero center frequency). Since the center frequency of each IMF (including the first

IMF) is taken as a feature in this paper, it is important that DC be set to 0 (false), otherwise one

can simply ignore the first IMF.

First, each ultrasonic signal S(t) is normalised through shifting by its mean value (µ), and scaled by

the difference between its maximum and minimum values as follows [48]:

S(t) =
S(t)− µ

max−min
(4)

Figure 3 shows examples of normalised recorded ultrasonic waves obtained from testing different

types of specimens with various health condition. It can be seen from the plots that the normalised

amplitude of the ultrasonic signals recorded off the Merbau specimens expands as damage progresses in

the specimens. However, this trend is completely reversed as for Pine specimens, where the normalised

amplitude of the recorded ultrasonic waves shrinks as the specimens are a more damaged.

The normalised signals are then low-pass filtered with a cutoff frequency of 300 kHz. The signals

thus obtained are decomposed into K IMFs and the center frequencies of all IMFs are taken as features.
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Figure 4 shows examples of ultrasonic signals measured from ultrasonic tests conducted on the four

different intact configurations, namely Merbau and Pine, tested respectively in their radial and tangential

directions.

4. Importance of each feature

There is always a question about the effectiveness of the extracted features in the classification

problems. Therefore, we perform a principal component analysis (PCA) on each different number of

features/decompositions (different K values) to explore the importance of each feature and the necessity

of using a higher number of decomposition. It is known that the most important variables are those that

are correlated with the lower order principal components, especially PC1. Accordingly, features that

are not correlated with any PC or are correlated with the lower dimensions are less important and can

be simply omitted from the dataset. Note that the dataset (matrix of extracted features) needs to be

standardised prior to running PCA2.

The principal components of the standardised feature matrix Ωm×k of rank L ≤ min{m, k}, whose

rows are the observations, and columns are the obtained features (center frequencies) for each observation,

are obtained from the singular value decomposition (SVD),

Ω = P∆QT , (5)

where P is an m× L matrix of left singular vectors, Q is a k × L matrix (Q−1 = QT) of right singular

vectors, and ∆ is the diagonal matrix of singular values. The principal components of Ω are then the

columns of the matrix of factor scores, F, representing the distance of the projected observations on the

principal axes to the origin, and obtained as

F = P∆ . (6)

Since multiplying Ω by Q gives the projected values of the observations on the principal components,

Q can be also interpreted as a projection matrix. This can be shown as

F = P∆ = P∆QTQ = Ω Q . (7)

The importance of an observation with regards to a component can be represented by the ratio of

the squared factor score corresponding to the observation, divided by the sum of the squared factor

scores associated with the component. This ratio is called the “contribution” of the observation to the

component [52]. In other words, the contribution of the observation i to the component l, denoted as

ctri,l, is obtained as

ctri,l =
f2
i,l∑
i f

2
i,l

. (8)

2Each column of the feature matrix has to be shifted by its mean value and scaled by its standard deviation to obtain

a standardised feature matrix.
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Figure 4: Examples of decomposed signals for different types of intact wood and test direction. The spike appearing at

the end of the time interval in some IMFs is due to the end effects. Note that ω above each signal is expressed in MHz, so

for example the transmitter probing wave frequency, 54 kHz, would correspond to ω = 0.054. Note also that the analysed

samples are considerably shorter than pulse repetition period of 2× 105 µs.
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Figure 5: Contribution percentage of each feature to the principal dimensions corresponding to different principal compo-

nents when the number of decomposition K varies.

Similarly, the importance of a component to a given observation, termed squared cosine, is obtained

as follows:

cos2i,l =
f2
i,l∑
l f

2
i,l

. (9)

In the PCA framework, the information shared between a component and a variable is estimated

through their correlation value which is called “loading”. This can be obtained through calculation of

the squared values of the entries of matrix of loadings Q obtained from the singular value decomposition

of the standardised observation matrix X. For further information, the readers are referred to [52].

Figure 5 shows the contribution of each feature to the principal components as a percentage, for

values of k = 3, 4, 5 and 6 representing the number of features or decomposition modes. It can be

seen that in each case all the features (center frequency ωi) contribute almost equally to the dimension

corresponding to PC1. Although the percentage of the contributions of the features to PC2 is not as

uniform, we can still confidently conclude that all features contribute significantly to the variability of the
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feature space, and therefore, a higher number of decomposition modes does not reduce the importance

of higher order features. Therefore, using a different number of features/decomposition modes might

improve the performance of the classification task. As such, several values of k ∈ {2, . . . , 12} are trialled

in different machine learning models in the next section to solve the classification problem.

5. Solving the classification problem

The Matlab machine learning toolbox is used to solve the classification problem, exploiting six

different types of Matlab supervised MLAs: decision trees, support vector machines (SVM), naive

Bayes classifiers, nearest neighbor classifiers, discriminant analysis, and ensemble classifiers. Reiterating,

different numbers of features/decomposition modes, k ∈ {2, . . . , 12}, are used as inputs. 5-fold cross-

validation is run on the dataset using each of the above supervised MLAs and the obtained 5-fold cross

validation accuracy results are presented in the graphs of Figure 6.3

As can be seen from the figure, the classification results can either improve or worsen when the

number of features/decomposition modes is increased. Specifically, the classification results generally

improve with more features when using support vector machines, discriminant analysis, and ensemble

of classifiers. The results of the decision trees seems also to improve slightly as the number of features

increases. On the other hand, the opposite results are achieved for Gaussian naive Bayes and coarse

KNN. Note that we demonstrated in Section 4 that increasing the number of decomposition modes does

not compromise the importance of features. Therefore, we conclude that the optimum number of features

is only correlated with the type of MLA used for solving the classification problem.

Each MLA has its own hyperparameters that need to be optimised, in addition to the number of

features, which itself is a hyperparameter.4 There are two types of hyperparameters: 1) hyperparameters

that require selection of a category, such that between two or more types of functions, and 2) hyperpa-

rameters that require specification of a real or integer value selected in an interval between a lower and

upper bound. Table 2 lists the tunable hyperparameters associated with each machine learning model,

along with the relevant bounds or function type choices. It can be seen that SVM and ensemble classifiers

are the most tunable models followed by KNN. The least tunable model is discriminant analysis with

only one tunable hyperparameter.

The hyperparameters relating to the best results (based on the number of features used) obtained

from each MLA are optimised using a Bayesian optimization algorithm, and the results are presented

in Figure 7. The optimised hyperparameters are derived for each case at each iteration. The iteration

3We also ran 2-fold cross validation and achieved quite similar results as presented in this paper. However, we presented

the 5-fold cross validation results as it is the typical way of dividing datasets into training and test sets.
4Note that the number of features/decomposition modes is not incorporated in the hyperparameters tuning problem.

Alternatively, we have taken the least number of features/decomposition modes that brings about the best result in each

case as the optimum number of decomposition modes. However, one may optimise the number of features/decomposition

modes exploited for the classification problem through solving the Bayesian optimisation problem.
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corresponding to the set of hyperparameter values that minimises an upper confidence interval of the

classification error objective model is taken as the best-point hyperparameter set. The upper confidence

interval is defined as the value γ in

P (µQ(O(p)) > γ) = α , (10)

where µQ(O(p)) is the mean value of the Bayesian objective function for the set of parameters p with

respect to the posterior distribution Q. The value α indicates the significance level. It is noted that the

best-point does not always correspond to the set of parameters that minimises the classification error.

The following sections describe the outcomes for each MLA.

5.1. Decision trees

Figure 6a shows the results obtained when applying the decision trees algorithm. The best and worst

results are seen to be achieved by the fine and coarse tree models respectively. The optimum number of

features/decomposition modes is 4, for which 99.3% accuracy is achieved using fine trees architecture.

In order to further optimise the model hyperparameters, the optimisation algorithm is now run on this

case.

The optimisation results of Figure 7a suggest that the best-point of 99.5% accuracy is obtained by

selecting the Twoing rule as the split criterion, with 198 splits. The number of splits was selected from

the range {1, . . . , 2399}. It is noted that a different optimum number of splits was obtained each time

the optimisation algorithm was run, but the Twoing rule was always suggested as the best split criterion

among three possible criteria, namely Gini’s diversity index, Twoing criterion, and Maximum deviance

reduction.

The finding that the Twoing rule was always the best split criterion is compatible with the fact that

the Twoing rule is regarded as more appropriate for data with a large number of different classes – there

are 12 in this case. It is known that the Twoing criterion performs equally as well as Gini’s diversity

index when the target attribute is binary [53]. For multi-class problems the Twoing criterion prefers

attributes with evenly divided splits [54].

5.2. Support vector machines

Figure 6b suggests that the SVM model performs well when either the cubic or fine Gaussian SVM

is used. Although the medium Gaussian SVM performs relatively well, the worst results are obtained

using simpler SVM algorithms, namely coarse Gaussian and linear SVM. Three features/decomposition

modes were then used in an optimisable SVM model to optimise the corresponding hyperparameters,

and the accuracy achieved for the optimised model was 99.7%.

It is noted above that SVM is one of the most tunable MLAs. Tuning of the several required

hyperparameters is described following.

Support Vector Machines employ two different strategies to achieve multi-class classification, namely

One-vs-All and One-vs-One approaches. SVMs were initially developed for binary classification, so do
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Table 2: Hyperparameters corresponding to each machine learning model in Matlab. n and np are respectively the number

of observation and predictors and [.] returns the integer part of a number.

Model Optimisable

Hyperparameters

Type Lower Upper

- Maximum number of splits - 1 max{2, n–1}

Decision trees - Split criterion - Gini’s diversity index,

Twoing rule, and Maximum

deviance reduction.

- -

- Kernel function - Gaussian, Linear,

Quadratic, and Cubic.

- -

- Box constraint level - 0.001 1000

SVM - Kernel scale - 0.001 1000

- Multiclass method - One-vs-One and One-vs-All.

- Standardise data - True and false. - -

Naive Bayes - Distribution names - Gaussian and Kernel. - -

- Kernel type (if applicable) - Gaussian, Box,

Epanechnikov, and Triangle.

- -

- Number of neighbors - 1 max{2, [n/2]}

KNN - Distance metric - Euclidean, City block,

Chebyshev, Minkowski

(cubic), Mahalanobis, Cosine,

Correlation, Spearman,

Hamming, Jaccard

- -

- Distance weight -Equal, Inverse, and Squared

inverse.

- -

- Standardise - true and false. - -

Discriminant analysis - Discriminant type - Linear, Quadratic, Diagonal

Linear, and Diagonal

Quadratic.

- -

- Ensemble method - AdaBoost, RUSBoost,

LogitBoost, GentleBoost, and

Bag.

- -

- Maximum number of splits - 1 max{2, n–1}

Ensemble classifiers - Number of learners - 10 500

- Learning rate - 0.001 1

- Number of predictors to

sample

- 1 max{2, np}

not natively support multi-class classification tasks. They instead split the multi-class classification task

into multiple binary classification problems. The One-vs-All strategy splits the classification task into as

15



2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Fine trees

Medium trees

Coarse trees

(a) Decision trees

2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Linear SVM

Quadratic SVM

Cubic SVM

Fine Gaussian SVM

Medium Gaussian SVM

Coarse Gaussian SVM

(b) Support vector machines

2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Gaussian naive Bayes

Kernel naive Bayes

(c) Naive Bayes

2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Fine KNN

Medium KNN

Coarse KNN

Cosine KNN

Cubic KNN

Weighted KNN

(d) Nearest neighbor classifiers

2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Linear discriminant

Quadratic discriminant

(e) Discriminant analysis

2 3 4 5 6 7 8 9 10 11 12

Number of decomposition

40

50

60

70

80

90

100

A
cc

u
ra

cy
 (

%
)

Boosted trees

Bagged trees

Subspace discriminants

Subspace KNN

RUSBoosted trees

(f) Ensemble classifiers

Figure 6: Accuracy results obtained by using different MLAs with different numbers of features/decomposition modes.

many binary classification problems as there are classes, where, in each problem, one class is reclassified

versus the rest of the classes. The alternative, known as a One-vs-One classifier, is to distinguish each

class from only one other class. If c is the number of classes, there are
(
c
2

)
, i.e. c(c − 1)/2, possible

pairs of classes. Each point is then classified according to a majority vote amongst the discriminant

functions [55]. The latter method was found to be the optimum classification strategy every time the
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Figure 7: Optimised machine learning algorithms.

optimisation task is run in the problem of this paper (Figure 7b).

The box constraint level is a parameter that controls the maximum penalty imposed on margin-

violating observations. Therefore, it aids in preventing overfitting and has a regularization effect. Its

value is selected from the interval [0.001, 1000]. Although the optimum value of 113 is shown in Figure 7b,

this optimum varied slightly each time optimisation task was rerun.

The default kernel scale, i.e. 1, is kept unchanged since all the features (center frequencies) are in

the range 0–0.3, due to the fact that the cutoff frequency is 300 kHz and the sampling interval is 1 µs or

10−6 s. Therefore, the inner product of features does not produce any dominant effect coming from one
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particular feature. The cubic kernel function is selected as the optimum kernel and data normalisation

is selected as true.

5.3. Naive Bayes classifiers

The naive Bayes classifier is one of the simplest MLAs, and favors the simplified assumption of

independent features. The results of Figure 6c show that it gives less accurate results than almost all

the other MLAs. It is also evident from the results that kernel naive Bayes performs much better than

the Gaussian naive Bayes. In fact, the Gaussian naive Bayes performs increasingly less accurately as the

number of features/decomposition modes increases beyond 4. One reason for this could be due to higher

level features (center frequencies of higher order IMFs) not mimicking a Gaussian distribution function,

in contrast to the lower order features (center frequencies of lower order IMFs). A kernel distribution fits

the distribution of features more appropriately in those cases. Figure 7c shows the most optimum kernel

to be the triangle kernel. The optimum number of features/decomposition modes was found to be 3 in

this case and a maximum accuracy of 91.2% is obtained through optimising the hyperparameters.

5.4. K-nearest neighbor classifiers

As indicated in Table 2, KNN is one of the most tunable MLAs. KNN finds the q closest points

(neighbors) based on their distances to the query point, then votes for the most frequent label associated

with those points. In weighted KNN, the weight decreases as the distance increases. The most important

hyperparameters for KNN are the number of neighbours q, the metric used for measuring the distances

between each query point and its neighbors, and (in weighted KNN) the distance weight method.

Similarly to the SVM, the data normalisation Boolean was selected as true. As expected by com-

parison to the SVM, and confirmed by the results of Figure 6d, the coarse KNN is not an appropriate

model for solving the problem of this paper. Here ‘coarse KNN’ means approaching the upper bound of

n/2 neighbours, or half the total number of observations (see Table 1), where in this study n = 2400.

Similarly, ‘fine KNN’ means approaching the lower bound of 2 neighbours.

In Figure 7d, K = 27 was used, being found to be the optimum number of neighbors, and the

Chebyshev metric with the squared inverse distance weight was distinguished as the best metric among

all the other possible options listed in Table 2. The optimum number of features/decomposition modes in

this case is found to be 3 and an accuracy of 99.9% was achieved through optimising the hyperparameters.

5.5. Discriminant analysis

Discriminant analysis is a classification and dimensionality reduction MLA that aims to draw bound-

aries among classes based on their distributions. These boundaries can be either linear or nonlinear.

Therefore, as can be seen from the Table 2, there is only one tunable hyperparameter to optimise. It was

found that the Quadratic discriminant type gave an accuracy of 99.2% using 10 features/decomposition

modes.
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5.6. Ensemble classifiers

The last MLA model for solving the problem of this paper is ensemble of classifiers, which uses

multiple learners called base learners. Ensemble methods are based on the combination of a set of

hypotheses to be used for training, as opposed to using a single hypothesis, as is the case for every

base learner individually [56]. As a result, the generalization ability of an ensemble of classifiers is

usually much stronger than that of each base learner. Moreover, ensemble learning is able to boost

the performance of weak learners5, to become strong learners that can make very accurate predictions.

However, using base learners that are not-so-weak often results in better performance. The resulting

trained model is also less prone to overfitting on the training set.

There are different ensemble methods, as listed in Table 2, from which the Bag method using 3

features/decomposition modes is found to optimise the current model (Figure 7f). 30 learners were used,

a maximum of 307 splits was chosen in the decision tree, and the number of optimum predictors per

sample was 3. Accordingly, 99.6% accuracy was achieved by optimising the model. It was noted that all

the optimised hyperparameters can vary each time when repeating the optimisation process.

5.7. Summary of classifier comparisons

We have shown that different numbers of features/decomposition modes provide optimum results

when applying different MLAs to solve the classification problem of this paper. The results show that

SVM, KNN and Ensemble methods provide high accuracy using only three features/decomposition

modes, and therefore are chosen as the most effective MLAs for the problem of this paper. However, in

order to further analyse the performance of these algorithms in solving the problem of this paper, we

propose to add noise to the three derived features/decomposition modes and to solve the classification

task with the new noisy features. This will simulate a greater variability in the observations that might

exist in an in situ environment that is less controlled than the testing regime.

6. Classification using noisy features

In this section, in order to ensure that observations present sufficient variability, we propose to

contaminate the extracted features with white Gaussian noise through the following equation,

Ω̂ = Ω+
κ

100
nnoise σ(Ω) , (11)

where Ω and Ω̂ are respectively the noisefree and noisy feature matrices, σ(Ω) is a diagonal matrix whose

elements are the standard deviations of the corresponding columns of Ω, κ is the noise level (percentage),

and nnoise is a random independent variables matrix of the same size as Ω following a standard normal

distribution.

Figure 8 shows the histogram of the features with different percentages of noise.

5Learners that are slightly better than random guesses.
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Next, we classify the noisy features using the three different MLAs identified in Section 5 as being

the most effective, namely ensemble, SVM and KNN, in a 50% hold-out classification task. In other

words, 50% of the data is used for training and the remaining 50% is used for testing, to ensure that the

trained MLAs has not seen the test set before.

It is observed (Figure 9) that the average accuracy drops from 99.9% using noisefree features, to

91.5% when the features are contaminated by 10% noise, and further to 76.7% using features with 20%

noise. All three classifiers had similar performance.

One should note however, that the 20% noise scenario is quite conservative. The reason is that noise

is applied directly to the features here (i.e. to the centre frequencies of the decomposed modes), rather

than to the raw signal. In reality the ultrasonic signals can contain noise due to different intervening

factors in the testing regime, such as variations in amount of the gel applied to the surface of the wood,

pressure applied to the transducer/receiver, and misalignment of transducer/receiver. Most of these

sources of noise will be mitigated by a low-pass filter as mentioned in Section 3.

The results of this section therefore demonstrate that the proposed feature extraction and classifica-

tion procedure can satisfactorily solve the classification problem.

Next, we propose to investigate the performance of single features alone in solving the three binary

sub-classification problems that collectively are equivalent to the full classification task of this paper.

Their performance is evaluated using the confusion matrices, obtained solving the classification problems

using SVM, KNN and Ensemble methods.

7. Sub-classification role of features

Assume a case where we use only one of the features in the classification problem and there are at

least three features/decomposition modes available. Running a machine algorithm on the classification

task using only that one feature, we aim to derive information from the confusion matrix about the

ability of a single feature alone to recognise the subclasses in the dataset.

To this end, take s = 1 . . . S to represent the sub-classification scenarios, where S = 3 in the problem

of this paper, and s = 1, s = 2, and s = 3 indicate respectively the sub-classifications regarding the

“type” (species) of wood, “damage” state of the wood, and “direction” of the test. In this exercise the

classifications are binary, i.e. we do not distinguish between small and large defects. We obtain a value to

characterise the relative false discovery rate (RFDR) regarding the sth sub-classification problem using

the confusion matrix as follows,

RFDR(m)
s =

∑L
l=1

(
a
(s)
l × C

(m)
l

)
∑S

s=1

∑L
l=1

(
a
(s)
l × C

(m)
l

) ; (12)

where L represents the number of labels (12 in this paper), m and l are respectively the feature and label

indices, C
(m)
l indicates the lth column of the confusion matrix, obtained using only the mth feature in

the classification problem, and a
(s)
l is a binary vector indicating which test class correspond to negative
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(a) ω1, noise-free (b) ω2, noise-free (c) ω3, noise-free

(d) ω1, 10% noise (e) ω2, 10% noise (f) ω3, 10% noise

(g) ω1, 20% noise (h) ω2, 20% noise (i) ω3, 20% noise

Figure 8: Histogram of the three features with different percentage of noise.

Figure 9: Percentage accuracy results of the optimised ensemble, SVM, and KNN algorithms in 50% hold-out classification

using 10 and 20 percent of three noisy features.
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result for a given label l and sub-classification s. Referring to Table 1, a
(s)
l is obtained, for s = 1, 2, 3, as

follows,

a
(1)
l =


[0 0 0 0 0 0 1 1 1 1 1 1]; for l = 1, . . . 6

[1 1 1 1 1 1 0 0 0 0 0 0]; for l = 7, . . . 12

(13)

a
(2)
l =


[0 1 1 0 1 1 0 1 1 0 1 1]; for l = 1, 4, 7, 10

[1 0 0 1 0 0 1 0 0 1 0 0]; for l = 2, 3, 5, 6, 8, 9, 11, 12

(14)

a
(3)
l =


[0 0 0 1 1 1 0 0 0 1 1 1]; for l = 1, 2, 3, 7, 8, 9

[1 1 1 0 0 0 1 1 1 0 0 0]; for l = 4, 5, 6, 10, 11, 12

(15)

Recalling that S is the number of sub-classification cases, it is noted that for the mth feature, it follows

from Equation 12 that
∑
s
RFDR

(m)
s = 1.

Next, the performance of the first three features is evaluated using the above strategy. To that end,

the three MLAs identified above as being the most accurate, i.e. ensemble, SVM, and KNN models, are

optimised using only one of the features obtained from 3 decomposition modes. Equation 12 is then used

to evaluate the RFDR metric corresponding to the performance of each feature in the sub-classification

problem. Since the three chosen MLAs all produce similar results, the RFDR metric is not expected

to vary much from one machine learning model to another in describing the ability of the features to

explore every sub-classification task.

Figure 10 shows the confusion matrices obtained respectively from the ensemble, SVM and KNN

models with only one of the features being used in each case. The red shaded off-diagonal numbers

are the rates of false positive detections (expressed as a percentage), with zero values indicating ideal

performance. The columns are summed to give the overall False Discovery Rates (FDR) for each class,

which are presented at the bottom of the figure for each case. The complement of the FDR is the overall

Positive Predictive Value (PPV), indicated by the blue shaded number above the FDR. The PPV is also

indicated on the diagonal of the matrix, representing the true positive detection rate, where values of

100% represent the ideal case.

Figure 11 shows the RFDR results for each sub-classification based on a single feature using the

aforementioned machine learning models. Results from Features 1, 2 and 3 are shown in Figures 11a,

11b, and 11c, respectively. It is seen that very similar results are achieved using the three different MLAs.

Note that the applied machine learning techniques follow different strategies to solve the classification

problem. Therefore, we can conclude that the proposed RFDR metric is reliable, and we next discuss

what information can be derived from the proposed RFDR metric.

The results for RFDR
(1)
1 , RFDR

(2)
1 , and RFDR

(3)
1 indicate that all the features when used alone

perform relatively poorly at recognising the type of the wood relative to other sub-classification tasks.

Note that good performance is associated with a low RFDR
(m)
s , so the performance of the features is

ranked as Feature 3, Feature 2, and Feature 1. The poor performance is surprising as the material does
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(a) Feature 1, ensemble analysis
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(b) Feature 2, ensemble analysis
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(c) Feature 3, ensemble analysis
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(d) Feature 1, SVM
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(e) Feature 2, SVM
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(f) Feature 3, SVM
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(g) Feature 1, KNN
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(h) Feature 2, KNN
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(i) Feature 3, KNN

Figure 10: Confusion matrices obtained from using different MLAs along with one of the features.

significantly affect the wave velocities, which in turn should affect component frequencies. However, it is

noted that the wave velocities are not as different as one might expect, since the stiffness and density are

correlated.6 Furthermore, there is considerably greater variability with the direction than with the wood

type, which, combined with the natural variability between nominally identical samples, may mask the

overall impact of wood type. What is interesting though is that the different wood types have a different

pattern of variation of acoustic velocity with direction, which may account for the considerably better

results when classifying with multiple features.

6The wave velocity varies considerably, depending mainly on the direction of travel and to some extent on the wood type,

approximately within the range 1300-2200 m/s in the radial and tangential directions for the specimens in this study [48].
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The damage state of the wood, in contrast, is better able to be captured by a single feature, but the

first feature does this more successfully than the other two, as seen comparing the results of RFDR
(1)
2 ,

RFDR
(2)
2 , and RFDR

(3)
2 . The first feature is the center frequency of the first IMF, which is the lowest of

the component frequencies. Referring to Figure 4, this is around 6.3 kHz, and corresponds to radial and

tangential half-wavelengths of roughly 100–175 mm based on known acoustic velocities.7 These are very

comparable to the specimen cross-section dimensions in the radial-tangential plane (90× 90 mm2), and

it is known that acoustic standing wave patterns are modified by geometric features of size comparable

to the wavelength. While the longitudinal wavelength is not known, it would be longer, hence again

of comparable order to the specimen length (300 mm). The results therefore suggest that the lower

frequency acoustic modes within the sample play a significant role in Feature 1. One might have expected

this to correlate more strongly with wood type and grain, but this is not the case. Therefore, the results

suggest that the presence of damage possibly significantly modifies the lower mode acoustic standing

wave patterns within the sample, accounting for its impact on Feature 1. Further work is therefore

suggested on different sized samples.

Results of RFDR
(1)
3 , RFDR

(2)
3 , and RFDR

(3)
3 show that the second feature is relatively more successful

in distinguishing the direction of the test, or equivalently, the direction of the wood grains, though all

features do a reasonable job. It is observed in Figure 4 that Feature 2 is the most variable of the three,

and (in this figure at least) the variability is correlated with the direction. This finding is therefore not

surprising.

8. Field trial

Self-pruning process in trees may well initiate natural imperfections in the trunk of the defected

trees. Figure 12 shows examples of the trunk of trees with natural imperfections. The wood at the

defected area is of lower quality and can be scraped out by an instrument. Therefore, it is vital to

identify and avoid harvesting trees with these imperfections, as the trunk of these trees is not usually

useful for industrial purposes.

In this section, the proposed features are further used to classify billets selected from standing trees

harvested from the site Collie in WA, Australia [57]. The billets, of random geometry, were tested

through different randomly selected angles, while debarked at the location upon which the transducer

and receiver were placed. All the tested billets were assigned a label either as healthy or defective through

visual inspection after cutting. Table 3 shows the meteorological conditions at the site at the time of

testing. Table 4 lists the number of healthy and defective specimens and the overall number of the tests

conducted. Note that the billets were tested through the radial direction with respect to the growth

rings of wood. Therefore, this section aims to classify based on the health condition of the specimens

only.

7See previous note.
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(c) Feature 3

Figure 11: RFDR obtained from different MLAs in percentage for the sub-classification tasks using only one of the features

each time.

The best 5-fold cross-validation accuracy result of 88.6% was obtained from the Ensembles method,

using center frequencies of three decompositions via VMD, as shown in Figure 13a. This obviously
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Natural
imperfection

(a) Original

Natural
imperfection

(b) Scraped out

Figure 12: Examples of bulk of standing trees with natural imperfections. The wood at the defected area is soft in quality

and can be scraped out by an instrument.

Table 3: The meteorological condition upon testing at the site Collie in WA, Australia.

State Site Wood species Temperature (◦C) Humidity (%)

WA Collie Jarrah 5.1 90

indicate the more challenging nature of the problem compared with the classification problem of the

laboratory trial. Obviously, exploiting more descriptive features would be beneficial in this case. As

such, the Root Mean Square of the Instantaneous Frequency (IF) signal, shown as RMSIF pertaining to

each IMF is also extracted and used in the training process [46]. The RMSIF for an IMF is obtained as

follows:

RMSIF =

√∑n
i=1 ω(t)

2

n
, (16)

where ω(t) is the instantaneous frequency of the IMF, and is obtained from the Gabor’s analytical signal

ua(t) = u(t) + jû(t), whose real and imaginary parts are respectively the original IMF and its Hilbert

transform [58]. As such one can obtain ω(t) as follows:

ω(t) =
d

dt

(
tan−1

(
ˆu(t)

u(t)

))
, (17)

Using the obtained RMSIF features along with the center frequency features obtained from three

IMFs (six features in total), the classification problem was solved again. This time 94.2% 5-fold cross-

validation accuracy was achieved, using the optimised ensemble of classifiers, as shown in Figure 13b.

The results indeed indicate the effectiveness of the proposed approach for health monitoring of standing

trees.
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Table 4: The number of billets and ultrasonic tests conducted on billets harvested from the site Collie in WA, Australia.

Number of billets

Condition Billets # Ultrasonic tests #

Intact 37 838

Defective 37 897

5 10 15 20 25 30

Iteration

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

M
in

im
u

m
 c

la
s
s
if
ic

a
ti
o

n
 e

rr
o

r Optimization Results 

Ensemble method: Bag

Number of learners: 393

Maximum number of splits: 1715

Number of predictors to sample: 3

Estimated minimum classification error

Observed minimum classification error

Bestpoint hyperparameters

Minimum error hyperparameters

(a) Center frequency features (88.6%)
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Figure 13: 5-fold cross-validation accuracy results obtained from the optimised Ensemble of classifiers using different

features.

9. Conclusions and future work

This paper solves the problem of classifying wood type, condition and grain direction, using MLAs

applied to features extracted using VMD from ultrasonic signals obtained from CU tests conducted on

two types of woods.

To this end, the contact ultrasonic device is proposed as an effective tool for collecting data from

wood specimens, and the procedure of the proposed machine learning strategy based on the test results

is depicted in Figure 14. The ultrasonic signals were first decomposed into their nonlinear oscillatory

modes using VMD, an advanced signal decomposition algorithm. VMD is a parametric decomposition

algorithm, and it is crucial to choose its parameters properly, which was fully discussed.

A key parameter is the number of IMFs K into which the signal is to be decomposed. The center fre-

quencies of the modes were taken as features, therefore k also defines the number of features. We showed,

by calculating the percentage contribution from each feature to principal components (Equation 9), that

different numbers of decomposition modes K do not compromise the solution of the classification prob-

lem. We further argued that the features contributing to the first principal component are the most

important as they contributed most variability to the dataset. However, it was established that three

features/decomposition modes is sufficient and effective when using either ensemble, SVM, or KNN

algorithms.
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Sensing technology

Signal processing

Classification

Interpretation

Conduct contact ultrasonic tests on specimens with following properties:

Different types of wood.
Different direction of the test.
Different health condition.

 

Use VMD to decompose the ultrasonic signals in a procedure as follows,

 decompose the signals into different number of modes 

             (3 modes is recommended to be optimal).  

take the center frequency of modes as features 

            (do not keep the first mode at DC).
 

Solve the classification problem usiing MLA considering the followings,

Ensemble, SVM, and KNN are the most promising algorithms

            to this end.

Optimise the MLA models.

 

Interpret the performance of each feature in every sub-classification 
task for deciding whether the training set has been labeled correctly.
 

Figure 14: The procedure of classification of wood properties using the proposed strategy in this paper.

To ensure that the proposed strategy can properly solve the classification problem in the presence

of significant noise, the extracted features were contaminated with 10% and 20% noise levels. Greater

than 90% and 75% hold-out accuracy was achieved respectively with these noise levels. However, in

practice these noise levels can be avoided by using a low-pass filter prior to the decomposition. We

further optimised each model hyperparameters using a Bayesian optimisation algorithm embedded in

the Matlab machine learning toolbox.

In Section 7, we proposed the metric RFDR to explore the contribution of each feature to the

different sub-classification tasks embedded in the main classification problem. This involved solving

the classification problem using a single feature, and using the confusion matrix to calculate the false

discovery rate associated with each sub-classification task. We showed that the proposed metric informs

how each feature explores different aspect of the classification problem (i.e. the type of wood, the state

of damage, and direction of the tests), and is independent of the MLA used to solve the problem.

The strategy followed for solving the classification problem of this paper provides a strong tool to

explore how features should be derived from a nonlinear signal. Moreover, the proposed RFDR metric

was shown to be informative in terms understanding aspects of the physics of the ultrasonic waves and

their interactions with attributes of the samples that we sought to classify. The results of this paper,

therefore, acknowledge that although MLAs are in some senses ‘black boxes’, their results (such as by

using the confusion matrix in this paper) can be interpreted to explore the physics of problems.

The proposed strategy in this paper can be used in many applications, including damage detection

of wooden poles, quality assessment of standing trees, and damage identification and classification of
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historical wooden heritage structures.

Some variables in contact ultrasonic tests are difficult to control or to measure, such as amount of

the gel applied to the surfaces, pressure applied to the transducer and receiver, and any misalignment

of the transducer and receiver. These were not controlled for in the present work, therefore it can be

concluded that the MLA was able to successfully classify sample in spite of variability of these factors.

On the other hand, in spite of performing 2,400 tests, only a single sample geometry was considered

in the lab trial section. Therefore, in order to test the effectiveness of the proposed features extracted

from the time-frequency domain of ultrasonic signals in real world problems, billets with and without

natural imperfections harvested from the site Collie in WA, Australia, waere classified. A 94.2% 5-fold

cross-validation accuracy was obtained from optimised ensemble of classifiers when solving the problem

using the center frequency features along with the RMSIF features, based on [46], demonstrating the

effectiveness of the proposed features in classifying wood materials based on their health condition.
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